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Abstract. Given a smooth manifold M and a totally nonholonomic distribution ∆ ⊂ TM
of rank d, we study the effect of singular curves on the topology of the space of horizontal
paths joining two points on M . Singular curves are critical points of the endpoint map
F : γ 7→ γ(1) defined on the space Ω of horizontal paths starting at a fixed point x. We consider
a subriemannian energy J : Ω(y) → R, where Ω(y) = F−1(y) is the space of horizontal paths
connecting x with y, and study those singular paths that do not influence the homotopy
type of the Lebesgue sets {γ ∈ Ω(y) | J(γ) ≤ E}. We call them homotopically invisible.
It turns out that for d ≥ 3 generic subriemannian structures in the sense of [5] have only
homotopically invisible singular curves. Our results can be seen as a first step for developing
the calculus of variations on the singular space of horizontal curves (in this direction we prove
a subriemannian Minimax principle and discuss some applications).

1. Introduction

1.1. Horizontal path spaces and singular curves. LetM be a smooth manifold of dimension
m and ∆ ⊂ TM be a smooth, totally nonholonomic distribution of rank d. Given a point x ∈M
(which we will assume fixed once and for all) the horizontal path space Ω of admissible curves
is defined1 by:

Ω = {γ : [0, 1] → M | γ(0) = x, γ is absolutely continuous, γ̇ ∈ ∆ a.e. and is L2-integrable}.

The W 1,2 topology endows Ω with a Hilbert manifold structure, locally modeled on L2(I,Rd).
The endpoint map is the smooth map assigning to each curve its final point:

F : Ω →M, F (γ) = γ(1).

A singular curve is a critical point of F . Singular curves are at the core of nonholonomic
geometry, but some natural questions about these curves remain open. In fact even the existence
of a point y ∈ M not joined by singular curves sorting from x is still an open problem (the
“subriemannian Sard’s conjecture”).

Given y ∈M we will denote by Ω(y) the set of horizontal curves joining x and y:

Ω(y) = F−1(y), y ∈M.

If y is a regular value of F , then there are no singular curves between x and y and the space Ω(y)
is a smooth Hilbert manifold. As we just said, the absence of singular curves can not be granted
in general and the space Ω(y) might be very singular. Despite this fact, from a homotopy theory
point of view Ω(y) still turns out to be a “nice” space.

1This definition requires the choice of an inner product in each fiber (a subriemannian structure on ∆) in order
to integrate the square of the norm of γ̇, but the fact of being integrable is independent of the chosen structure
(we refer the reader to [1, 13] for more details).
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Figure 1. A simplified picture of two fibers of the enpdoint map F : Ω → M .
The path space Ω(y2) is singular, but it is homotopy equivalent to Ω(y1).

Theorem (Theorem 5, [3]). For every y ∈ M the space Ω(y) has the homotopy type of a CW-
complex and its inclusion in the standard path space (i.e. the space of W 1,2 curves on M with no
nonholonomic constraint on their velocity) is a homotopy equivalence. In particular for a given
manifold M and totally nonholonomic distribution ∆ ⊂ TM , all the spaces Ω(y) (regardless
y ∈M being a regular value of F or not) have the same homotopy type.

Thus, globally the homotopy type of Ω(y), y ∈M , is not influenced by the fact of being sin-
gular. In fact all fibers of the endpoint map can be continuously deformed one into another, but
if an additional function J : Ω → R (an energy functional) is considered, during the deformation
we cannot preserve the Lebesgue sets of J .

1.2. Soft singular curves and homotopically invisible curves. In this framework, the main
interest of calculus of variations is to determine the existence of critical points2 of a functional:

J : Ω(y) → R.

Using the homotopy of the space Ω(y) (which in this case is known by the previous theorem) one
is often able to force the existence of such critical points (typically via minimax procedures).

In our case the role of J will be played by a subriemannian Energy. In other words, we fix an
inner product on ∆ smoothly depending on the base-point and define for γ ∈ Ω:

J(γ) =
1

2

∫

I

|γ̇(t)|2dt.

If y is a regular value of F , then Ω(y) is smooth and a critical point of J is simply a curve γ for
which there exists a nonzero λ ∈ T ∗M such that:

(1) λdγF = dγJ.

In the language of subriemannian geometry curves satisfying (1) are called normal geodesics ;
their short segments are length minimizers for the corresponding Carnot-Caratheodory distance
on M (not all length minimizers are normal geodesics though).

In the spirit of Morse theory, when Ω(y) is smooth, normal geodesics with energy in [E1, E2]
are precisely the obstruction to deform the Lebesgue set {J ≤ E2} to {J ≤ E1} following

2Note that, when Ω(y) is singular it is not clear yet what a “critical point” for J should be; this will be
clarified below.
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Figure 2. A simplified picture of a fiber Ω(y) and the Energy function (in
the vertical direction). The curves γ1 and γ2 represent normal geodesics (they
are obstructions to deform the Lebesgue sets). The curve γ3 represents a soft
singular curve: any cycle X ⊂ Ω(y)E3 can be deformed a bit below the level E3.

the gradient flow of −J (if y is a regular value of F , the function J satisfies the Palais-Smale
condition [3, Proposition 10] and the classical theory can be used; we refer the reader to [3]).

If Ω(y) is singular, even if there are no normal geodesics with energy in [E1, E2], the same
deformation is in general not possible (in fact it is not even clear what a gradient flow should
be on this singular space). Nevertheless, as we will see, for a generic (in the sense of [5])
subriemannian structure of rank d ≥ 3 the absence of normal geodesics with energy in [E1, E2]
is enough to guarantee a weak deformation.

Denoting by Ω(y)E the set {γ ∈ Ω(y) | J(γ) ≤ E}, the main result of this paper implies
Theorem 1 below. The technical condition that we need in order to guarantee the conclusion
of the results of this paper is that all singular curves with J ≤ E2 satisfy the following three
properties: (a) they have corank one, (b) they are not Goh and (c) they are strictly abnormal.

When d ≥ 3 subriemannian structures whose all singular curves satisfy these conditions form
an open dense set in the C∞-Whitney topology by a result of Y. Chitour, F. Jean, and E. Trélat
[5] (see Theorem 4 below for a more precise statement).

We call a singular curve satisfying conditions (a), (b) and (c) a soft singular curve; thus
generic structures only have soft singular curves. The message of this paper is to show that soft
singular curves are homotopically invisible.

Theorem 1 (subriemannian Deformation Lemma). Assume that all singular curves with energy
J ≤ E2 are soft and that there are no normal geodesics in Ω(y) with energy in [E1, E2]. Then
for every compact manifold X, every continuous map f : X → Ω(y)E2 and every ǫ > 0 there
exists a homotopy ft : X → Ω(y)E2 such that:

f0 = f and f1(X) ⊂ Ω(y)E1+ǫ.

In particular Ω(y)E2 and Ω(y)E1+ǫ are weakly homotopy equivalent.

The previous theorem says that (at least in the generic situation) singular curves with energy
E1 ≤ J ≤ E2 aren’t obstacles for the deformation of continuous maps (see Figure 2). They are
“homotopically invisible”.

1.3. The calculus of variations on the horizontal path space. Going back to the calculus
of variation, what we are interested in is the existence of subriemannian geodesics : horizontal
curves whose short segments are length minimizers for the Carnot-Caratheodory distance (this
is in fact what we mean by a “critical point” for J).
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As we already noted, curves satisfying (1) are geodesics – and these are all geodesics if Ω(y)
is smooth, but in principle singular curves can also be geodesics.

On the other hand, condition (b) above (the non-Goh hypothesis) is a necessary optimality
condition for singular curves: if a subriemannian structure satisfies this condition, nonconstant
singular curves cannot be geodesics (in other words: soft singular curves cannot be geodesics).
Theorem 1 above can thus be considered as the starting point for the variational analysis on the
space of horizontal curves.

One comment on the fact that deformation in Theorem 1 is a weak deformation and on the
appearance of the “for every ǫ > 0” in the statement. As a matter of fact a strong deformation
retraction of Lebesgue sets is not needed even in the classical theory: all one needs is to be able
to deform continuous maps (and more generally singular chains representing homology classes:
we will prove that this is possible in Section 7). Neither one needs to deform up to the level E1

included: the possibility of getting arbitrarily close (with the Energy) is still enough to use the
results and predict the existence of critical points.

If two functions f, g : X → Y between topological spaces are homotopic, we will write f ∼ g.
The following statement is a subriemannian version of the Minimax principle.

Theorem 2 (subriemannian Minimax principle). Let X be a compact manifold and f : X →
Ω(y) be a continuous map which is not homotopic to a constant map. Consider:

c = inf
g∼f

sup
θ∈X

J(g(θ)).

Assume that there exists δ > 0 such that all singular curves with energy J ≤ c+ δ are soft. Then
for every ǫ > 0 there exists a normal geodesic γǫ ∈ Ω(y) such that:

c− ǫ ≤ J(γǫ) ≤ c+ ǫ.

It should be clear at this point that in principle, using Theorem 1, the powerful machinery
of classical critical point theory can be adapted to the generic subriemannian framework – to
mention a specific example, we will show how to prove an analogue of Serre’s theorem on the
existence of infinitely many normal geodesics joining two points on a compact manifold (Corollary
25 below).

Remark 1. The study of the space of maps with some restrictions on their differential goes back
to the work on immersions of S. Smale [16]; the case of trajectories of affine control systems were
studied first by A. V. Sarychev [14] for the uniform convergence topology, by J. Dominy and H.
Rabitz [10] for the W 1,1 topology and by the last two authors of this paper for the W 1,p, p > 1
topology [3]. The case of closed W 1,2 curves on nonholonomic distribution has been addressed by
the last author and A. Mondino on [9]. A subriemannian version of Serre’s theorem was proved
by the last two authors of the current paper under the assumption that y ∈M is a regular value
of F [3]. The paper [9] also contains various related results on variational problems on the closed
horizontal loop space in the contact case.

1.4. Structure of the paper. The paper is organized as follows. In Section 2 we recall the
main definitions and properties of the objects we use. We note that Section 2.6 contains an
interesting tool (the “global chart”) which allows to switch from the space of curves to the space
of controls (where the objects can be handled easier; we will switch back to the language of curves
in the last section). Section 3 contains the main technical idea, which is the construction of a
cross-section (a map “parametrizing” all possible values) for the pair (F, J) near a singular soft
curve. This is used in Section 4 to prove a quantitative non-smooth implicit function theorem
(Theorem 12) near a soft singular curve. In Section 5 we introduce the technical ingredients for
handling the deformation on a singular space but away from singular curves. The subriemannian
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Deformation Lemma (Theorem 21) is proved in Section 6.1. Indeed the invisibility of soft singular
curves is a corollary of the Serre fibration property (Theorem 20). In Section 7 we discuss some
applications and prove the subriemannian Minimax principle (Theorem 22) and Serre’s theorem
on the existence of infinitely many normal geodesics on a compact subriemannian manifold
(Corollary 25).

2. Preliminaries

2.1. The endpoint map. Recall that we are considering a smooth totally nonholonmic distri-
bution ∆ ⊂ TM and that we have denoted by Ω the space of horizontal curves:

Ω = {γ : [0, 1] → M | γ(0) = x, γ is absolutely continuous, γ̇ ∈ ∆ a.e. and is L2-integrable}.
This space endowed with the W 1,2 topology has a Hilbert manifold structure, locally modeled
on L2(I,Rd); we will call this topology the strong topology – the weak topology can also be
considered on Ω (see [3, 9, 13] for more details on these topologies).

The endpoint map is the map that gives the final point of each horiziontal curve:

F : Ω →M, F (γ) = γ(1).

If y ∈M , we indicate by:

Ω(y) = F−1(y) = {horizontal curves joining x and y}.
We recall some properties of the Endpoint map, see [3, Theorem 19 and Theorem 23].

Proposition 3. The endpoint map F : Ω → M is smooth (with respect to the Hilbert manifold
structure on Ω). Moreover if γn ⇀ γ weakly, then F (γn) → F (γ) uniformly (in particular F is
continuous for the weak topology) and dγnF → dγF in the operator norm.

A horizontal (admissible) curve γ is said to be singular if it is a critical point of the endpoint
map. The codimension of the singularity is called the corank of the singular curve.

2.2. Abnormal extremals. Let us consider the cotangent bundle T ∗M , and let us fix on it the
standard symplectic structure ω. It is possible to find a distinguished subspace ∆⊥ within T ∗M ,
called the annihilator of the distribution ∆, and accordingly we can restrict ω to a two-form ω
on ∆⊥, which may now have characteristics.

An absolutely continuous curve λ : [0, 1] → ∆⊥ is an abnormal extremal of ∆ if λ̇(t) ∈
kerω(λ(t)) for any t ∈ [0, 1].

There exists a remarkable connection between singular curves (which are defined on the man-
ifold M), and abnormal extremals (on T ∗M): a horizontal curve γ is singular if and only if it
is the projection of an abnormal extremal λ on the cotangent space. If this is the case, we say
that λ is an abnormal extremal lift of γ.

2.3. The Energy and the extended endpoint map. A subriemannian structure on (M,∆)
is a riemannian metric on ∆, i.e. a scalar product on ∆ which smoothly depends on the base
point. If ∆ is endowed with a subriemannian structure, we can define the Energy of horizontal
paths:

J : Ω → R, J(γ) =

∫ 1

0

|γ̇(t)|2dt.

The Energy is a smooth (hence continuous) map on Ω, but it is only lower semicontinous with
respect to the weak topology. Throughout this paper we will use the shorthand notation:

ΩE = {γ ∈ Ω | J(γ) ≤ E}.
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The extended endpoint map ϕ : Ω → M × R is defined by (notice that it depends on the
choice of the subriemannian structure on ∆):

γ 7→ (F (γ), J(γ)).

2.4. Normal extremals. Once we have fixed a riemannian metric g on ∆, we can define the
subriemannian hamiltonian H : T ∗M → R as follows. We require that for every x ∈ M , the
restriction of H to the fiber T ∗

xM coincides with the nonnegative quadratic form

λ 7→ 1

2
max

{ 〈λ, v〉2
gq(v, v)

∣∣∣∣ v ∈ ∆x \ {0}
}
.

We call normal extremal any integral curve of the vector field3
−→
H , that is any curve λ : [0, 1] →

T ∗M such that λ̇(t) =
−→
H (λ(t)). The Pontryagin maximum principle [2] states that a necessary

condition for a horizontal curve to be locally minimizing is to be either the projection of a
normal or an abnormal extremal (the two possibilities are not mutually exclusive); accordingly,
a singular curve γ which is not the projection of a normal extremal will be said strictly abnormal.

2.5. The Goh condition. Let us consider a singular curve γ : I → M , and let λ : I → T ∗M

an abnormal lift for γ. We say that γ is a Goh singular curve if λ(t) ∈
(
∆2
γ(t)

)⊥
. A detailed

discussion of the Goh condition can be found in [1, Chapter 11]; here we just briefly recall the
salient facts. Since γ is a critical point of the endpoint map, there is a well-defined map (the
Hessian):

HessγF : ker dγF → cokerdγF = TF (γ)M/imdγF.

If we precompose the Hessian with λ = λ(1) ∈ T ∗
F (γ)M what we get is a real-valued quadratic

form defined on kerdγF . A necessary condition for this map to have finite negative inertia index,

i.e. ind−λHessγF < +∞, is that γ is a Goh singular curve. In this sense we may think of the
Goh condition as a necessary second-order optimality condition for singular curves.

2.6. The global “chart” and the minimal control. We discuss in this section a useful
construction introduced in [9] in order to switch from curves to controls.

AssumeM is a compact manifold. Given a subriemannian structure on ∆ ⊂ TM , there exists
a family of vector fields X1, . . . , Xl with l ≥ d such that:

∆x = span{X1(x), . . . , Xl(x)}, ∀x ∈M.

Moreover the previous family of vector fields can be chosen such that for all x ∈M and u ∈ ∆x

we have [1, Corollary 3.26]:

(2) |u|2 = inf

{
u21 + · · ·+ u2l

∣∣∣∣u =

l∑

i=1

uiXi(x)

}
,

where | · | denotes the modulus w.r.t. the fixed subriemannian structure. Denoting by U =
L2(I,Rl), we define the map A : U → Ω by:

A(u) = the curve solving the Cauchy problem γ̇ =
l∑

i=1

ui(t)Xi(γ(t)) and γ(0) = x.

3We recall that
−→
H is defined by the equation ι−→

H
ω = −dH
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(We can use the compactness of M to guarantee that the solution to the Cauchy problem is
defined for all t ∈ [0, 1], otherwise we need to define U as the open set of controls for which the
solution A(u) is defined up to time t = 1).

We will consider this construction fixed once and for all, and call it the “global chart”. Abusing
of notation, the endpoint map for this global chart will still be denoted by F : U →M :

F : U →M, F (u) = F (A(u)).

The map A is continuous (both for the strong and the weak topologies on L2(I,Rl)) and has
a right inverse µ : Ω → U defined by:

µ(γ) = u∗(γ)

where u∗(γ) is the control realizing the minimum of ‖·‖2 on A−1(γ) (notice that this in particular
implies J(A(u)) ≤ J(u)). This control is called theminimal control [1, Remark 3.9]. The minimal
control exists and is unique by [9, Lemma 2]; it depends continuously on the curve γ (for the
strong topologies) by [9, Proposition 4]. Moreover [9, Lemma 3] guarantees that:

J(γ) =
1

2
‖u∗(γ)‖2.

In the sequel, given a point y ∈M we will fix a set of coordinates on a neighborhood U ≃ R
m

of the point y, denote by U = F−1(U) and simply write:

ϕ : U → U × R ⊂ R
m+1

for the extended endpoint map already in coordinates.
A singular control u is a critical point of F : U →M ; its corank is the corank of duF (notice

that the corank of u can also be defined as the corank of F |{J=J(u)}).

2.7. How to build a subriemannian manifold. Following the notation of [1], we will assume
that the distribution ∆ ⊂ TM is defined as the image of a bundle map with constant rank:

f :M × R
l → TM, ∆x = f(Ux)

In this way ∆ can be endowed with a subriemannian metric by simply taking (2) as a definition.
By virtue of [1, Corollary 3.26], this construction is indeed equivalent to the standard one.
Denoting by {e1, . . . , el} the standard basis of Rl, this approach also has the advantage that the
vector fields generating the distribution are naturally defined as:

Xi(x) = f(x, ei), x ∈M.

2.8. Generic properties and soft curves. In addition to the totally nonholonomic condition
on ∆ (also called the Hörmander condition [1]), in this paper we will consider subriemannian
structures whose singular curves satisfy the following properties.

Definition 1 (Soft singular curves). We will say that a singular curve is soft if: (a) it has
corank one, (b) it is not Goh and (c) it is strictly abnormal. We will use the same terminology
for singular controls.

For generic subriemannian structures all singular curves are soft, as it is clarified by the
following result from [5]. We denote by Dd the set of rank d distributions on M endowed with
the Whitney C∞ topology and by Gd the set of couples (∆, g) where ∆ is a distribution on M
and g is a Riemannian metric on ∆, endowed with the Whitney C∞ topology. We will say that
a distribution ∆ ⊂ TM satisfy a property from (a), (b), (c) if all its singular curves satisfy this
property.
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Theorem 4 (Chitour, Jean, Trélat). If d ≥ 2 there exists an open dense set Oa,d ⊂ Dm where
condition (a) is satisfied [5, Theorem 2.4]; if d ≥ 3 there exists an open dense set Ob,d ⊂ Dd

where also condition (b) is satisfied [5, Corollary 2.5]. Moreover, if d ≥ 2 there exists an open
dense set Oc,d ⊂ Gm where condition (c) is satisfied [5, Proposition 2.7]. In particular for a
generic subriemannian structure of rank d ≥ 3 all singular curves are soft.

Using the approach of viewing the subriemannian structure as the image of a bundle map,
the above conditions are still generically satisfied. Specifically, when working in the global chart,
we consider the control system {X1, . . . , Xl} whose trajectories are solutions to:

ẋ =

l∑

i=1

uiXi, x(0) = x.

The fact that generically in the Whitney topology for l-tuples of vector fields on M all singular
controls are soft is granted by [6, Theorem 2.6, Corollary 2.7]. Moreover it is not difficult to
verify that if a control is not soft then the same is true for the associated trajectory. In fact let
G : U → M be defined as G = F ◦ A, and assume that u is a critical point for G. Then the
following chain of implications holds

0 = λduG⇔ λdA(u)F ◦ duA = 0 ⇔ λdA(u)F = 0,

where we have used in the last implication that A is a submersion. Then any abnormal lift of u
is an abnormal lift for the (singular) curve γ, hence it must be unique, and it must annihilate
∆2
γ(t) for every t ∈ [0, 1] whence (a) and (b) follows also for controls. To prove (c) observe that

if the singular control u admits a normal extremal lift, then we must have λduG = duJ = u,
and in particular the curve A(u) has to be a local minimizer of the length, parametrized with
constant velocity. The Pontryagin maximum principle says that in this case A(u) is either the
projection of a normal or an abnormal extremal, but the first possibility is excluded by point
(c) for curves. Hence u cannot admit a normal extremal lift (it would also be a normal extremal
lift of A(u)), and it is therefore strictly abnormal. (As a corollary, if all singular curves are soft,
then the same is true for all singular controls.)

The set Ω can be decomposed as follows:

Ω = R ∪ C ∪A,

where R is the set of regular points for ϕ, C consists of strictly normal curves, i.e. regular points
γ of F for which there exists (λ0, λ) with λ0 6= 0 such that λdγF = λ0dγJ , and A are the
abnormal curves, for which there exists (0, λ) such that λdγF = 0. If properties (a) and (c) are
verified, these three sets are indeed disjoint.

All the “technical” results in the sequel will be proved for the global chart, but we will go
back to the general setting of horizontal curves for the main theorems. Abusing of notations, we
will still denote by C the set of strictly normal controls and by A the set of abnormal controls.

3. soft abnormal controls: the cross section

Let u0 be a soft abnormal control with Energy J(u0) ≤ E. Then the corank of ϕ at a u0 is
one and there exist e1(u0), . . . , em(u0) such that:

imdu0
ϕ = span{du0

ϕe1(u0), . . . , du0
ϕem(u0)}.

Consider now the finite-codimensional set:

P =

{
v ∈ L2(I,Rl)

∣∣∣∣ ‖v‖L2 ≤ 1 and

∫ 1

0

v(t)dt = 0

}
.
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For v ∈ P, t ∈ [0, 1] and s ∈ R small enough, we set:

(3) vs(t) =





1
|s|1/4

v
(

t−t
|s|3/4

)
t ≤ t ≤ t+ |s|3/4

0 otherwise

An easy computation shows that for any v ∈ P we have:

‖vs‖L2 = |s|1/8‖v‖L2

s→0−−−→ 0

For any u ∈ L2(I,Rl) we define the non autonomous horizontal vector field fu =
∑l
i=1 u

iXi;
if 0 ≤ t1 ≤ t2 ≤ 1, its flow is given by the diffeomorphism (we highlight from here on the explicit
dependence on u):

P t2,ut1 = −→exp
∫ t2

t1

fu(t)dt.

Since u0 is not a Goh singular control, there exist4 t ∈ [0, 1/2] and a, b ∈ R
m such that

(4) 〈(P 1,u0

t
)∗λ, [fa, fb]〉 6= 0.

This in turn yields [1, Lemma 11.21] that the map Qu0 : P → R, defined by

(5) Qu0(v(·)) =
∫ 1

0

〈(P 1,u0

t
)∗λ, [fw(θ), fv(θ)]〉dθ,

with w(θ) =
∫ θ
0 v(ζ)dζ, has infinite positive and negative index. It is then possible to choose v+

and v− in P so that sign(Qu0(v±)) = ±1.
With this notation, we define:

αu0
(x, y) = v

sgn(x)
|x| + y1e1(u0) + · · ·+ ymem(u0),

where in the definition of v
sgn(x)
|x| (compare with (3)) we choose t as a time for which (4) holds.

The goal of this section is to prove the following key proposition.

Proposition 5. For every soft u0 ∈ AE consider the function:

Gu0
(u, x, y) = ϕ(u+ αu0

(x, y)) − ϕ(u)

where αu0
is defined as above. There exist weak neighborhoods V ⊂ W of u0, positive constants

r1, r2, r3 > 0 and a function:

g : B(0, r1)×W → B(0, r3)

which is continuous for the strong topology and such that for every (w, u) ∈ B(0, r1)×W

Gu0
(u, g(w, u)) = w.

Moreover for every u ∈ V ∩ {J ≤ E} we have B(u, r2) ⊂ W.

We postpone the proof to Section 3.3, because it will require some preliminary results.

4Even small pieces of singular curves cannot be Goh curves.
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3.1. A change of coordinates. Let us start by writing:

Gu0
(u, x, y) = (ϕ0(u, x, y), ϕ1(u, x, y), . . . , ϕm(u, x, y))− ϕ(u)

and for i = 1, . . . ,m let us denote by ψui : Rm+1 → R the function:

ψui (x, y) = ϕi(u, x, y)− ϕi(u, 0, 0).

Notice that the map Gu0
is weak continuous: the first components are continuous because the

Endpoint map itself is weak continuous; for the last component we have:

ψum(x, y) =
1

2

(
‖u+ αu0

(x, y)‖2 − ‖u‖2
)

=
1

2

(
2〈u, αu0

(x, y)〉 + ‖αu0
(x, y)‖2

)

which is weak continuous as a function of (u, x, y). We will consider local coordinates on a
neighborhood W ≃ R

m+1 of zero induced by the splitting:

(6) R
m+1 ≃ cokerdu0

ϕ⊕ imdu0
ϕ.

Lemma 6. For every soft u0 ∈ AE there exist a weak neighborhood W1 of u0, a ball B1 ⊂ R
m

centered at zero and an interval I1 ⊂ R centered at zero such that for every u ∈ W1 the map:

φu = (x, ψu1 , . . . , ψ
u
m) : I1 ×B1 → R

m+1

(x, y) 7→ (x, ψu1 (x, y), . . . , ψ
u
m(x, y))

is a coordinate chart (i.e. a homeomorphism onto its image).
Moreover there exist positive numbers r′1, r

′′
1 > 0 and a weak neighborhood V1 ⊂ W1 such that

φu(I1 ×B1) ⊃ I1 ×B(0, r′1) and B(u, r′′1 ) ⊂ W1 for every u ∈ V1 ∩ {J ≤ E}.
Remark 2. Essentially working in the coordinate chart induced by φu is equivalent to changing
the differentiable structure on the target space Rm+1. The last condition (the existence of r′1 > 0)
tells that the size of the neighborhood where we use these new coordinates is uniform on a weak
open set in the u-parameter.

Proof. Denoting by (G0, G1, . . . , Gm) the components of Gu0
, notice that the partial derivatives

∂yjGi|(u,x,y) exist for i, j = 1, . . . ,m and are continuous functions for the weak topology on the
u-variable. In fact there exists a matrix A (because we have performed the change of coordinates
(6) in the target space) such that:
(7)

(
∂Gi
∂yj

∣∣∣∣
(u,x,y)

)

i,j=1,...,m

= A·




1
2 〈u+ αu0

(x, y), e1(u0)〉 · · · 1
2 〈u+ αu0

(x, y), em(u0)〉
du+αu0

(x,y)F e1(u0) · · · du+αu0
(x,y)F em(u0)

...
...

...

du+αu0
(x,y)F e1(u0) · · · du+αu0

(x,y)F em(u0)




.

The elements of the first row in the above matrix are fixed linear functional evaluated on u +
αu0

(x, y) and are continuous in (u, x, y) even when considering the weak topology for the u-
variable; for all the other elements, the weak-continuity follows from the fact that the map
u 7→ duF is weak-strong continuous. We denote by:

D(u, x, y) =

(
∂Gi
∂yj

∣∣∣∣
(u,x,y)

)

i,j=1,...,m

.
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By assumption the matrix D(u0, 0, 0) is of rank m and there exists a ball W centered at zero in
R
m such that ψu0(0, ·) :W → R

m is a diffeomorphism onto its image.
Consider the function H : L2 × R×W × Sm−1 → R defined by:

H(u, x, y, v) = max
i=1,...,m

{
|〈∇yϕi|(u,x,y), v〉|

}

where ∇yϕi|(u,x,y) denotes the i-th row of D(u, x, y). Note that this function is continuous with
respect to the weak topology in the u-variable.

We claim that there exists a > 0 such that H(u0, 0, 0, v) > a for every v ∈ Sm−1. Assume that
this is false. Then, for every n ∈ N there exists vn ∈ Sm−1 such that |〈∇yϕi|(u0,0,0), vn〉| ≤ 1/n

for every i = 1, . . . ,m. By compactness of Sm−1 this gives the existence of a nonzero vector
limk vnk

= v ∈ Sm−1 such that |〈∇ϕi|(u0,0,0), v〉| = 0 for every i = 1, . . . ,m, which means that v
is orthogonal to all the rows of D(u0, 0, 0) which is impossible since this matrix is invertible.

We claim that there exists a weak-open neighborhood Uweak = Uweak
1 × U1 ×W1 of (u0, 0, 0)

(here we takeW1 to be a ball for simplicity) such that for every v ∈ Sm−1 there exists i = i(v) ∈
{1, . . . ,m} such that |〈∇yϕi|(u,x,y), v〉| > a for all (u, x, y) ∈ Uweak. In fact, by weak-continuity

of H , for every v ∈ Sm−1 there exists a weak-open neighborhood W (v)weak = U1(v)
weak ×

U1(v) × W1(v) × USm−1(v) with the property that there exists i ∈ {1, . . . ,m} such that for
every (u, x, y, w) ∈ W (v)weak we have |〈∇yϕi|(u,x,y), w〉| > a. By compactness of Sm−1 there

exist v1, . . . , vN such that {USm−1(vj)}j=1,...,N is an open cover of Sm−1. The open set Uweak is
defined as:

Uweak =
N⋂

j=1

(
U1(vj)

weak × U1(vj)×W1(vj)
)
.

We use this to prove that for every (u, x) ∈ Uweak
1 × U1 the following map is injective:

ψu(x, ·) = (ψ1(u, x, ·), . . . , ψm(u, x, ·)) :W1 → R
m.

To this end consider:

‖ψu(x, y1)− ψu(x, y2)‖1 =

m∑

i=1

|ϕi(u, x, y1)− ϕi(u, x, y2)|

=

m∑

i=1

∣∣∣∣
∫ 1

0

∂tfi(u, x, t)dt

∣∣∣∣ = (∗)

where fi(u, x, t) = ϕi(u, x, y2 + t(y1 − y2)). Consequently:

∂tfi(u, x, t) = 〈∇yϕi|(u,x,y2+t(y1−y2)), y1 − y2〉 = ‖y1 − y2‖〈∇yϕi|(u,x,y(t)), v〉
where we have set y(t) = y2 + t(y1 − y2) ∈W1 and v = y1−y2

‖y1−y2‖
∈ Sm−1. Thus we can write:

(∗) =
m∑

i=1

∣∣∣∣
∫ 1

0

‖y1 − y2‖〈∇yϕi|(u,x,y(t)), v〉dt
∣∣∣∣

≥
∣∣∣∣
∫ 1

0

‖y1 − y2‖〈∇yϕi(v)|(u,x,y(t)), v〉dt
∣∣∣∣

≥ ‖y1 − y2‖a
which proves the injectivity of ψu(x, ·).

As a consequence for every u ∈ Uweak
1 the map:

φu = (x, ψu) : U1 ×W1 → R
m+1
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is continuous and injective; by the Invariance of Domain Theorem this map is a homeomorphism
onto its image.

We prove now that (up to restricting the open set Uweak) the image of (x, ψu) contains a ball
of uniform radius.

First, notice that the above chain of inequalities implies that for every u ∈ Uweak
1 and x ∈ U1

we have:

‖ψu(x, y1)− ψu(x, y2)‖ ≥ ca‖y1 − y2‖
where a constant c > 0 appears, but it only depends on m (because all norms on a finite
dimensional space are equivalent). We are now in the position of using [7, Lemma 5], which
guarantees that if rB ⊂W1 (here rB is a shorthand notation for B(0, r)), then:

ψu(x, ·)(rB) ⊃ ψu(x, 0) + rcaB.

The mapGu0
is weak continuous and ψu(0, 0) = 0. Hence for every r > 0 there exists a weak open

set Oweak
1 (r) × O1(r) such that for every (u, x) ∈ Oweak

1 (r) × O1(r) we have ‖ψu(x, 0)‖ < 1
3acr.

In particular for every u ∈ Uweak
1 ∩ Oweak

1 (r) and for every x ∈ U1 ∩O1(r), if rB ⊂W1 then:

ψu(x, ·)(rB) ⊃ ψu(x, 0) + racB ⊃ 2

3
racB.

Let now r̃ > 0 be such that5 2r̃B ⊂ W1 and denote by Uweak
3 = Uweak

1 ∩ Oweak
1 (r̃) and by

U3 = U1 ∩O1(r̃). Then we have just proved that, for every u ∈ Uweak
3 , the map:

φu : U3 × r̃B → R
m+1

is a homeomorphism onto its image, and this image contains U3 × 2
3 r̃acB.

Consider now the two functions:

α1(u) = min
(x,y,v)∈U3×r̃B×Sm−1

H(u, x, y, v) and α2(u) = max
x∈U3

‖ψu(x, 0)‖.

These functions are well defined (the max and the min are taken over compacts) and are con-
tinuous for the weak topology6. Moreover:

U
weak
1 ⊃ {α1 > a} and O

weak
1 (r̃) ⊃ {α2 < acr̃/3}.

Define finally, for ǫ > 0 small enough, the open sets:

W1 = {α1 > a, α2 < acr̃/3}, V1 = {α1 > a+ ǫ, α2 < acr̃/3− ǫ}, I1 = U3 B1 = r̃B.

The two open sets W1,V1 are weakly open because α1, α2 are weak continuous; ǫ > 0 is taken
small enough in order to guarantee that u0 ∈ W1,V1 (such an ǫ exists because α1(u0) > a and
α2(u0) < acr̃/3).

Then r′1 = 2
3 r̃ac satisfies the requirements from the statement. For the existence of r′′1 > 0

we argue as follows. We consider the weak closed set C = (W1)
c and the weak compact:

K = {α1 ≥ a+ ǫ, α2 ≤ acr̃/3− ǫ} ∩ {J ≤ E}.
These two sets are disjoint and by Lemma 7 below there exists r′′1 > 0 such that each ball of
radius r′′1 centered on some u ∈ K is entirely disjoint from C, which means it is contained in
W1. This concludes the proof. �

5Here we chose r̃ such that 2r̃ ⊂ W1 in order to guarantee that:

(8) clos
(

(φu)−1(U3 × 2r̃ac/3B)
)

⊂ clos (U3 × r̃B) .

We will need this property in the proof of Corollary 8.
6This follows from this elementary fact. Let F : P × K → R be a continuous function, where P and K

are (just) topological spaces and K is compact. Define f(p) = maxk∈K F (p, k). Then f is continuous (and the
analogue statement with max replaced with min is also true). The proof is easy and left to the reader.
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Lemma 7. Let X be a normed space, C ⊂ X be weakly closed and K ⊂ X weakly compact, and
assume that C ∩K = ∅. Then there exists ν > 0 such that

dist(C,K) = inf {‖u− v‖X |u ∈ C, v ∈ K} > ν.

Proof. Let us suppose, on the contrary, that dist(C,K) = 0. Then we can find sequences
{un}n∈N ⊂ C and {vn}n∈N ⊂ K such that, for every n ∈ N, we have

‖un − vn‖X <
1

n
.

Since K is weakly compact, by the Eberlein-Smulian theorem it is also sequentially weakly
compact, and there exists v ∈ K such that vn ⇀ v. We claim that actually v is a weak limit
also for the sequence {un}n∈N, and we have the absurd since then v is forced to be an element
of C. But this easily follows from the fact that, if Λ is any norm-one linear functional on X , the
following line holds

Λ(un − v) = Λ(un − vn) + Λ(vn − v) ≤ ‖Λ‖X∗‖un − vn‖X +Λ(vn − v) ≤ 1

n
+ Λ(vn − v) → 0.

�

Corollary 8. Keeping the notation of Lemma 6, for every soft u0 ∈ AE the function:

g1 : I1 ×B(0, r′1)×W1 → I1 ×B1

giving for every (x, y, u) ∈ I1 ×B(0, r′1)×W1 the unique solution to:

(9) φu(g1(x, y, u)) = (x, y),

is well defined and continuous (for the strong topologies).

Proof. For every u ∈ W1 the inverse of φu is defined on I1×B1 and continuous, hence g1(x, y, u)
is well defined. To prove that it is continuous for the strong topology, consider a sequence
{(xn, yn, un)}n ⊂ I1 ×B(0, r′1)×W1 converging to (x, y, u) ∈ I1 ×B(0, r′1)×W1. Then:

φun(g1(xn, yn, un)) = (xn, yn).

Denote by gn = g1(xn, yn, un); since I1 × B1 is compact, let gnk → g ∈ I1 × B1. Then, by
continuity of φ we have:

(x, y) = lim
k→∞

φunk (gnk) = lim
k→∞

φu(g)

which proves g is a solution to (9); this solution is unique (because of (8)), hence:

g = g1(x, y, u).

This proves that the bounded sequence {gn}n has only one accumulation point g, hence the all
sequence converges itself to g. �

3.2. Lipschitz inverses. The previous section provided a convenient change of coordinates to
express the last m components of Gu0

(u, x, y); indeed these were linearized after we changed the
differentiable structure (Lemma 6), and the equation Gu0

(u, x, y) = w can now be reinterpreted
as

(10) Gu0
(u, x, ψu) = (ϕ0(u, x, ψ

u)− ϕ0(u, 0, 0), ψ
u
1 , . . . , ψ

u
m) = w.

Using Corollary 8 it is evident how to choose the ψ coordinates in order to solve (10): this
means that the problem is reduced at this point in finding a continuous solution to the single
real equation

x 7→ ϕ0(u, x, ψ
u)− ϕ0(u, 0, 0)
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where, we stress again this point, the ψu-variables are treated as parameters.
Observe at first that if we want to study the x-derivative of Gu0

(u, x, ψ), we may reduce
ourselves to the case ψu = 0. Indeed, if we switch back for a moment to the (x, y)-coordinates,
we see that

ϕ0(u, x, y) = λϕ(u + αu0
(x, y)) = λF (u + αu0

(x, y))

= λF (u+ v
sgn(x)
|x| + y1e1(u0) + . . .+ ymem(u0)),

where the equality in the second line follows from the fact that λ = (λ, 0), by the corank one
assumption on singular curves. Then, the identity

∂ϕ0

∂x

∣∣∣∣
(u,x,y)

=
∂ϕ0

∂x

∣∣∣∣
(ũ,x,0)

, with ũ = u+ y1e1(u0) + . . .+ ymem(u0),

shows that the x-derivative of Gu0
at the point (u, x, y) coincides with the x-derivative of Gu0

evaluated at the point (ũ, x, 0). Finally, notice that equation (7) implicitly defines ψu(x, 0) = 0.
Let us fix v ∈ P and s0 ∈ R; our goal is to prove the following Proposition.

Proposition 9. For every v ∈ P, the following estimates hold:

lim
s→0

F (u+ vs+s0)− F (u+ vs0)

s
=

sgn(s0)

2

∫ 1

0

(P 1,u
0 )∗[g

t,u
w(θ), g

t,u
v(θ)]dθ +R(u, s0),(11)

lim sup
s→0

F (u+ vs)− F (u)

s
=

∫ 1

0

(P 1,u
0 )∗[g

t,u
w(θ), g

t,u
v(θ)]dθ,

lim inf
s→0

F (u+ vs)− F (u)

s
= −

∫ 1

0

(P 1,u
0 )∗[g

t,u
w(θ), g

t,u
v(θ)]dθ.

Moreover, the map (u, s0) 7→ R(u, s0) is weakly continuous with respect to u, satisfies the equality
R(u, 0) = 0 for every u and, for |s0| sufficiently small, there holds the estimate

|R(u, s0)| ≤ a(u)(|s0|1/4).
Proof. By the results in [2, Section 2.6], the limit (11) exists if and only if

lim
s→0

G(u + vs+s0)−G(u + vs0)

s

exists, with (observe that we give the inline definition of gt,uv )

G(vq) =
−→exp

∫ t+|q|3/4

t

(P 0,u
t )∗fvq(t)dt =

−→exp
∫ t+|q|3/4

t

gt,uvq(t)dt.

Moreover, the following identity holds:

lim
s→0

F (u+ vs+s0)− F (u+ vs0)

s
=
(
P 1,u
0

)

∗

(
lim
s→0

G(vs+s0 )−G(vs0 )

s

)
.

The Volterra series [2, Section 2.4] provides the expansion:

G(vq) = Id+

∫ t+|q|3/4

t

gt,uvq(t)dt+

∫∫

t≤τ≤t≤t+|q|3/4

gτ,uvq(τ) ◦ g
t,u
vq(t)

dτdt+ |q|3/2O(1),

where the last term |q|3/2O(1) is a consequence of the fact that ‖v‖L2 ≤ 1 and the change of
variables:

θ =
t− t

|q|3/4 .
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This term weakly depends on u, since so does the flow u 7→ P t2,ut1 . The behavior of (11) will be
thus determined by a careful analysis, as s→ 0, of the expression:

G(vs+s0 )−G(vs0)

s
=

1

s

(∫ t+|s+s0|
3/4

t

gt,uvs+s0(t)
dt−

∫ t+|s0|
3/4

t

gt,uvs0(t)
dt

︸ ︷︷ ︸
I′(s)

(12)

+

∫∫

t≤τ≤t≤t+|s+s0|3/4

gτ,uvs+s0(τ)
◦ gt,uvs+s0(t)

dτdt −
∫∫

t≤τ≤t≤t+|s0|3/4

gτ,uvs0(τ)
◦ gt,uvs0(t)dτdt

︸ ︷︷ ︸
I′′(s)

+ (|s+ s0|3/2 − |s0|3/2)O(1)
)

=
1

s

(
I ′(s) + I ′′(s) + (|s+ s0|3/2 − |s0|3/2)O(1)

)

3.2.1. Estimate on the remainders. In subsequent calculations, we will frequently use the fact
that, for any fixed u, v ∈ L2(I,Rl), the map t 7→ gt,uv is Lipschitzian. The following lemma gives
a quantitative version of this statement.

Lemma 10. Let u, v ∈ L2(I,Rl), and let g1(s, s0) and g2(s, s0) be any two real numbers depend-
ing on s and s0. Then we have the estimate

∫ 1

0

∣∣∣gt+g1(s,s0)θv(θ) − g
t+g2(s,s0)θ
v(θ)

∣∣∣ dθ ≤
√
la(u)|g1(s, s0)− g2(s, s0)|‖v‖L2,

where a is some weakly continuous function of u satisfying a(0) = 0.

Proof. We have

∫ 1

0

∣∣∣gt+g1(s,s0)θv(θ) − g
t+g2(s,s0)θ
v(θ)

∣∣∣ dθ

=

∫ 1

0

∣∣∣(P 0,u

t+g1(s,s0)θ
− P 0,u

t+g2(s,s0)θ
)∗fv(θ)

∣∣∣ dθ

≤
∫ 1

0

l∑

i=1

|vi(θ)|
∣∣∣(P 0,u

t+g1(s,s0)θ
− P 0,u

t+g2(s,s0)θ
)∗Xi

∣∣∣ dθ

≤ max
i=1,... ,l

|Xi|
∫ 1

0

l∑

i=1

|vi(θ)|
∥∥∥(P 0,u

t+g1(s,s0)θ
− P 0,u

t+g2(s,s0)θ
)∗

∥∥∥
∞
dθ

≤ a(u)|g1(s, s0)− g2(s, s0)|




∫ 1

0

(
l∑

i=1

|vi(θ)|
)2

dθ




1/2

≤
√
la(u)|g1(s, s0)− g2(s, s0)|‖v‖L2,

where the second-last line follows by the Lipschitz continuity of the flow and the Cauchy-Schwartz
inequality. �
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3.2.2. Expansion of the first-order term. We consider here the asymptotic expansion of the first-
order term in (12). We have:

I ′(s) =|s+ s0|1/2
∫ 1

0

g
t+|s+s0|

3/4θ,u
v(θ) dθ − |s0|1/2

∫ 1

0

g
t+|s0|

3/4θ,u
v(θ) dθ

=
(
|s+ s0|1/2 − |s0|1/2

) ∫ 1

0

g
t+|s+s0|

3/4θ,u
v(θ) dθ

︸ ︷︷ ︸
A

− |s0|1/2
∫ 1

0

g
t+|s0|

3/4θ,u
v(θ) − g

t+|s+s0|
3/4θ,u

v(θ) dθ

︸ ︷︷ ︸
B

.

If we now apply the conclusions of Lemma 10, to both the terms denoted by A and B (observe

that for the first one we are implicitly using the fact that, as v ∈ P, we have
∫ 1

0 g
t
v(θ)dt = 0), we

deduce that:

lim
s→0

|A|
s

≤ a(u) lim
s→0

∣∣|s+ s0|1/2 − |s0|1/2
∣∣

s
|s+ s0|3/4 =

1

2
a(u)|s0|1/4,

lim
s→0

|B|
s

≤ a(u) lim
s→0

∣∣|s+ s0|3/4 − |s0|3/4
∣∣

s
|s0|1/2 =

3

4
a(u)|s0|1/4.

3.2.3. Expansion of the second-order term. We turn now to the more complicated second order

term in (12). Let us first recall the equality w(t) =
∫ t
0
v(τ)dτ ; we have by construction that w

is a Lipschitz function from I into R
l. Then we recall two useful formulas [1, Theorem 11.13]:

∫ t2

t1

gt,uv(t)dt = gt2,uw(t2)
− gt1,uw(t1)

−
∫ t2

t1

ġt,uw(t)dt,(13)

∫∫

t1≤τ≤t≤t2

[gτ,uv(τ), g
t,u
v(t)]dτdt =

∫ t2

t1

[

∫ t

t1

gτ,uv(τ)dτ, g
t,u
v(t)]dt

=

∫ t2

t1

[gτ,uv(τ),

∫ t2

τ

gt,uv(t)dt]dτ.

We start with the observation that:

∫∫

t≤τ≤t≤t+|q|3/4

gτ,uvq(τ) ◦ g
t,u
vq(t)

dτdt =
1

2

∫ t+|q|3/4

t

gτ,uvq(τ)dτ ◦
∫ t+|q|3/4

t

gt,uvq(t)dt

+
1

2

∫∫

t≤τ≤t≤t+|q|3/4

[gτ,uvq(τ), g
t,u
vq(t)

]dτdt.

Then (let us call for a moment s′ = s+ s0):

I ′′(s) =
1

2



∫ t+|s′|3/4

t

gτ,uvs′(τ)
dτ ◦

∫ t+|s′|3/4

t

gt,uvs′(t)
dt+

∫∫

t≤τ≤t≤t+|s′|3/4

[gτ,uvs′ (τ)
, gt,uvs′(t)

]dτdt




− 1

2



∫ t+|s0|

3/4

t

gτ,uvs0 (τ)
dτ ◦

∫ t+|s0|
3/4

t

gt,uvs0(t)
dt+

∫∫

t≤τ≤t≤t+|s0|3/4

[gτ,uvs0(τ)
, gt,uvs0(t)

]dτdt
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We take into considerations the terms without the commutator: if we add and subtract the term

∫ t+|s′|3/4

t

gτ,uvs′ (τ)
dτ ◦

∫ t+|s0|
3/4

t

gt,uvs0(t)
dt

we obtain the expression:

C =

∫ t+|s′|3/4

t

gτ,uvs′(τ)
dτ

(∫ t+|s′|3/4

t

gt,uvs′(t)
dt−

∫ t+|s0|
3/4

t

gt,uvs0(t)
dt

)

+

∫ t+|s0|
3/4

t

gt,uvs0 (t)
dt

(∫ t+|s′|3/4

t

gτ,uvs′(τ)
dτ −

∫ t+|s0|
3/4

t

gτ,uvs0 (τ)
dτ

)
.

Using again Lemma 10 and the same arguments as in the expansion of the first-order terms, we
easily deduce that:

lim
s→0

|C|
s

≤ 3

4
a(u)|s0|1/2.

We move now to the commutator term: again we begin with a general computation, namely
using (13) and the fact that wq(t) = wq(t+ |q|3/4) = 0, we can write:

∫ t+|q|3/4

t

[

∫ t

t

gτ,uvq(τ)dτ, g
t,u
vq(t)

]dt =

∫ t+|q|3/4

t

[gt,uwq(t)
, gt,uvq(t)]dt−

∫ t+|q|3/4

t

[

∫ t

t

ġτ,uwq(τ)
dτ, gt,uvq(t)]dt

=

∫ t+|q|3/4

t

[gt,uwq(t)
, gt,uvq(t)]dt−

∫ t+|q|3/4

t

[ġτ,uwq(τ)
,

∫ t+|q|3/4

τ

gt,uvq(t)dt]dτ

=

∫ t+|q|3/4

t

[gt,uwq(t)
, gt,uvq(t)]dt+

∫ t+|q|3/4

t

[ġτ,uwq(τ)
, gτ,uwq(τ)

]dτ

+

∫ t+|q|3/4

t

[ġτ,uwq(τ)
,

∫ t+|q|3/4

τ

ġt,uwq(t)
dt]dτ.

We immediately realize that just the first summand matters for our purposes. Indeed in both the

other summands there is at least a double change of variables θ = t−t
|q|3/4

plus a differentiation,

which yields a power of |q| not smaller than 7/4. By virtue of the equalities

vq(t+ |q|3/4θ) = 1

|q|1/4 v(θ),

wq(t+ |q|3/4θ) =
∫ t+|q|3/4θ

t

1

|q|1/4 v
(
τ − t

|q|3/4
)
dτ

= |q|1/2
∫ θ

0

v(ζ)dζ = |q|1/2w(θ),

we have

∫ t+|q|3/4

t

[gt,uwq(t)
,gt,uvq(t)]dt =

= |q|3/4
∫ 1

0

[g
t+|q|3/4θ,u

wq(t+|q|3/4θ)
, g
t+|q|3/4θ,u

vq(t+|q|3/4θ)
]dθ = |q|

∫ 1

0

[g
t+|q|3/4θ,u
w(θ) , g

t+|q|3/4θ,u
v(θ) ].
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Call

D = |s′|
∫ 1

0

[g
t+|s′|3/4θ,u
w(θ) , g

t+|s′|3/4θ,u
v(θ) ]dθ − |s0|

∫ 1

0

[g
t+|s0|

3/4θ,u
w(θ) , g

t+|s0|
3/4θ,u

v(θ) ]dθ.

Adding and subtracing the common term

|s′|
∫ 1

0

[g
t+|s0|

3/4θ,u
w(θ) , g

t+|s0|
3/4θ,u

v(θ) ]dθ,

we end up with

D = |s′|
∫ 1

0

[g
t+|s′|3/4θ,u
w(θ) , g

t+|s′|3/4θ,u
v(θ) ]− [g

t+|s0|
3/4θ,u

w(θ) , g
t+|s0|

3/4θ,u
v(θ) ]dθ

︸ ︷︷ ︸
L

+ (|s′| − |s0|)
∫ 1

0

[g
t+|s0|

3/4θ,u
w(θ) , g

t+|s0|
3/4θ,u

v(θ) ]dθ

︸ ︷︷ ︸
H

.

On the one hand, by Lemma 10, there holds

L = |s′|
∫ 1

0

[g
t+|s′|3/4θ,u
w(θ) , g

t+|s′|3/4θ,u
v(θ) − g

t+|s0|
3/4θ,u

v(θ) ] + [g
t+|s′|3/4θ,u
w(θ) − g

t+|s0|
3/4θ,u

w(θ) , g
t+|s0|

3/4θ,u
v(θ) ]dθ

≤ a(u)|s′|(|s′|3/4 − |s0|3/4),
which implies that

lim
s→0

|L|
s

≤ 3

4
a(u)|s0|3/4;

on the other hand, whenever s0 6= 0, we have by similar reasonings (notice that ‖v‖L2 ≤ 1
implies that also ‖w‖L2 ≤ 1):

lim
s→0

H

s
= sgn(s0)

∫ 1

0

[gt,uw(θ), g
t,u
v(θ)]dθ +R(u, s0), with |R(u, s0)| ≤ a(u)|s0|3/4,

while if s0 = 0 the following is true:

lim sup
s→0

H

s
=

∫ 1

0

[gt,uw(θ), g
t,u
v(θ)]dθ, lim inf

s→0

H

s
= −

∫ 1

0

[gt,uw(θ), g
t,u
v(θ)]dθ.

This conlcudes the proof of Proposition 9. �

Lemma 11. For every soft u0 ∈ AE there exists a weak neighborhood W2 of u0, a neighborhood
I2 ⊂ R of zero, a neighborhood W2 ⊂ R

m of zero and a positive number r′2 > 0 such that for
every (u, ψ) ∈ W2 ×W2 the function:

x 7→ ϕ0 (u, x, ψ)− ϕ0(u, 0, 0), x ∈ I2

is invertible with inverse defined on (−r′2, r′2) and which depends continuously on u and ψ. More
precisely, there exists:

g2 : W2 × (−r′2, r′2)×W2 → I2

which is continuous for the strong topology and such that:

g2(u, s, ψ) is the unique solution to ϕ0 (u, g2(u, s, ψ), ψ)− ϕ0(u, 0, 0) = s

Moreover there exist r′′2 > 0 and a weak neighborhood V2 ⊂ W2 such that B(u, r′′2 ) ⊂ W2 for
every u ∈ V2 ∩ {J ≤ E}.
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Proof. Consider the map G0(u, x, ψ) = ϕ0(u, x, ψ) − ϕ0(u, 0, 0) = λF (u, x, ψ) − λF (u, 0, 0).
Proposition 9 yields that G0(u, x, 0) is both weakly continuous in the u-variable and Lipschitz
continuous in the x-variable. Let us define:

H0(u, x, ψ) = min

∣∣∣∣∣
∂G0

∂x

∣∣∣∣
(u,x,ψ)

∣∣∣∣∣

where the min is taken over all the elements in the Clarke x-subderivative of G0. Our choice of
v± in (5) ensures that:

lim inf
x→0±

∂G0(u, x, 0)

∂x
= ±

∫ 1

0

〈(P 1,u0

t
)∗λ, [fw±(θ), fv±(θ)]〉dθ > 0.

In particular the subdifferential H(u, x, 0) is not zero. By Clarke’s Implicit Function Theorem
[7] and the weak continuity of u 7→ H0(u, x, 0), we deduce that there exist a weak neighborhood
W′

2 of u0 and r > 0 such that G0(u, x, 0) : (−r, r) → R is an homeomorphism onto its image, for
every u ∈ W′

2.
Consider the linear map

Φ(y1, . . . , ym) = y1e1(u0) + · · ·+ ymem(u0);

being (weakly) continuous, there exist a neighborhood W ′
2 ⊂ R

m of zero and a weak neighbor-
hood W′′

2 of u0 such that u+Φ(y) belongs to W′
2 for every (u, y) ∈ W′′

2 ×W ′
2.

Finally, as the map (ψ1, . . . , ψm) 7→ (y1, . . . , ym) is also continuous, we conclude that there
exists a further neighborhood W ′′

2 ⊂ R
m of zero such that H0(u, x, ψ) is of maximal rank

whenever (u, ψ) ∈ W′′
2 ×W ′′

2 .
We take advantage of this fact to show that, for every (u, ψ) ∈ W′′

2 ×W ′′
2 , the map G0(u, ·, ψ) :

(−r, r) → R is injective. Indeed, let a be any positive number such that H(u, x, ψ) > a on
W′′

2 × (−r, r)×W ′′
2 ; then, by the Lipschitz version of the mean value theorem [8, Theorem 2.6.5],

we infer that:

|G0(u, x1, ψ)−G0(u, x2, ψ)| > a|x1 − x2|.
Again we can use [7, Lemma 5] to conclude that, whenever r′ < r, then:

G0(u, ·, ψ)(−r′, r′) ⊃ G0(u, 0, ψ) + (−r′a, r′a).
Moreover, the weak continuity of u 7→ G0(u, x, ψ), and the fact that G0(u, 0, 0) = 0, imply that
for every r > 0, there exists a weak open set Wweak

2 (r) ×W2(r) on which |G0(u, 0, ψ)| < ar′/3.
Then, if r′ < r, for every (u, ψ) ∈ (W′′

2 ∩Wweak
2 (r′))× (W ′′

2 ∩W2(r
′)) we will have that:

G0(u, ·, ψ) ⊃ G0(u, 0, ψ) + (−r′a, r′a) ⊃ (−2/3r′a, 2/3r′a).

Choose 0 < r̃ < r/2, and let Wweak
3 = W′′

2 ∩ Wweak
2 (r̃) and W3 = W ′′

2 ∩W2(r̃); our previous
arguments then show that, for every (u, ψ) ∈ Wweak

3 ×W3, the map

G0(u, ·, ψ) : (−r̃, r̃) → R

is an homeomorphism onto its image, and its image contains (−2/3r̃a, 2/3r̃a).
Similarly as in Lemma 6, we define the weakly continuous functions:

α1(u) = min
(x,ψ)∈[−r̃,r̃]×W 3

H0(u, x, ψ), and α2(u) = max
ψ∈W 3

|G0(u, 0, ψ)|

and, for ǫ > 0 small enough, the weakly open sets:

W2 = {α1 > a, α2 < ar̃/3}, V2 = {α1 > a+ ǫ, α2 < ar̃/3− ǫ}, W2 =W3 I2 = (−r̃, r̃).
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Then we conclude as in Lemma 6, by choosing e.g. r′2 = 2/3r̃a, and where the existence of r′′2 is

guaranteed by applying Lemma 7 to the sets (W2)
c and V2 ∩ {J ≤ E}. Finally, the assertion on

the existence and the continuity of the function g2 follows literally as in Corollary 8. �

3.3. Proof of Proposition 5. Let u0 ∈ AE be soft and define W = W1 ∩W2 and V = V1 ∩V2.
Let r2 = min{r′′1 , r′′2} and r1, r3 > 0 be such that:

B(0, r1) ⊂ (I1 ∩ (−r′2, r′2))× (B(0, r′1) ∩W2) and B(0, r3) ⊃ I2 ×B1.

(All these objects have been constructed in Lemma 6 and Lemma 11.) Then the function g
defined by:

g(x, y, u) = (g2(x, u), g1(g2(x, u), y, u))

verifies the required properties.

4. An implicit function theorem

Theorem 12. Assume all abnormal controls with J ≤ E are soft. There exists a neighborhood
W(AE) and positive numbers r1, r2, r3 > 0 such that for every u0 ∈ W(AE) there exists a
function:

σu0
: B(0, r1)×B(u0, r2) → L2(I,Rl)

which is continuous for the strong topology and such that:

σu0
(0, u) = 0 and ϕ(u + σu0

(w, u)) = ϕ(u) + w ∀(w, u) ∈ B(0, r1)×B(u0, r2).

Moreover the family {σu0
}u0∈W(AE) is equicontinuous.

Proof. Every u ∈ AE is soft and we can consider the weak open sets V(u) ⊂ W(u), the positive
numbers r1(u), r2(u) > 0 and the functions g = gu and αu constructed in Section 3. Notice
that AE is weakly compact (it is a weakly closed set in the weakly closed ball {J ≤ E}). Then
{V(u)}u∈AE is a weak cover of AE and consequently there exist u1, . . . , uk ∈ AE such that:

W(AE) = Vu1
∪ · · · ∪ Vuk

is an open neighborhood of AE . Set r1 = mini{r1(ui)} and r2 = mini{r2(ui)}.
Pick u ∈ W(AE). Then u ∈ Wui for some i ∈ {1, . . . , k} and we define the function σu by:

σu(w, v) = αui(gui(w, v)) for (w, v) ∈ B(0, r1)×B(u, r2).

Notice that gui was defined on B(0, r1(ui)) × Wui ; on the other hand since u ∈ Vui then
B(u, r2) ⊂ Wui and the domain of σu is contained in the domain of definition of gui .

The family {σu}u∈W(AE) is equicontinuous simply because it is finite. �

5. Regular controls: gradient flow

Throughout this section we will assume that all abnormal controls with J ≤ E are soft.

Remark 3. As the endpoint map is weakly continuous, the set F−1(y) is weakly closed. Then
U(y)E = {u ∈ U | J(u) ≤ E}∩F−1(y) is weakly compact in UE , this latter set also being weakly
compact.

Let W(AE) be the weak neighborhood of the abnormal controls with energy less than E
constructed in the previous section (abusing of the notation, we tacitly adopt the convention
that W(AE) and AE are to be intended in the relative topology of U(y)E ; they are, respectively,
weakly open and weakly compact), and let BE = U(y)E \W(AE). Now, BE and AE are two
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disjoint weakly compact subsets in U(y)E , therefore they can be separated by means of weak
neighborhoods V(AE) and V(BE). In particular we have the following sequence of inclusions:

BE ⊂ V(BE) ⊂ U(y)E \ V(AE),
and, by Lemma 7, the weakly compact set U(y)E \ V(AE) is strongly separated from AE .
Exploiting this distance from the abnormal set, the idea is to mimic the classical deformation
theory via the gradient flow. If we call

f = J
∣∣
U(y)E\V(AE)

the restriction of the Energy, we can apply verbatim the arguments of [3, Proposition 10] in this
case: the only salient fact to be observed is that the set U(y)E \V(AE) is weakly closed in U(y)E ,
and, as such, it contains all the weak limits of its sequences (in particular they are all regular
points of the endpoint map). Having this in mind, we obtain the following.

Proposition 13 (Palais-Smale condition). The function f satisfies the Palais-Smale condition,
i.e any sequence {un}n∈N ⊂ U(y)E \ V(AE) such that

lim
n→∞

dunf → 0

admits a convergent subsequence.

As an immediate consequence we also recover the following adapted version of the standard
Palais-Smale Lemma.

Corollary 14 (Palais-Smale lemma). Let 0 < s < E, and let N be any open set contained in
U(y)E (possibly empty). Assume that

(U(y)E \ (V(AE) ∪N)) ∩ {J = s} ∩ C = ∅;
then there exists a positive constant 0 < η(s) < 1 such that

‖duf‖ > η, ∀u ∈ (U(y)E \ (V(AE) ∪N)) ∩ {s− η < J < s+ η}.
Proof. We argue by contradiction and assume {un}n∈N to be a sequence in U(y)E \ (V(AE)∪N)
such that

1. un ∈ {s− 1/n < J < s+ 1/n}
2. ‖dunf‖ < 1/n.

Then the assumptions of Proposition 13 are satisfied and therefore, passing possibly to a subse-
quence, we may assume that u = limn un exists in U(y)E \ (V(AE)∪N), as this set is closed. By
point 1., J(u) = limn J(un) = s; moreover, by point 2., u has to be a critical point of f , which
leads to an absurd. �

A further application of Lemma 7 gives β > 0 such that

(14) dist
(
BE ,U(y)E \ V(BE)

)
> β;

in this situation we define the (strong) open set

(15) W(BE) =
⋃

u∈BE

B

(
u,
β

2

)

as the union of open balls of radius β/2, centered on elements of BE .
The next proposition is a refinement of a classical result, which can for instance be found in

[4, Chapter 1, Theorem 3.4], adapted to our setting. Notice that this statement is stronger than
the analogous statement as in [4, Chapter 1, Theorem 3.3], which is in fact a consequence of [4,
Chapter 1, Theorem 3.4] (the constants depend on the Palais-Smale condition).
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Proposition 15. Let 0 < s < E, 0 < δ < min{β, 1} and N′ ⊂ N be two open sets in U(y)E

such that dist(N′,U(y)E \N) > δ. Assume that there exists 0 < η < 1 such that

‖duf‖ > η, ∀u ∈ (U(y)E \ (V(AE) ∪N′)) ∩ {s− η < J < s+ η},
and let

t = η
β

2
, 0 < ε′ < η

δ

4
, and ε′ < ε′′ < η.

Then there exist a continuous map

Θ : [0, t]×W(BE) → U(y)E \ V(AE),
such that

a) Θ(0, ·) = Id,

b) Θ(τ, ·) = Id on the set {J ≤ s− ε′′} ∪ {J ≥ s+ ε′′},
c) For every u ∈ (W(BE) \N) ∩ {J ≤ s+ ε′}, Θ(t, u) ∈ U(y)E \ V(AE) ∩ {J ≤ s− ε′},
d) J(Θ(τ, u)) is nonincreasing, for any (τ, u) ∈ [0, t]× U(y)E \ V(AE).

Proof. Define

χ(r) =

{
0 if r 6∈ (s− ε′′, s+ ε′′)

1 if r ∈ [s− ε′, s+ ε′]

to be a smooth function satisfying 0 ≤ χ(r) ≤ 1. Consider two closed subsets C1 = U(y)E \
(V(AE) ∪ N′

δ/2), where N′
p = {u ∈ U(y)E | dist(u,N′) < p}, and C2 = N′ ∩ (U(y)E \ V(AE)).

Then we can construct the function

g(u) =
dist(u,C2)

dist(u,C1) + dist(u,C2)
,

so that 0 ≤ g(u) ≤ 1, g ≡ 1 in C1 and g ≡ 0 in C2. On the set U(y)E \ V(AE), we define the
vector field

Y (u) = −g(u)χ(J(u)) duf

‖duf‖2
.

By the standard theory of differential equations on the real line, since ‖Y ‖ < 1
η , it is well-defined

the time-x flow of Y starting from the point u0 for any time x > 0, which we will indicate by
ψYx (u0). Pick u ∈ W(BE) \ N, and assume that it belongs to a ball centered at u0. If we let
ψY· (u) flow for a time T1 ≤ t, by virtue of (14) and the inequality

‖ψYT1
(u)− u‖ ≤

∫ T1

0

‖Y (ψYτ (u))‖dτ <
β

2
,

we see that:

‖ψYT1
(u)− u0‖ ≤ ‖u− u0‖+ ‖ψYT1

(u)− u‖ < β

2
+
β

2
= β,

that is ψYT1
(u) belongs to V(BE) ⊂ U(y)E \ V(AE). Then we define the deformation map Θ by

Θ(τ, u) = ψYτ (u), ∀ (τ, u) ∈ [0, t]×W(BE).

Points a), b) and d) are almost immediate: the only non trivial point to verify is c). Let

T2 = δ
2η <

β
2 η = t; we claim that flowing for time T2 suffices for our purposes, that is we want

to show that:

J(ψYT2
(u)) ≤ s− ε′, ∀u ∈ (W(BE) \N) ∩ {s− ε′ < J ≤ s+ ε′}.
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We observe at first that

(16)
d

dt
J(ψYτ (u)) = −g(ψYτ (u))χ(J(ψYτ (u))),

To prove our claim we argue by contradiction, and we assume

(17) s− ε′ < J(ψYτ (u)) ≤ s+ ε′, ∀ τ ∈
[
0,
δ

2
η

]
,

so that χ(J(ψYτ (u))) ≡ 1. Moreover, since ‖ψYτ (u)− u‖ < τ
η , we also have

dist(ψYτ (u),N
′
δ/2) > dist(u,N′

δ/2)−
τ

η

> δ − 1

2
δ − 1

η

ηδ

2
= 0,

so that we even have the equality g(ψYτ (u)) ≡ 1. Finally, it follows from (16) that

d

dt
J(ψYτ (u)) = −1,

which implies, combined with our choice of ε′ < δ
4η, that the following line is true

J(ψYT2
(u)) = J(u)− δ

2
η ≤ s+ ε′ − δ

2
η < s− ε′.

Since this contradicts (17), the proof is complete. �

Corollary 16. Let N be a neighborhood of

Cs = (UE \ V(AE)) ∩ {J = s} ∩ C.

Then there exist 0 < η < 1 and a deformation map Θ satisfying the conclusions of Proposition
15.

Proof. The Palais Smale condition implies that the set Cs is (sequentially) compact; therefore
for sufficiently small values of the parameter ν > 0 the closure of the set

Cs(ν) = {u ∈ UE | dist(u,Cs) < ν}
is contained in N. Let ν be such that the inclusion holds, and define N′ = Cs(ν). Then by
construction

U(y)E \ (V(AE) ∪N′) ∩ {J = s} ∩ C = ∅;
therefore, by Corollary 14, there exists 0 < η < 1 satisfying the assumptions of Proposition 15,
and then we conclude. �

Using somewhat the same ideas as in Proposition 15 we also have the following proposition.

Proposition 17. Let 0 < E1 < E2 < E and ǫ > 0. Assume that there exists 0 < η < min{ǫ/2, 1}
such that

‖duf‖ > η, ∀u ∈ (U(y)E \ V(AE)) ∩ {E1 + ǫ− η < J < E2 + η},
and let

t = η
β

2
, and 0 < ε′ < ε′′ < η.

Then there exist a continuous map

Θ : [0, t]×W(BE) → U(y)E \ V(AE),
such that
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a) Θ(0, ·) = Id,

b) Θ(τ, ·) = Id on the set {J ≤ E1 + ǫ− ε′′} ∪ {J ≥ E2 + ε′′},
c) For any u ∈ W(BE) ∩ {E1 + ǫ ≤ J ≤ E2} and 0 ≤ τ < ε′, Θ(τ, u) ∈ U(y)E \V(AE) and

J(Θ(τ, u)) = J(u)− τ .

Sketch of proof. In this case (the notations are mutuated from Proposition 15), we have

χ(r) =

{
0 if r 6∈ (E1 + ǫ− ε′′, E2 + ε′′)

1 if r ∈ [E1 + ǫ − ε′, E2 + ε′]

and

Y (u) = −χ(J(u)) duf

‖duf‖2
.

The flow up to time t is well-defined, since for any point u in W(BE), ψYτ (u) stays within
U(y)E \ V(AE), and we define the deformation map Θ by

Θ(τ, u) = ψYτ (u), ∀ (τ, u) ∈ [0, t]×W(BE).

Only point c) needs a verification: but, since for any u ∈ W(BE) ∩ {E1 + ǫ ≤ J ≤ E2} and
0 ≤ τ < ε′

J(ψYτ (u)) ≥ J(u)− ε′ ≥ E1 + ǫ− ε′,

then χ(J(ψYτ (u))) ≡ 1, and the claim follows. �

Corollary 18. Let 0 < E1 < E2 < E be such that

(U(y)E \ V(AE)) ∩ {E1 < J ≤ E2} ∩ C = ∅.
Then, for any ǫ > 0, the conclusions of Proposition 17 hold on the strip {E1 + ǫ ≤ J ≤ E2}.
Proof. Let ǫ > 0 be fixed. Then, for any E1 + ǫ ≤ s ≤ E2, Corollary 14 applies, and permits to
find the corresponding parameter 0 < η(s) < 1. Since

[E1 + ǫ, E2] ⊂
⋃

s∈[E1+ǫ,E2]

(s− η(s), s+ η(s))︸ ︷︷ ︸
I(s)

,

by compactness we may extract a finite subcover consisting of the open intervals I(s1), . . . , I(sp).
Now it is sufficient to choose η = min{η1, . . . , ηp, ǫ/2} (notice in particular that 0 < η <
min{1, ǫ/2}) to see that the assumption of Proposition 17 are satisfied. �

6. The Serre fibration property

We will need the following preliminary lemma, asserting that the property of being a Serre
fibration can be verified locally. Notice that if the open cover in the statement of Lemma 19 did
not depend on n, then this is classical (see [12] for a proof in the more general case of a Hurewicz
fibration); instead here we have to work with an open cover that might depend on n, but in the
case of a Serre fibration this is not an obstacle and the proof remains essentially unchanged.

Lemma 19. Let p : U → Y be a continuous function between topological spaces such that for
every n ∈ N there exists an open cover Un = {Yα}α∈A of Y with the property that for every
α ∈ A the map

p|p−1(Yα) : p
−1(Yα) → Yα

has the homotopy lifting property with respect to all n-dimensional CW-complexes. Then p is a
Serre fibration.
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Proof. Recall that in order for p to be a Serre fibration, it is enough to check that it has the
homotopy lifting property with respect to all cubes. Let H̃ : In × I → Y be a homotopy,
h̃t = H̃(·, t) and h0 : In → U be a lift; consider the open cover Un and a subdivision of In into
small cubes {Cβ}β∈B and of I into small intervals {Ij}j=1,...,N with the property that for every
(β, j) ∈ B × {1, . . . , N} there exists α ∈ A such that:

(18) H̃(Cβ × Ij) ⊂ Yα.

We can assume by induction that ht has been constructed over ∂Cβ for every Cβ . To extend
ht over the all cube Cβ we use (18) and notice that it means that we are given a homotopy

h̃t|Cβ
: Cβ → Yα with a lift:

(19) ht|∂Cβ
: ∂Cβ → p−1(Yα).

By assumption p|p−1(Yα) has the homotopy lifting property with respect to all n-dimensional
CW-complexes. This is equivalent to the fact that p|p−1(Yα) has the homotopy lifting property
with respect to all n-dimensional CW-pairs (see [11, Section 4.2]); that means exactly that we

can lift the homotopy h̃t|Cβ
: Cβ → Yα with the constraint (19). �

Theorem 20 (Serre fibration property). Assume all singular curves with J ≤ E2 are soft. If
there are no normal geodesics in U(y) with Energy E1 < J ≤ E2, then for every ǫ > 0 sufficiently

small the restriction of the Energy to U(y)E2

E1+ǫ
is a Serre fibration.

Proof. We will prove that for every n ∈ N there exists δ = δ(n) such that for every point
s ∈ [E1 + ǫ, E2], denoting by:

I(s) = [E1 + ǫ, E2] ∩ (s− δ, s+ δ) and U(y)I(s) = U(y) ∩ J−1(I(s)),

then J |J−1(I(s))∩U(y) has the homotopy lifting property with respect to all n-dimensional CW-
complexes (or, equivalently with respect to all n-dimensional disks). The result will then follow
from Lemma 19.

We denote by ψt(·) the deformation Θ(t, ·) coming from Proposition 17; it has the property
that for every u ∈ W(BE) ∩ {E1 + ǫ, J ≤ E2} and t < ǫ′:

ψt(u) ∈ U(y)E\V(Aǫ) and J(ψt(u)) = J(u)− t.

Recalling the definition of W(BE) given in (15), we define the open set:

K(BE) =
⋃

u∈BE

B(u, β/4).

Let r2 be given by Theorem 12 and define the number:

µ = min

{
β

8
,
r2
3

}
.

By Proposition 17, if u ∈ K(BE), and t < min{ǫ′, µn 1
η}, then:

(20) ‖u− ψt(u)‖ ≤ µ

n
.

Moreover by the equicontinuity (at zero) of the family of functions {σu0
} from Theorem 12,

there exists c such that if ‖w − ϕ(u0)‖+ ‖u− u0‖ ≤ c then:

(21) ‖u+ σu0
(w, u)− u0‖ ≤ µ

n
.

We define accordingly:

δ = δ(n) = min

{
ǫ′

2
,
µ

2n

1

η
,
c

2

}
.
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Consider then a map h0 : Dn → U(y)I(s) lifting the homotopy h̃t : Dn → I(s) at time
t = 0. Endow Dn with a CW-complex structure such that each cell is either entirely contained
in K(BE) or entirely contained in h−1

0 (B µ
n
(h(x))) for some x ∈ Dn.

We lift the homotopy inductively on the skeleta of Dn, starting from the zero skeleton. If
x ∈ Dn is a point in the zero skeleton such that h(x) ∈ K(BE), then we define the homotopy
ht|{x} by:

ht(x) = ψh̃0(x)−h̃t(x)
(h0(x)),

in such a way that J(ht(x)) = J(h0(x))− h̃0(x) + h̃t(x) = h̃t(x).
If otherwise x /∈ K(BE), then x ∈ B µ

n
(u0(x)) for some u0 = u0(x). We consider the corre-

sponding function σ = σu0(x) : B(0, r1)×B(u0(x), r2) → L2 given by Theorem 12. Then ht|{x}
is defined as:

ht(x) = h0(x) + σu0(x)((h̃t(x), y), h0(x)︸ ︷︷ ︸
∈R×Rm×L2

)

which lifts h̃t(x) by Theorem 12.
Notice that, because of (20) and (21), during the homotopy the point ht(x) has been moved

from its original location at most at a distance:

(22) ‖h0(x) − ht(x)‖ ≤ µ

n
.

Assume now that the homotopy has been lifted to the (k − 1)-skeleton of Dn (with the CW-
complex structure defined before). Composing with the characteristic map φ : Dk → Dn of a
cell, reduces to the case when we have to extend to the whole disk Dk a homotopy which has
been defined already on ∂Dk.

If h0(D
k) is entirely contained in K(BE), we simply define the homotopy using the flow as

above:

ht(x) = ψh̃0(x)−h̃t(x)
(h0(x)), x ∈ Dk.

This homotopy glues on the boundary ∂Dk, which by (22) is also entirely contained in K(BE)
and for which the homotopy was defined by the flow.

Otherwise there exists u0 such that h0(D
k) ⊂ B µ

n
(u0). We need to extend to the all disk a

homotopy that has been defined already on ∂Dk; notice that since at each previous inductive
step the homotopy moved the points from their original location at a distance at most µ

n , then:

ht(∂D
k) ⊂ B kµ

n
(u0) ⊂ Br2(u0) ∀t ∈ I.

In other words, denoting by H : Dn × I → U(y) the partially defined homotopy, we have:

H(Dk × I,Dk × {0} ∪ ∂Dk × I) ⊂ Br2(u0).

The pairs (Dk × I,Dk × {0} ∪ ∂Dk × I) and (Dk × I,Dk × {0}) are homeomorphic and the
extension problem is equivalent to just the homotopy lifting property for a map from the k-
dimensional disk to I(s) with a time-zero lift all in Br2(u0). For such a map h0 : Dk → Br2(u0)
we define again the lifting homotopy as:

ht(x) = h0 + σu0(x)((h̃t(x), y), h0(x)).

This concludes the proof. �
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6.1. The deformation Lemma.

Theorem 21 (subriemannian Deformation Lemma). Assume that all singular curves with J ≤
E2 are soft and that there are no normal geodesics in Ω(y) with Energy between E1 and E2.
Then for every ǫ > 0, every compact manifold X and any continuous map h : X → Ω(y)E2 there
exists a homotopy ht : X → Ω(y)E2 such that h0 = h and h1(X) ⊂ Ω(y)E1+ǫ.

Proof. Let us first show how to reduce the proof for horizontal curves to the proof of the exact
same statement for the global chart. Notice first that, as we have shown in Section 2.8, if a
singular curve γ is soft, then the same is true for any control whose associated trajectory is γ;
moreover if u is a singular control with J(u) ≤ E2 which is not soft, then the corresponding
trajectory γu is also singular, it is not soft and its energy satisfies J(γu) ≤ E2. Also if u is a
normal control, then A(u) is a normal geodesic. This can be seen as follows: being locally length
minimizing, A(u) can be either the projection of a normal or an abnormal extremal. If it were
the projection of an abnormal extremal, it would be a singular curve, hence of corank one, and
strictly abnormal, contradicting the existence of a normal extremal lift for u. In particular the
hypothesis at the level of horizontal curves imply the same hypothesis for the set of controls.

Given h, we can consider the function:

h : X → U, h(θ) = µ(h(θ))

(recall that µ : Ω → U denotes the minimal control). Then, since J(µ(γ)) = J(γ), we have

h(X) ⊂ U(y)E2 .
If we can find a homotopy ht : X → U(y)E2 with the property that h1(X) ⊂ U(y)E1+ǫ, then

the function:

ht = A ◦ ht : X → Ω(y)

defines the desired homotopy. In fact h0(θ) = A(h0(θ)) = A(µ(h(θ))) = h(θ) for every θ ∈
X ; moreover since J(A(ht(θ))) ≤ J(ht(θ)) then we also have ht(X) ⊂ Ω(y)E2 and h1(X) ⊂
Ω(y)E1+ǫ.

This reduces to prove that the same statement holds true if Ω(y) is replaced with U(y).
Consider the two open sets of V1 = h−1({J < E1 + ǫ}) and V2 = h−1({J > E1 + ǫ/2}). Let
{ρ1, ρ2} be a smooth partition of unity subordinated to the open cover {V1, V2} of X . Then
ρ2|h−1({J≥E1+ǫ}) ≡ 1 and ρ2|h−1({J≤E1+ǫ/2}) ≡ 0. Let c ∈ (E1 + ǫ/2, E1 + ǫ) be a regular value
of ρ2 and consider the smooth submanifold:

M = {ρ2 ≥ c} with ∂M = {ρ2 = c}.

The pair (M,∂M) is a CW-complex pair and h(M) ⊂ {J ≥ c}. Then by Theorem 20 there exists
a homotopy

H̃ :M × I → Ω(y) ∩ {c ≤ J ≤ E2}

such that H̃(·, 0) = h|M , h̃1(M) ⊂ {J ≤ ǫ} and H̃(·, t)|∂M ≡ h|∂M . The desired homotopy
H : X × I → U(y)E2 is defined by:

H(x, t) =






h(x) x ∈ X\M

H̃(x, t) x ∈M

�
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7. Applications

7.1. A subriemannian Minimax principle. In this section we prove a subriemannian version
of the classical Minimax principle for variational problems. If X is a compact manifold and two
continuous maps f, g : X → Ω(y) are homotopic we will write f ∼ g.

Theorem 22 (subriemannian Minimax principle). Let X be a compact manifold and f : X →
Ω(y) be a continuous map which is not homotopic to a constant map. Consider:

c = inf
g∼f

sup
θ∈X

J(g(θ)).

Assume that there exists δ > 0 such that all singular curves with energy J ≤ c + δ are soft (a
generic condition if d ≥ 3). Then for every δ > ǫ > 0 there exists a normal geodesic γǫ ∈ Ω(y)
such that:

c− ǫ ≤ J(γǫ) ≤ c+ ǫ.

Proof. First note that c > 0. In fact, if x 6= y, then c ≥ d(x, y) > 0; if x = y this follows from
Proposition 23 below.

Assume that the claim of the theorem is false. Then there exists δ > ǫ > 0 such that any curve
in Ω(y)c+ǫc−ǫ is either regular or a soft abnormal. Then let g ∼ f such that supθ∈X J(g(θ)) ≤ c+ ǫ.

By Theorem 21 the map g is homotopic to a map g′ : X → Ω(y)c−ǫ/2, which contradicts the
definition of c. �

Note that in the case x = y the following proposition requires no assumption on the type of
singular curves..

Proposition 23. Assume x = y. Then there exists c > 0 such that any map f : X → Ω(x)
satisfying supθ∈X J(f(θ)) ≤ c is homotopic to a constant map.

Proof. By [3, Corollary 7] the space Ω(x) has the homotopy type of a CW-complex, and in
particular any point in it has a contractible neighborhood. Consider the constant curve γ(y) ≡ x,
and a neighborhood Uγ ⊂ Ω(x) which is contractible in Ω(x). Since the family {J < t}t∈R is a
local basis for Ω(x) at the constant curve γ, then there exists ǫ such that {J ≤ ǫ} ⊂ Uγ . As a
consequence, if im(f) ⊂ {J ≤ c}, then f is homotopic to a constant map. �

7.2. Serre’s theorem and another deformation lemma. We finish this section with a
proof of a subriemannian version of Serre’s Theorem, providing the existence of infinitely many
geodesics between any two points x and y on a compact subriemannian manifold. The case when
y is a regular value for the endpoint map centered at x and the case of a contact manifolds are
proved in [3]. We will need the following variation of the deformation lemma.

Lemma 24. Assume all singular curves with J ≤ E are soft. Let 0 < s < E and M be a
neighborhood of C ∩ {J = s}. Then for every n ∈ N there exists ǫ = ǫ(n) such that for every
n-dimensional simplicial complex X and any continuous map:

f : X → Ω(y)s+ǫ\M
there exists a homotopy of maps ft : X → Ω(y)s+ǫ\M, t ∈ [0, 1], such that f0 = f and:

f1 : X → Ωs−ǫ.

Proof. First, arguing as in the proof of Theorem 21, we reduce to prove the statement for U

instead of Ω, thus working with N = A−1(M) instead of M.
We claim that the statement follows from the following fact (whose proof we postpone): there

exists ǫ > 0 such that for every n-dimensional simplicial pair (Y, Z), Z ⊂ Y and any continuous
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map f : Y → (U(y)\M) ∩ {s − 2ǫ ≤ J ≤ s + ǫ} such that f(Z) ⊂ {J ≤ s − ǫ} we can find
a homotopy ft : Y → (U(y)\M) ∩ {s − 2ǫ ≤ J ≤ s + ǫ} with f1(Y ) ⊂ {J ≤ s − ǫ} and
ft|Z ≡ f. To see that this implies the statement consider c ∈ (s − 2ǫ, s − ǫ) and the two open
sets V1 = f−1({J < s− ǫ}) and V2 = f−1({J > c}). Since X is a simplicial complex, there exist
subcomplexes Y1, Y2 ⊂ X such that X = Y1 ∪ Y2 and Y1 ⊂ V1, Y2 ⊂ V2. Applying the claim
to the map f |Y2

and the pair (Y2, Y2 ∩ Y1) provides a homotopy f̃t : Y2 → (U(y)\M) ∩ {s −
2ǫ ≤ J ≤ s + ǫ} which is stationary on Y1 ∩ Y2 and which consequently glues to a homotopy
ft : X → (U(y)\M) ∩ {s− 2ǫ ≤ J ≤ s+ ǫ} which is just f on Y2 and which satisfies the needed
requirements.

It remains to prove the claim. Arguing as in Lemma 19, we see that instead of proving it for
any simplicial pair, it is enough to do it for a map from the disk Dn:

f : Dn → (U(y)\M) ∩ {s− 2ǫ ≤ J ≤ s+ ǫ}
(ǫ will be chosen below).

First we use Corollary 16, which provides us with 0 < η′ < η such that for every ǫ′ < ǫ′′ <
η′ < η we have a deforming map:

ψt : W(BE) → U(y)\V(AE)
with the properties: ψ0 ≡ id, ψt|{J≤s−ǫ′′}∪{J≥s+ǫ′′} ≡ id and:

ψt
(
(W(BE)\N) ∩ {J ≤ s+ ǫ′}

)
⊂ U

E\V(AE) ∩ {J ≤ s− ǫ′}
(here t = ηβ/2). We define ψ̃t = ψt/t, t ∈ [0, 1] so that we have completely deformed at time

t = 1; moreover (using the notation of Proposition 15) if t < µtη
n we also have:

‖ψt(u)− u‖ ≤
∫ t

t

0

‖Y (ψYτ (u))‖dτ ≤ t

tη
≤ µ

n
.

As before, by the equicontinuity (at zero) of the family of functions {σu0
} from Theorem 12,

there exists c such that if ‖w − ϕ(u0)‖+ ‖u− u0‖ ≤ c then:

‖u+ σu0
(w, u)− u0‖ ≤ µ

n
.

We define accordingly:

ǫ = ǫ(n) = min

{
ǫ′

2
,
µ

2n

1

η
,
c

2
,
r1
2

}
.

The proof now proceeds exactly as the proof of Theorem 20, with the choice h0 = f and h̃t
defined by:

h̃t(z) = J(f(z))(1 − t) + t(s− ǫ), z ∈ Dn.

�

Corollary 25 (Serre’s Theorem). Let x, y be any two point on a compact subriemannian man-
ifold whose singular curves are all soft. Then there are infinitely many normal geodesics joining
x and y.

Proof. The scheme of the proof is identical to the classical proof (see for example [4, Section
3.2]), except that here we have to work with the (possibly singular) space Ω(y) of horizontal
curves joining x and y and with the functional J : Ω(y) → R. The main difference is to replace
the classical deformation lemma with the one above. We only give a sketch, leaving the details
to the reader.
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In the case the fundamental group ofM is infinite, it is enough to apply a Minimax procedure
on each homotopy class (as it is done in [9]); otherwise one passes to the universal cover, which
is locally isometric to the manifold itself, and proves the statement for the case M is compact
and simply connected.

The homotopy of Ω(y) is the same as the homotopy of the ordinary path-space (in fact the
inclusion is a homotopy equivalence, see [3]), and under the assumption that M is compact and
simply connected the cup-length of Ω(y) is infinite [15]. The theorem follows then by applying
the same argument as in the proof of [4, Lemma 3.1], with the following modification. Using the
notation of [4, Lemma 3.1, pag. 106], the simplicial set |τ1| is deformed below the level c2 − ǫ
using the previous Lemma. �
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