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I. Local story: a no-Goh singular curve.

We consider a system:

q̇ = f0(q) +
k∑
i=1

uifi(q), q ∈M, ui ∈ R,

with the initial condition q(0) = q0. The endpoint map:

Ft : L2([0, t];Rk)→M, Ft(u) = q(t),

where u = (u1(·), . . . , uk(·)) ∈ Rk,

q̇(τ) = f0(q(τ)) +
k∑
i=1

ui(τ)fi(q(τ)), 0 ≤ τ ≤ t.

We are interested in the level sets of the endpoint map and, in

particular, in the local structure of these level sets.
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Digression: Let U be a finite-dimensional manifold, ϕ : U →M a
smooth map.

If ũ ∈ U is a regular point of ϕ, Dũϕ(TũU) = Tq̃M , where q̃ = ϕ(ũ),
then ϕ−1(q̃) ∩Oũ is a ball,

ϕ−1(q̃) ∩Oũ \ {ũ} ∼= Sm,
where m = dimU − dimM − 1

If ũ is a critical point of ϕ, i. e, λDũφ = 0 for some λ ∈ T ∗q̃ , λ 6= 0,
then we have to study the Hessian:

λD2
ũϕ : kerDũϕ× kerDũϕ→ R. (∗)

Let σ be the signature of the quadratic form (*). If λ is unique
and (*) is nondegenerate, then

ϕ−1(q̃) ∩Oũ \ {ũ} ∼= S
1
2(m+σ) × S

1
2(m−σ).
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Ft : L2([0, t];Rk) → M is defined on the infinite dimensional

space.

If ũ is a regular point, then F−1
t (q̃(t)) ∩ Oũ is a Hilbert ball and

F−1
t (q̃(t)) ∩Oũ \ {ũ} is contractible.

Let ũ be a critical point, λtDũFt = 0. We set:

P t : M →M, P t : q(0) 7→ q(t),

where q̇(τ) = f0(q(τ)) +
k∑
i=1

ũi(τ)fi(q(τ)),

gτi = (P τ∗ )−1fi, λ0 = P t
∗
λt, λ0 ∈ T ∗q0

M.

4



Then:

DũFt(v) = P t∗

t∫
0

k∑
i=0

vi(τ)gτi (q0) dτ,

λtD
2
ũFt(v, v) =

t∫
0

τ∫
0

k∑
i,j=0

vi(θ)vi(τ)〈λ0, [g
θ
i , g

τ
j ](q0)〉 dθdτ.

Theorem 1 (Goh condition). If ∃ τ, i, j such that

〈λ0, [g
τ
i , g

τ
j ](q0)〉 6= 0,

then both positive and negative inertia indices of λtD
2
ũFt are

infinite.
Theorem 2. Under conditions of Theorem 1, the pointed neigh-
borhood F−1

t (q̃(t)) ∩Oũ \ {ũ} is contractible.

What about finite dimensional sections?
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Let En ⊂ L2([0, t];Rk) be the space of vector trigonometric poly-

nomials of degree not greater than n (with rescaled frequencies
2πm
t , 0 ≤ m ≤ n).

Assume that the system and control ũ are real-analytic and let

ũ(0) = 0.

Theorem 3. If the matrices
{
〈λ0, [g

τ
i , g

τ
j ]〉
}k
i,j=1

, τ ≥ 0, and{
〈λ0, [[f0, fi], fj]]〉

}k
i,j=1

are nondegenerate, then there exists a

piecewise constant integral-valued function t 7→ σ(t), t ≥ 0, such

that for any continuity point t of σ(·), ∃N > 0 such that ∀n ≥ N
the form Qnt

.
= λ0D

2
ũFt

∣∣∣
En

is nondegenerate and sgn(Qnt ) = σ(t).
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Corollary 1. Under conditions of Theorem 3,

F−1
t (q̃t) ∩ (ũ+ En) ∩Oũ \ {ũ} ∼= S

1
2(m+σ(t)) × S

1
2(m−σ(t)),

where m = dimEn − dimM − 1.

Proposition 1. σ(t) is a gauge invariant, i. e. it depends only

on the affine distribution f0(q) + span{f1(q), . . . , fk(q)}, q ∈ M,

trajectory q̃(·) and λ0.

Example. Let ∆ = span{f1, . . . , fk} be a contact distribution, f0 a

contact vector field and the matrix [[f0, fi], fj] is nondegenerate;

then ũ = 0 satisfies conditions of Theorem 3.
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Special case: M is a 3-dimensional unimodular Lie group, f0,∆

are left-invariant. Then f0 is a Reeb field for a sub-Riemannian

structure on ∆. Let χ, κ be basic invariants of this structure,

〈λ0, f0〉 > 0.

We have:

σ(t) =


κ
|κ|

(
2 + 4

[
t
√
κ2−χ2

2π

])
, if |κ| > χ;

0, if |κ| < χ.

Here [·] is the integral part of a real number.
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sh(2) se(2)

su(2) with killing form

h

sl(2) with killing form

κ

χ

sle(2) su(2)

slh(2)



II. Global story: a step two Carnot group.

A step two Lie algebra and group:

g = V ⊕W, [V, V ] = W, [g,W ] = 0, G = eg.

To any ω ∈ W ∗ we associate an operator Aω ∈ so(V ) by the
formula:

〈Aωξ, η〉 = 〈ω, [ξ, η]〉, ξ, η ∈ V.

It is easy to see that ω 7→ Aω, ω ∈W ∗ is an injective linear map.
Moreover, any injective linear map from W ∗ to so(V ) defines a
structure of step two Carnot Lie algebra on the space V ⊕ W
by the same formula. Hence step two Carnot Lie algebras are
in the one-to-one correspondence with linear systems of anti-
symmetric operators. Sometimes we need non-resonance generic
assumptions on the linear system, which I won’t specify.
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An H1-curve γ : [0,1] → G is called horizontal if γ̇(t) ∈ Vγ(t) for

a. e. t ∈ [0,1].

The following multiplication in V ×W gives a simple realization

of G with the origin in V ×W as the unit element:

(v1, w1) · (v2, w2) =
(
v1 + v2, w1 + w2 +

1

2
[v1, v2]

)
.

Starting from the origin horizontal curves are determined by their

projection to the first level and have a form:

γ(t) =
(
ξ(t),

1

2

∫ t
0

[ξ(t), ξ̇(t)] dt
)
, 0 ≤ t ≤ 1,

where ξ(·) ∈ H1([0,1];U), ξ(0) = 0.
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We set:

ϕ(ξ) =
1

4π

∫ 1

0
|ξ̇(t)|2 dt.

We focus on the horizontal curves corresponding to closed curves

ξ; they connect the origin with the second level. Given w ∈W \0,

let Ωw be the space of horizontal curves connecting (0,0) with

(0, w); then

Ωw =

{
ξ ∈ H1([0,1];V ) : ξ(0) = ξ(1) = 0,

1

2

∫ 1

0
[ξ(t), ξ̇(t)] dt = w

}
.

For any s > 0, we set: Ωs
w = {ξ ∈ Ωw : ϕ(ξ) ≤ s}. Note that

central reflection ξ 7→ −ξ preserves Ωs
w. We denote by Ω̄s

w the

image of Ωs
w under the factorization ξ ∼ (−ξ).
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Proposition 2. There exists a finite-dimensional subspace E ⊂
H1([0,1];V ) such that Ω̄s

w ∩ Ē is a deformation retract of Ω̄s
w,

where Ē is the projectivization of E .

Corollary 2. Ω̄s
w has homotopy type of a semi-algebraic set.

We introduce the notation Ēsw = Ω̄s
w∩Ē and consider the homol-

ogy H·(Ēsw;Z2) and its image in H·(Ē;Z2) by the homomorphism

induced by the imbedding Ēsw ⊂ Ē. We have:

rank
(
Hi(Ē

s
w;Z2)

)
= βi(Ē

s
w) + %i(Ē

s
w),

where βi(Ē
s
w) is rank of the kernel of the homomorphism from

Hi(Ē
s
w;Z2) to Hi(Ē;Z2) induced by the imbedding Ēsw ⊂ Ē and

%i(Ē
s
w) ∈ {0,1} is the rank of the image of this homomorphism.
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Now we build two positive atomic measures on the half-line R+,

the “Betti distributions”:

b(Ēsw)
.

=
1

s

∑
i∈Z+

βi(Ē
s
w)δ i

s
, r(Ēsw)

.
=

1

s

∑
i∈Z+

%i(Ē
s
w)δ i

s
.

Assume that dimW = 2; it appears that there exist limits of

these families of measures:

lim
s→∞ b(Ēsw), lim

s→∞ r(Ēsw)

in the weak topology. Moreover, the limiting measures are ab-

solutely continuous with explicitly computed densities!
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Let α : ∆ → R be an absolutely continuous function defined on

an interval ∆. We denote by |dα| a positive measure on ∆ such

that

|dα|(S) =
∫
S

∣∣∣dα
dt

∣∣∣ dt, S ⊂∆.

The operators Aω, ω ∈ W ∗, have purely imaginary eigenvalues.

Let 0 ≤ α1(ω) ≤ · · · ≤ αm(ω) are such that ±iαjm j = 1, . . . ,m,

are all eigenvalues of Aω counted according the multiplicities.

Let W̄ ∗ = (W \ 0)/
(
w ∼ cw,∀c 6= 0

)
be the projectivization of

W ∗, W̄ ∗ = RP1.
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Given w ∈ W \ 0, we take the line w⊥ ∈ W ∗ and consider the

affine line

`w = W̄ ∗ \ w̄⊥ ⊂ W̄ ∗.

Moreover, we define functions

λwj : `w → R+, j = 1, . . . ,m, φw : `w → R+

by the formulas:

λwj (ω̄) =
αj(ω)

〈ω,w〉
, φw(ω̄) =

m∑
j=1

λwj (ω).
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Theorem 4. Assume that there exists ω ∈ W ∗ such that the

matrix Aω has simple spectrum (a non-resonance assumption).

Then, for any w ∈ W \ 0, there exist the following limits in the

weak topology of the space of positive measures on R+:

bw = lim
s→∞ b(Ēsw), rw = lim

s→∞ r(Ēsw).

Moreover,

bw = φw∗

( m∑
j=1

|dλwj |
)
, rw = χ[0,minφw]dt,

where dt is the Euclidean measure.
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