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Introduction and synopsis

Listening back to the whole piece

The experience of going through a PhD training is similar to listening for the first time to a long musical composition. Like the composition’s movements, projects come in rapid succession and as you concentrate on single units you often miss to perceive the global coherence of the work. Writing up this thesis is the occasion for listening back to the whole piece, and appreciate its cohesion. This thesis shows both unity and variation. Unity has been provided by the firm guidance of my tutors, who have pushed me along a meaningful and clear research direction. Variation is due the freedom they have granted me to comply with the whims of interests, stimuli, and ideas.

By the nature of the work I have carried over, this cannot be a strictly monographic thesis – I haven’t been working on a single research project from the beginning to the end. But it is certainly neither a mere collection of papers. If it were a music piece, it wouldn’t have the monolithic character of Bach’s Goldberg variations, with its obsessive exploration of a single aria, but it wouldn’t either resemble a collection of completely disparate and unrelated passages like Chopin’s Études. It would probably sound like Schumann’s Carnaval, a series of scenes with a strong thematic unity represented by a leitmotiv and the ubiquitous, recurring presence of four keys. The leitmotiv is decoherence, and the recurring keys are the concepts of coherence, measurements, correlations, information.

Synopsis: decoherence and information

“The inability to discard entails the impossibility to discern”

Umberto Eco

When you measure a quantum system, you irremediably perturb it – so goes a common representation of Heisenberg’s uncertainty principle. While this image is essentially faithful, it may fail to adequately depict the huge gap between classical and quantum physics. In fact, even by measuring a classical system you ought to perturb it. For instance, if you want to measure an electrostatic field you must use a test charge, whose presence will necessarily affect the field itself. However, there is a fundamental difference between this kind of disturbance and the kind of disturbance emerging from Heisenberg’s uncertainty principle. The disturbance created by a classical measurement is not fundamental, and it can be made arbitrarily small, at least in principle. On
the contrary, the disturbance unleashed by a quantum measurement is lower-bounded by precise limits that depend on the measured observable, and it cannot be reduced at will, not even in principle. This kind of disturbance is fundamental, and it stems from the fact that we are trying to extract classical records from a quantum state. When we measure a given observable, we obtain a classical record thereof. This comes at the price of losing all information about the quantum state’s phases in the observable’s eigenbasis.

The leitmotiv of this thesis is that if we wish to obtain a classical record of a quantum property or process, we must usually discard some information. The obstacle that impedes acquiring classical records of quantum phenomena is quantum coherence, in its multifarious manifestations. Correspondingly, the process of information loss that is needed to create classical records is decoherence.

Decoherence, as the product of physical processes affecting open quantum systems, has been studied since the 1980es. A major breakthrough in the understanding of quantum mechanics was the realization that decoherence can be the consequence of phase information dispersal among an ensemble of uncontrollable degrees of freedom external to the system, generally termed “environment”. Decoherence, whether it is caused by a quantum measurement or not, effectively creates classical records of the system. It fragilizes quantum information, and stabilizes classical information.

While decoherence is now a well-known and well-studied phenomenon, its effects have not been explored in all possible directions yet. In particular, an interesting perspective on decoherence processes opens up by taking an informational approach. The immediate dividend of this choice is that one can use information-theoretical quantifiers to give a precise quantitative meaning to the ideas of information gain and information loss under the effect of decoherence. In several cases, the amount of information that is lost under decoherence is commensurate with the amount of coherence originally present in the system. Actually, it turns out that a good way to define and assess the degree of coherence, or quantumness of the system is exactly to consider the information lost under actual or potential decoherence processes. On the other side, the ability to quantify the classical information gained after the action of decoherence is a precious indication of how much an observer can learn about a quantum system through observation.

The thread binding together all studies presented in the forthcoming chapters is the analysis of the effects of actual or potential decoherence processes on several physical systems, with the key aid of information-theoretical quantifiers.

An important aspect of decoherence that has been properly highlighted only in recent years is its effect on the correlations between two subsystems. If a measurement-induced decoherence process locally affects a subsystem belonging to a correlated system, a part of the correlations can be irreversibly lost. Actually, unless correlations are in a specific, classical form, any local decoherence process entails a correlation loss. This was recognized by Ollivier and Zurek [26] as a blatantly nonclassical feature of correlations and they considered the minimal amount of correlations lost to define a genuine measure of quantum correlations called quantum discord. Complementarily, Henderson and Vedral [27] considered the maximum amount of correlations that can survive the effect of local decoherence to define a measure of classical correlations. Discord and classical correlations have been receiving growing attention in
recent years, as they are of relevance to the performance of several quantum information processing tasks. In the first part of this thesis I will present two research projects aimed at analyzing discord and classical correlations in physically important scenarios: a quantum many-body model (Chapter 2) and a quantum optical model (Chapter 3).

Another still poorly studied aspect of decoherence is its relation to dynamical entropy, that quantifies the amount of information generated by the time evolution of a system, i.e., that cannot be predicted on the basis of previous data on the system. This issue can be properly addressed within the general formalism of decoherent histories. Originally developed as an interpretational framework for quantum theory, decoherent histories provide a natural language to describe coherence in the evolution of quantum systems. Coherent effects reflect into the impossibility of assigning well-defined probabilities to different paths or “histories” of the system, and they are simply captured by the off-diagonal elements of a mathematical object called decoherence matrix (or functional). When the decoherence matrix is diagonal, a condition called medium decoherence, the evolution admits a perfectly classical description. Medium decoherence is usually obtained upon discarding information, a procedure called coarse-graining. The ignored information can be related either to an external environment, or to a part of the system itself. By framing the concept of dynamical entropy in the decoherent histories language, we will obtain a twofold yield. On one side, we will develop an information theoretical quantifier of coherence in the time-evolution of a system (the relative entropy of decoherence, Chapter 5), by comparing entropy production when coherent effects are neglected or taken into account, respectively. This measure will be used to address a physically important problem, the emergence of pointer bases in Hilbert space after interaction with a noisy environment (chapter 7). Moreover, we will analyze the effects of decoherence and coarse-graining on entropy production by quantum systems, comparing chaotic and integrable dynamics, and establishing under which conditions both types of dynamics can lead to the effective production of classical information at a nonvanishing rate.

Quantum information theory has contributed to highlight the tight relation between physics and information theory. On one side, encoding, manipulating and extracting information are tasks that sensibly depend on the physical properties and behavior of information-bearing systems. On the other side, taking an informational perspective can shed light onto the physics of those systems, leading to significant advances in understanding.

Exploring the effects of decoherence from an informational perspective conforms to this general spirit. There are two main motivations for this exploration. From viewpoint of applications, understanding how decoherence, information extraction, and information loss affect quantum systems is essential to control them and put them to use for information processing tasks. From the point of view of fundamental theory, we can achieve a deeper comprehension of the difference between classical and quantum physics.
Contents of the chapters

- Chapter 1 contains an introductory review of quantum discord. I will highlight the derivation of discord from decoherence theory, explain its information-theoretic meaning and stress its potential for applications of quantum science and technology. The chapter should enable the reader to understand and contextualize the work in presented in Chapters 2 and 3.

- In Chapter 2, I investigate quantum discord and classical correlations in the extended Hubbard model, a reference model in the study of correlated electrons. This chapter significantly overlaps with an article that has been featured in Physical Review B [107], of which I am the first author. Since quantum information has highlighted strong ties between quantum entanglement and physical properties of many-body ground states, especially at quantum critical points, it is interesting to look for similar relations involving other types of quantum correlations like quantum discord. I will assess discord and classical correlations in all phases of the model, which has a complex phase diagram, and focus on the behavior of correlation measures in the proximity of quantum critical points. I will uncover a tie between long range correlations (off-diagonal long-range order) and quantum discord in parameter regions where entanglement is vanishing, pinpointing a possible general relation between discord and macroscopic quantum phenomena like superfluidity and superconductivity. Furthermore, the separation between discord and classical correlations at the critical points will prove essential to discriminate between phase transitions that are physically different depending on the appearance/disappearance of off-diagonal long-range order.

- In Chapter 3, I will address discord for Gaussian states of two bosonic modes. This chapter is essentially a reprint of a paper published in Physical Review A [64], of which I a contributing author. The computation of quantum discord is in general very difficult, since an optimization over all local measurements is required: One has to identify the optimal local measurement allowing for the maximal preservation of classical correlation between two correlated systems. The problem is interesting per se, besides the evaluation of discord, as it sheds light onto information extraction from the quantum system at hand. For Gaussian states, it has been shown that the maximization problem can be solved if one restricts the optimization to Gaussian measurements like homodyne detection, that maintain the Gaussian character of the state. This left open the question, whether non-Gaussian measurements may allow for a better optimization. I will focus on two large classes of Gaussian states, (squeezed thermal states and mixed thermal states) and evaluate discord comparing results obtained with Gaussian measurements, like homodyne detection, and non-Gaussian ones like photon counting. I will exhibit strong evidence that Gaussian measurements are optimal.

- Chapter 4 is a review of the decoherent histories formalism. The presentation is tailored to provide the reader with sufficient knowledge to understand the following chapters (5,6,7).
• In Chapter 5, I will introduce dynamical entropy and explain how this concept can be embedded in the decoherent histories formalism, by virtue of a general mapping between measurements and Hilbert space partitions. I will show that ALF-entropy, a quantum generalization of the classical Kolmogorov-Sinai entropy, is related to the von Neumann entropy of the decoherence matrix of a set of histories with fixed projections for all times. I will show that the decoherence matrix can be interpreted as the density matrix of a set of quantum registers that subsequently interact with the system, effectively performing the “measurements” that define the set of histories under attention. This picture allows to interpret ALF entropy as the rate of production of quantum information by the dynamics. Upon casting ALF entropy in the decoherent histories language, I will introduce a general measure of coherence for quantum histories, the relative entropy of decoherence. The latter is defined as the quantum relative entropy between the actual decoherence matrix and a decoherence matrix where off-diagonal entries are completely discarded.

• In Chapter 6, I will analyze dynamical entropy production by closed quantum systems in presence of two sources of randomness, (R1) randomness in the dynamics, i.e., in the choice of the evolution operator (R2) randomness in the choice of measurements. By using the decoherent histories formalism, I will be able to focus on the effects of decoherence and coarse-graining for dynamical entropy production. Both (R1) and (R2) lead to similar results: Upon sufficient coarse-graining, histories are decoherent and exhibit to a non-vanishing rate of entropy production. These results entail that both chaotic and integrable quantum systems can produce effectively classical information at a non-vanishing rate. This picture is obtained through a general, yet heuristic argument, and strengthened by a rigorous random matrix argument that proves results for the (R1) case. I will test theoretical results by numerically studying decoherent histories and dynamical entropy in the quantum standard map, a well-known model that has a chaotic/integrable transition. Results of this chapter are of interest for a general issue raised by Gell-Mann, that of fundamental sources of unpredictability in quantum mechanics.

• In Chapter 7, I will analyze the emergence of pointer bases (i.e., privileged bases in which the open system decoheres) in a two-level small system interacting with a non-Markovian environment. As previous literature has shown, pointer bases depend on the strength of the system-environment coupling. While weakly coupled systems decohere in their own energy eigenbasis, strongly coupled ones do so in a basis dictated by the interaction Hamiltonian. A recent paper has suggested that pointer bases exist also for intermediate values of the coupling, and they “interpolate” between the two extremes found at weak and strong coupling. By following previously developed methods, I will investigate pointer bases as a function of the system-environment coupling. In addition, I will study decoherent histories with fixed projections in different bases, focusing on the behavior of the relative entropy of decoherence introduced in Chapter 4. I will test the basic expectation that pointer bases should correspond to sets of mutually decoherent histories. At weak and strong coupling I will observe the appearance of clear
pointer bases, and correspondingly a small value of the relative entropy of decoherence. For intermediate values of the coupling, I will argue that no true pointer bases arise, showing that different initial states decohere in different bases. The behavior of the relative entropy of decoherence (that shows similar values for all bases) strengthens this conclusion.

We, the authors of this thesis

This is my thesis, but it also our thesis. No part of this manuscript arose from a solitary effort. In particular, I can claim no unshared credit for any of the scientific results presented in the following chapters. It is hard to delimit the contribution given by my supervisor at ISI, Paolo Giorda. Work presented in chapters 2 and 3 is the product of our direct collaboration, and his steady supervision. We were both involved in discussing ideas, making calculations, analyzing results, and writing. We also had the pleasure to collaborate with other people. Our project on discord in the extended Hubbard model (chapter 2) was done in collaboration with Arianna Montorsi, whose essential ideas and physical insights have determined the very shape of the work. For the work on non-Gaussian discord (chapter 3) we collaborated with Matteo Paris, who gave fundamental contributions in the framing, the analysis and the writing. All work related to decoherent histories (chapters 5,6,7) was done by me in collaboration with Seth Lloyd. Those projects were ignited by creative bursts of his, and he later carefully guided me along the most interesting research directions. Even if Paolo Giorda didn’t directly collaborate on the projects described in chapter 5,6,7, his encouragement, as well as his comments and suggestions were invaluable in bringing those projects to an end. Although the review chapters on discord and decoherent histories were written solely by me, they reverberate many echoes of discussions we had together with Paolo and several other friends and colleagues.

I am sure that the merits, if any, of this thesis are largely a fruit of this range of collaborations, while I am the sole responsible for its possible flaws.
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**Notations**

We always consider units where $\hbar = 1$, unless otherwise specified. *Subscripts* on kets, density matrices ($\rho$) and traces (Tr), and *superscripts* on measurement maps $\Pi$ and $\Phi$'s label subsystem label the subsystem(s) of reference. Primed quantities always indicate that they are evaluated after a measurement. Logarithms are taken in base 2, unless otherwise stated.

**List of symbols**

- $a_X, a_X^\dagger$: boson creator operators of mode $X$, *Chap. 3*
- $\alpha$: displacement parameter, *Chap. 3*
- $A_i$: Kraus operators, *Chap. 1,4,5,7*
- $A_{j\ell}^i$: Kraus operator representing alternative $j_{\ell}$ at time $t_{\ell}$, *Chap. 4,5,7*
- $A, B, C$: subsystems, *Chap. 1,3*
- $|b_i\rangle$: orthonormal basis, *Chap. 7*
- $\beta$: inter-basis angle, *Chap. 7*
- $c_{i\sigma}, c_{i\sigma}^\dagger$: fermion creation operator for site $i$ and spin $\sigma$, *Chap. 2*
- $C_j$: history operator, *Chap. 4,5,6,7*
- $C_N$: relative entropy of decoherence, *Chap. 5,6,7*
- $d$: space dimension, *all chapters*
- $d_{\pm}$: symplectic eigenvalues, *Chap. 3*
- $D(\eta)$: displacement operator, *Chap. 3*
- $D(A|B)$: quantum discord with measurements on $B$, *Chap. 1,2,3*
- $D(B|A)$: quantum discord with measurements on $A$, *Chap. 1,2,3*
- $D_G(A|B)$: geometric discord, *Chap. 1,3*
- $D_G^G(A|B)$: Gaussian discord with measurements on $B$, *Chap. 3*
- $D^G(A|B)$: Gaussian geometric discord, *Chap. 3*
- $D^G_{N\eta}(A|B)$: non-Gaussian geometric discord, *Chap. 3*
- $D_{jk}$: decoherence matrix, *Chap. 4,5,6,7*
- $D_{N,E}(\rho)$: dec. matrix with $N$ measurements given by POVM $E$, *Chap. 4,5,6,7*
- $\delta^2$: coherence ratio between pair of histories, *Chap. 6*
- $\delta_s$: basis stability parameter, *Chap. 7*
- $\Delta$: coarse-graining dimension, *Chap. 5,6*
- $\Delta t$: time interval between projections in histories, *Chap. 4,5,6,7*
- $|e_i\rangle, |f_i\rangle$: orthonormal bases, *Chap. 1*
- $|e_i\rangle$: Schmidt basis, *Chap. 7*
- $E$: environment, *Chap. 1,4,7*
- $\mathcal{E}$: energy density, *Chap. 2*
- $E_E(\rho)$: entanglement entropy of $\rho$, *Chap. 1*
- $E_F(\rho)$: entanglement of formation of $\rho$, *Chap. 1,3*
- $E_S(\rho)$: relative entropy of entanglement of $\rho$, *Chap. 1*
- $\eta$: $\eta$-pair creation operator, *Chap. 2*
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f )</td>
<td>fine-graining parameter ( f = d/\Delta ), Chap. 5,6</td>
</tr>
<tr>
<td>( \Phi )</td>
<td>generalized measurement (POVM), Chap. 1</td>
</tr>
<tr>
<td>( \Phi^g )</td>
<td>Gaussian POVM, Chap. 3</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>dephasing constant, Chap. 7</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>relaxation constant, Chap. 7</td>
</tr>
<tr>
<td>( h(p_A) )</td>
<td>Shannon entropy of ( p_A ), Chap. 1</td>
</tr>
<tr>
<td>( h_{ALF} )</td>
<td>Alicki-Fannes entropy, Chap. 5,6</td>
</tr>
<tr>
<td>( h_{KS} )</td>
<td>Kolmogorov-Sinai entropy, Chap. 5</td>
</tr>
<tr>
<td>( h_N(\Omega) )</td>
<td>Shannon entropy of refined partition after ( N ) iterations of ( \mathcal{T} ), Chap. 5</td>
</tr>
<tr>
<td>( h_N(E) )</td>
<td>von Neumann entropy ( D(N,E) ), Chap. 5,6,7</td>
</tr>
<tr>
<td>( h_N(E) )</td>
<td>Shannon entropy of diagonal elements of ( D(N,E) ), Chap. 5,6,7</td>
</tr>
<tr>
<td>( h )</td>
<td>history, Chap. 4</td>
</tr>
<tr>
<td>( H_X )</td>
<td>Hamiltonian of system ( X ), all chapters</td>
</tr>
<tr>
<td>( H_{int} )</td>
<td>interaction Hamiltonian, Chap. 6</td>
</tr>
<tr>
<td>( H(p_A</td>
<td>p_B) )</td>
</tr>
<tr>
<td>( I, II, III, IV )</td>
<td>regions of Hubbard model, Chap. 2</td>
</tr>
<tr>
<td>( I_{1,2,3,4} )</td>
<td>symplectic invariants, Chap. 3</td>
</tr>
<tr>
<td>( I(A:B) )</td>
<td>classical mutual information, Chap. 1</td>
</tr>
<tr>
<td>( I_{acc}(A:B) )</td>
<td>accessible information information, Chap. 1</td>
</tr>
<tr>
<td>( I(A</td>
<td>B) )</td>
</tr>
<tr>
<td>( \text{Im} )</td>
<td>imaginary part, all chapters</td>
</tr>
<tr>
<td>( j \equiv i_1 \ldots i_N )</td>
<td>multi-index for quantum history, Chap. 4,5,6,7</td>
</tr>
<tr>
<td>( j \equiv j_1 \ldots j_N )</td>
<td>multi-index for coarse-grained history, Chap. 4,5,6,7</td>
</tr>
<tr>
<td>( j \equiv \bar{j}_1 \ldots \bar{j}_N )</td>
<td>multi-index for fine-grained history, Chap. 4</td>
</tr>
<tr>
<td>( j \lor k )</td>
<td>coarse-graining by logical sum of histories ( i ) and ( j ), Chap. 4</td>
</tr>
<tr>
<td>( J(A:B) )</td>
<td>classical correlations, Chap. 1,2,3</td>
</tr>
<tr>
<td>( k, \bar{k} )</td>
<td>same as ( j, \bar{j} ), Chap. 4</td>
</tr>
<tr>
<td>( K )</td>
<td>concurrence, Chap. 1,2</td>
</tr>
<tr>
<td>( K_{t_0} )</td>
<td>propagator (reduced propagator) between time ( t_0 ) and time ( t ), Chap. 4,7</td>
</tr>
<tr>
<td>( L )</td>
<td>length of chain, Chap. 2</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>coupling constant, Chap. 7</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>two-mode squeezing parameter, Chap. 3</td>
</tr>
<tr>
<td>( \lambda_0 )</td>
<td>state eigenvalues, Chap. 1,2</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>quantum operation (TPCP map), Chap. 1</td>
</tr>
<tr>
<td>( m_{e, t} )</td>
<td>number of projectors at time ( t ), Chap. 4</td>
</tr>
<tr>
<td>( M(A:B) )</td>
<td>entanglement monotone, Chap. 1</td>
</tr>
<tr>
<td>( \mu )</td>
<td>chemical potential, Chap. 2</td>
</tr>
<tr>
<td>( n )</td>
<td>average per site filling, Chap. 2</td>
</tr>
<tr>
<td>( n_d )</td>
<td>density of doubly (singly) occupied sites, Chap. 2</td>
</tr>
<tr>
<td>( n_{i,\sigma} )</td>
<td>fermion number operator for site ( i ) and spin ( \sigma ), Chap. 2</td>
</tr>
<tr>
<td>( n_T )</td>
<td>thermal number, Chap. 7</td>
</tr>
<tr>
<td>( N )</td>
<td>number of projections in decoherent histories, all chapters</td>
</tr>
<tr>
<td>( N_d )</td>
<td>number of doubly (singly) occupied sites, Chap. 2</td>
</tr>
</tbody>
</table>
\begin{align*}
N_1 & \quad \text{total number of particles, Chap. 2} \\
N_1, N_2 & \quad \text{thermal numbers of modes } A, B, \text{ Chap. 3} \\
\mathcal{N}(A : B) & \quad \text{negativity, Chap. 1.2} \\
N_p, N'_p & \quad \text{symmetry factors, Chap. 6} \\
\nu(N) & \quad \text{thermal state with thermal photon number } N, \text{ Chap. 3} \\
O & \quad \text{generic operator, Chap. 1.6} \\
\Omega_i & \quad \text{phase-space partition elements, Chap. 5} \\
\Omega_j^{(N)} & \quad \text{elements of refined partition after } N \text{ iterations of } \mathcal{T}, \text{ Chap. 5} \\
p & \quad \text{momentum coordinate of the kicked rotor, Chap. 6,7} \\
p_i & \quad \text{probability of } i, \text{ Chap. 1,2,3} \\
p_{ij} & \quad \text{conditional probability of } i \text{ given } j, \text{ Chap. 1,2,3} \\
p_{\text{th}}^{(N)} & \quad \text{thermal distribution, Chap. 3} \\
P_i, Q_i & \quad \text{projectors, all chapters} \\
P^\ell_j & \quad \text{history proj. representing alternative } j_\ell \text{ time } t_\ell, \text{ Chap. 4,5,6,7} \\
\hat{P}^\ell_j & \quad \text{history proj. representing coarse-grained alternative } j_\ell \text{ time } t_\ell, \text{ Chap. 4} \\
\hat{P}^{\ell}_{j_\ell} & \quad \text{history proj. representing f-grained alternative } j_\ell \text{ time } t_\ell, \text{ Chap. 4} \\
\Pi & \quad \text{projective measurement map, Chap. 1.2,3} \\
q & \quad \text{position coordinate of the kicked rotor, Chap. 6,7} \\
q(t), (Q(t)) & \quad \text{generalized coordinate (of neglected DOFs), Chap. 4} \\
Q_2, QS & \quad \text{two-point (multipartite) quantum correlations, Chap. 2} \\
Q(A|B) & \quad \text{measure of discord with measurements on } B, \text{ Chap. 1} \\
r & \quad \text{single-mode squeezing parameter, Chap. 3} \\
R & \quad \text{register, Chap. 5} \\
R & \quad \text{quantum kicked rotor, Chap. 6,7} \\
R_1 & \quad \text{randomness in the dynamics, Chap. 6} \\
R_2 & \quad \text{randomness in the measurements, Chap. 6} \\
Re & \quad \text{real part, all chapters} \\
R_M & \quad \text{monogamy ratio, Chap. 2} \\
\mathcal{R} & \quad \text{entanglement range, Chap. 2} \\
\varrho & \quad \text{density matrix, all chapters} \\
\varrho_0 & \quad \text{initial state, all chapters} \\
\varrho^{(h)} & \quad \text{mixed state in Heisenberg notation, Chap. 4,5} \\
\varrho_{X|j} & \quad \text{conditional density matrix of } X \text{ given outcome } j, \text{ Chap. 1,2,3} \\
\varrho_X & \quad \text{time-averaged density matrix of } X, \text{ Chap. 7} \\
S & \quad \text{system label of } \varrho, \text{ all chapters} \\
S(\varrho) & \quad \text{von Neumann entropy of } \varrho, \text{ all chapters} \\
S(\varrho||\sigma) & \quad \text{quantum relative entropy, all chapters} \\
S(A|B) & \quad \text{quantum conditional entropy of } A \text{ given } B, \text{ Chap. 1} \\
S(A|\Pi^B) & \quad \text{quantum conditional entropy } A \text{ given a measurement } \Pi^B \text{ on } B, \text{ Chap. 1} \\
S(A|\Phi^B) & \quad \text{quantum conditional entropy } A \text{ given a POVM } \Phi^B \text{ on } B, \text{ Chap. 1} \\
S(\gamma) & \quad \text{squeezing operator, Chap. 3} \\
\Sigma & \quad \text{set of quantum histories, all chapters} \\
\mathcal{S} & \quad \text{action, Chap. 4} \\
\sigma_{x,y,z} & \quad \text{Pauli matrices, all chapters}
\end{align*}
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\[ \sigma_X \] covariance matrix of \( X \), Chap. 3

\[ t \] time, all chapters

\[ t_\ell \] intermediate time in history, \( 1 \leq \ell \leq N \), all chapters

\[ T \] temperature, Chap. 1, 2, 3

\[ \mathcal{T} \] kicked rotor period, Chap. 6, 7

\[ \mathcal{T} \] classical dynamical evolution, Chap. 5

\[ \text{Tr} \] trace, all chapters

\[ \theta \] angle defining qubit basis in XY (or XZ) plane, Chap. 7

\[ \tau_D \] decoherence time, Chap. 4, 7

\[ \tau_n \] dephasing time, Chap. 7

\[ u \] on-site repulsion, Chap. 2

\[ U, V, W \] unitary operators, all chapters

\[ U(\phi) \] two-mode mixing operator, Chap. 3

\[ \mathcal{U}(d) \] unitary group, all chapters

\[ x(t) \] (generalized) coordinate of system, Chap. 4

\[ X_i^{\alpha\beta} \] Hubbard-like projection operator \( |\alpha_i\rangle_i \langle \beta_i| \), Chap. 2

\[ \chi \] characteristic function, Chap. 3

\[ |\chi\rangle, |\chi'\rangle \] path-projected states, Chap. 6

\[ W_g(d, \sigma \tau^{-1}) \] Weingarten function, Chap. 6

\[ \uparrow, \downarrow \] spin up/spin down, Chap. 2

\[ |\psi_0\rangle \] initial state, all chapters

\[ |\psi^{(h)}\rangle \] state in Heisenberg notation, Chap. 4, 5
Chapter 1

An introduction to quantum discord

1.1 Introduction

There are two points at which quantum mechanics radically departs from the classical picture of physics. The first, by far more popularized, is the impossibility to simultaneously assign values to all observables of a system (“Heisenberg’s uncertainty principle”), which compels a probabilistic account of physics. The second are the collective properties of compound quantum systems. The most important example thereof are the symmetries obeyed by identical particles, which play a crucial role in the organization and behavior of matter. Another example, perhaps equally relevant, is the existence of several types of quantum correlations between different parts of a system. Although the study of quantum correlations has met changing fortunes in the course of time, the global trend has been one of growth in importance and attention.

The field originated in the 1930es and flourished in the 1950es, when it was still considered of merely foundational interest. Several physicists at that time believed that quantum mechanics should be ultimately reduced to classical mechanics, by virtue of a local hidden variable model that might explain quantum indeterminacy in terms of ignorance of some relevant variables. Much effort was payed to confirm or disprove this intuition. Quantum entanglement, a form of quantum correlation, was soon recognized as a key concept that might tip the scales against a reduction of quantum to classical mechanics. Indeed, in the 1960es it was proved that entanglement is tied to the so-called nonlocality of quantum mechanics, as discussed in the seminal work by John Bell. The discovery of nonlocality severely diminished the appeal of local hidden variable models.

But not only could quantum correlations explain why quantum mechanics is not reducible to classical mechanics. In the 1980es, they were used as the picklock that opened the door to the quite opposite goal of reducing classical mechanics to quantum mechanics. The theory of decoherence showed that correlations between quantum systems and their environment are essential to explain the emergence of classical reality.
from a quantum substrate.

In the early 1990s, the spring of quantum information theory projected quantum correlations out of the niche of foundational topics, for it was suddenly realized that quantum correlations are powerful in affecting the way information can be manipulated and transmitted by quantum systems. In fact, quantum correlations became the fundamental resource allowing for novel communicational and computational tasks at the quantum level: quantum computation, teleportation, dense coding. Finally, in the last decade quantum correlations have acquired a more central status in condensed matter theory, as a relevant concept to explain so-called new phases of matter.

Correlations reflect the fact that the information contained in the global state of a system is not equivalent to the information contained in the local states of its subsystems taken separately. The ability to perform global operations that jointly involve all subsystems or the availability of communication between subsystems allows for ways of encoding and decoding information beyond what can be achieved by means of separate local operations on each subsystem. What characterizes quantum correlations, as opposed to other (classical) types of correlations, is the quantum nature of the global operations and/or the type of communication involved.

Traditionally, quantum information theory has focused on entanglement, that distinguishes states that can be prepared by local quantum operations and classical communication (LOCC) from those whose preparation requires global quantum operations or, equivalently, perfect quantum communication. In the last years, a novel view of quantum correlations has emerged, based on the fundamental role bestowed on measurements rather than preparation. The essential idea that correlations can be unstable under decoherence induced by local measurements has led to the concept of quantum discord.

For pure states, entanglement and discord coincide, and they are simply related to the algebraic structure of the states. The complex, but interesting case is that of mixed states, where entanglement and discord differ in nontrivial ways. A better understanding of this difference is important to clarify the quantum aspect of correlations and delineate the boundary between classical and quantum physics. Moreover, discord has prompted an extended research effort aimed at elucidating the role of quantum correlations in mixed state quantum information processing. This chapter provides an introduction to quantum discord. I do not aim at a fully comprehensive review of the subject (which can be found elsewhere, e.g. in [25]), but only at a short (and highly personal) summary that may provide the reader with sufficient knowledge to understand later chapters. In § 1.2 I will introduce quantum discord by showing its genesis within the theory of decoherence. In § 1.3 I will present a more information-theoretical derivation of discord, which will allow to define classical correlations. Moreover, I will discuss properties of discord and classical correlations and their possible generalizations to the case of general measurements and multipartite systems. § 1.4 discusses the relevance of discord in quantum information processing. Throughout the chapter, I assume that the reader is familiar with the concepts of subsystems, Shannon and von Neumann entropy, mutual information, entanglement, LOCC, entanglement monotones. The reader who is not familiar with these concepts can read the background section § 1.5 where they are explained.
1.2 Einselection, local measurements and correlations

The fundamental idea by Zurek [26] was that entanglement is not the only possible form of quantum correlation. His pioneering work led to a novel view of quantum correlations, based on measurements rather than preparations. Although Zurek’s idea was introduced in the context of measurement theory, it is of much wider applicability. In measurement theory, one focuses on correlations between a system $S$ under observation and an “apparatus” $A$. The process of measurement requires an interaction between the two, leading to a correlated state. Correlations can be regarded as a system become univocally correlated with corresponding states.

Assuming that $S$ and $A$ interact unitarily, entanglement between the two is established. The fundamental idea by Zurek [26] was that entanglement is not the only possible form of quantum correlation. His pioneering work led to a novel view of quantum decoherence. In measurement theory, one focuses on correlations between a system $S$ under observation and an “apparatus” $A$. The process of measurement requires an interaction between the two, leading to a correlated state. Correlations can be regarded as a system become univocally correlated with corresponding states $|a_j\rangle$ of the apparatus.

Assuming that $S$ and $A$ interact unitarily, entanglement between the two is established. The $SA$ state can be written as:

$$|\psi\rangle_{SA} = \sum_i \alpha_i |s_i\rangle |a_i\rangle$$  \hspace{1cm} (1.1)

where $|s_i\rangle$ and $|a_i\rangle$ are orthogonal bases of $S$ and $A$ respectively. Contrary to appearances, Eq. (1.1) cannot be seen as a measurement of $F$. Indeed, $|\psi_{SA}\rangle$ reflects the so-called basis ambiguity problem that we already noticed discussing the EPR paradox. Correlations between $S$ and $A$ can be expressed in several bases, not only in the preferred basis corresponding to the eigenbasis of $F$. To see this, consider a change of basis in $S$ induced by a unitary rotation $U$, $|s_i\rangle = \sum_j U_{ij} |\tilde{s}_j\rangle$. The $SA$ state can be rewritten as:

$$|\psi\rangle_{SA} = \sum_{ij} \alpha_i U_{ij} |\tilde{s}_j\rangle |a_i\rangle = \sum_j \beta_j |\tilde{s}_j\rangle |\tilde{a}_j\rangle$$  \hspace{1cm} (1.2)

where $\beta_j |\tilde{a}_j\rangle = \sum_i \alpha_i U_{ij}$ and the $\beta_j$ are fixed by the requirement that the $|a_i\rangle$ be normalized. Then $|\tilde{a}_j\rangle$ is a new (not necessarily orthogonal) basis of $A$. If the $|a_i\rangle$ are sufficiently distinguishable, meaning that $\langle a_i | a_j \rangle \ll 1, \forall i \neq j$, then correlations can be expressed in the $|\tilde{s}_j\rangle, |\tilde{a}_j\rangle$ bases, and the interaction can be fairly seen as a measurement of a different observable with eigenbasis given by $|\tilde{s}_j\rangle$, viz., $G = \sum_j g_j |\tilde{s}_j\rangle |\tilde{s}_j\rangle$. In the extreme case where the state is maximally entangled ($\alpha_i = 1/d, \forall i$), then for any $U$ the new basis $|\tilde{a}_j\rangle$ is orthogonal, hence $SA$ are correlated in any possible basis and their interaction can be seen as a measurement of an arbitrary (rather than a specified) observable. What leads to the overcoming of the basis ambiguity issue is decoherence. The (unavoidable) interaction with external degrees of freedom, usually collectively denoted as called “environment”, has the effect of stabilizing the correlation in a given preferred basis. The effect of interaction with the environment $E$ is that different states of $SA$ become correlated with (quasi) orthogonal states of $E$. As a result, the reduced $SA$ state evolves into an incoherent mixture,

$$g_{SA} = \sum_{ij} \alpha_i \alpha_j |s_i\rangle \langle a_i | a_j\rangle$$

Now correlations cannot be expressed in a different basis: they are unambiguously fixed in the $|s_i\rangle, |a_i\rangle$ basis. This process through which the environment selects a preferred basis is called environment-induced superselection or einselection. Once einselection has happened, the state of the apparatus can be consulted in the preferred basis.
leaving it unperturbed: if we perform an orthogonal measurement of \( A \) in the \( |\alpha_i\rangle \) basis, \( P^A_i = |\alpha_i\rangle\langle \alpha_i| \), then we have \( \Pi^A_i(\hat{\varrho}_{SA}) = \hat{\varrho}_{SA}^i \) where \( \Pi^A \) is the quantum operation corresponding to the orthogonal measurement, \( \Pi^A(\varrho) \equiv \sum_i P^A_i \varrho P^A_i \). Moreover, \( \hat{\varrho}_{SA}^i \) is also stable under further interaction with \( \mathcal{E} \), whose net effect on \( SA \) is the same as that of an orthogonal measurement \( P \) (the environment can be thought of as effectively acting as a measuring device). Thus we are left with correlations that are stable under environmental perturbation and repeated measurement.

Einselection decreases correlations between \( S \) and \( A \), as measured by the quantum mutual information \( I(S : A) \) (Eq. 1.91). Indeed, we have

\[
I(S : A) = 2 \sum_i |\alpha_i|^2 \log |\alpha_i|^2, \quad I'(S : A) = \sum_i |\alpha_i|^2 \log |\alpha_i|^2
\]

Hence, \( I(S : A) > I'(S : A) \). However, the additional correlations present in \( \hat{\varrho}_{SA} \) have the drawback of being unstable under measurement and/or environmental perturbation. This feature is recognized as a quantum effect. Classically, when locally probing a subsystem we do not alter its correlations with the rest of the system. The instability of correlations under local measurement is a purely quantum phenomenon. The excess correlations that are disrupted by any local measurement define a peculiar kind of quantum correlation, that has been called quantum discord.

To introduce its formal definition, let us now leave aside the system-apparatus setting and just consider a generic system living in Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \). Assume first that its state be in the form

\[
\hat{\varrho}_{AB} = \sum_{ij} p_{ij} |e_i\rangle_A \langle e_i| \otimes |f_j\rangle_B \langle f_j|
\]

i.e. diagonal in a product eigenbasis \( |e_i\rangle_A \otimes |f_j\rangle_B \). A state in this form is called classically correlated state or simply classical-classical (CC) state. I warn the reader that the terminology “classical state” used in the quantum discord literature may be slightly misleading. The classical aspect of these states resides the structure of correlations. From other standpoints, these states are not classical. In particular, they do not correspond to an embedding of a classical probability distribution in a quantum setting, unless one restricts to an observable algebra of local operations commuting with the state’s eigenbasis. Much less can CC states be considered as a semiclassical approximation, i.e., do not correspond to a suitable quantum approximation of a phase space distribution (like, for instance, coherent states that are often termed “classical states” in the quantum optics literature).

For any CC state, there exist (at least) one pair of local measurements \( P^A \) on \( A \) and \( Q^B \) on \( B \) that leave the total state – and correlations – unchanged. Indeed it is immediately seen that correlations are stable under local measurements in the \( |e_i\rangle_A \langle e_i| \) or \( |f_j\rangle_B \langle f_j| \) basis: upon performing the projective measurements \( P^A_i = |e_i\rangle_A \langle e_i| \) and \( Q^B_j = |f_j\rangle_B \langle f_j| \) then we obtain

\[
\Pi^A(\varrho_{AB}) = \hat{\varrho}_{AB}^i, \quad \Pi^B(\hat{\varrho}_{AB}^i) = \hat{\varrho}_{AB}^i
\]

where again \( \Pi^A(\varrho) \equiv \sum_i P^A_i \varrho P^A_i \) and analogously \( \Pi^B(\varrho) \equiv \sum_j Q^B_j \varrho Q^B_j \). As a consequence \( I(A : B) = I(\Pi^A(\varrho_{AB})) = I(\Pi^B(\varrho_{AB})) \). If a state is not classical,
then there is no pair of local measurements leaving the state unchanged. Here we can
distinguish two cases. The first case is that of states that are “classical” in one of the
two parties. States in the form

$$\rho_{\text{cq}}^{AB} = \sum_i |e_i\rangle_A \langle e_i| \otimes \rho_B$$

or

$$\rho_{\text{qc}}^{AB} = \sum_j \rho_A |j\rangle \langle j| \otimes |f_j\rangle_B \langle f_j|$$

(1.7)

are called classical-quantum (CQ) or quantum-classical (QC) respectively. Such
states are “classical” in one of the parties (B or A respectively), meaning that there
exist a local measurement on that party leaving the states and correlations invariant. It
is sufficient to consider $P$ and $Q$ defined above and get

$$\Pi_A(\rho_{\text{cq}}^{AB}) = \rho_{\text{cq}}^{AB}, \quad \Pi_B(\rho_{\text{qc}}^{AB}) = \rho_{\text{qc}}^{AB}$$

(1.8)

The second case us that of states that are neither CQ nor QC (nor, a fortiori, CC) and
hence are disturbed by any possible local measurement both on A and on B. Such a
disturbance always leads to a decrease in total correlations, as measured by the mu-
tual information. Consider a general $\rho_{AB}$ and a (projective) measurement on party $A$,
$P_i^A = |e_i\rangle_A \langle e_i|$. We get

$$\rho_{AB}' = \Pi_A(\rho_{AB}) = \sum_i |e_i\rangle_A \langle e_i| \otimes \langle e_i| \rho_{AB} |e_i\rangle$$

(1.9)

Let $I(A : B)$ be the mutual information before the measurement, and $I'(A : B)_{\Pi^A}$ the
mutual information after the measurement. We always have

$$I'(A : B)_{\Pi^A} \leq I(A : B)$$

(1.10)

with equality if and only if $\rho^{AB}$ is CQ:

$$I'(A : B)_{\Pi^A} = I(A : B) \Leftrightarrow \rho_{AB} = \Pi_A(\rho_{AB}) \Leftrightarrow \rho_{AB} = \sum_i |e_i\rangle_A \langle e_i| \otimes \rho_{B|i}$$

(1.11)

The proof is postponed to the end of this section. The same results obviously hold true
if a measurement ($\Pi^B$) is performed on party $B$.

### 1.3 Introducing quantum discord

#### 1.3.1 The definition of quantum discord

Excess correlations

The minimal amount of excess correlations that are unavoidably lost in the process of
local measurement defines the quantum discord. If the measured subsystem is A, the
quantum discord $D(B|A)$ is defined as

$$D(B|A) \equiv \min_{\Pi^A}(I(A : B) - I'(A : B)_{\Pi^A}) = I(\rho) - \max_{\Pi^A} I'(A : B)_{\Pi^A}$$

(1.12)
If the measured subsystem is $B$, the quantum discord $D(A|B)$ is defined as

$$D(A|B) \equiv \min_{\Pi_B} (I(\varrho) - I'(A : B)_{\Pi_B}) = I(\varrho) - \max_{\Pi_B} I'(A : B)_{\Pi_B} \quad (1.13)$$

States that are not CC have a non-vanishing value of either $D(B|A)$ or $D(A|B)$ and they are termed discordant with respect to measurements on $A$ or $B$ respectively. It has been proven [35] that discordant states are dense in the set of all mixed states, which a fortiori implies that almost all states are discordant. Notice that “almost all” refers to a mathematical framework where all states are granted equal a priori probability, in the same sense that almost all pure states are entangled. In reality, decoherence is ubiquitous and hence it is nontrivial to create states with a high amount of discord (or entanglement) in the lab (i.e., in the lab probabilities are biased in favor of classical states).

It is in general very hard to explicitly perform the maximization required by the above definition. So far, analytic solutions have been obtained only for finite-dimensional $2 \otimes 2$ [52, 53, 54, 55] and $2 \otimes d$ [56, 57, 58] systems, as well as two Gaussian modes in the continuous variable setting [59, 60].

Quantum generalizations of the mutual information

We have just introduced discord as the difference in the total correlations before and after a local measurement. The name discord, though, stems from a different interpretation of the same quantity which was also originally given by Zurek: the difference, or failure to agree, of two quantum generalizations of the mutual information. Let $p_{AB}$ be the joint probability distribution of random variables $A$ and $B$, and $p_A, p_B$ the marginal distributions of $A$ and $B$. Classically, the conditional entropy as of $A$ given $B$ is defined as

$$h(p_A|p_B) \equiv h(p_{AB}) - h(p_B) \quad (1.14)$$

where $h$ is the Shannon entropy (Eq. 1.88). The conditional entropy measures the residual uncertainty on variable $A$ once $B$ is known. The classical mutual information $I(A : B) = h(p_A) + h(p_B) - h(p_{AB})$ can thus be rewritten as

$$I(A : B) = h(p_A) - h(p_A|p_B) \quad (1.15)$$

Zurek noticed that we obtain two different quantities when we try to define a quantum mutual information by generalizing Eqs. (1.87) or (1.15). Starting from (1.87) and following the conventional prescription of replacing probability distributions with density matrices and Shannon entropies with von Neumann entropies, we just obtain the standard definition of quantum mutual information, $I(\varrho_{AB}) = S(\varrho_A) + S(\varrho_A) - S(\varrho_{AB})$. It is less straightforward to “quantize” Eq. (1.15). Indeed, if we start from Eq. (1.14) and try to define a quantum conditional entropy as

$$S(A|B) \equiv S(\varrho_{AB}) - S(\varrho_B)$$

we obtain a quantity that is unsuitable as a quantum generalization of the conditional entropy. In particular, $S(\varrho_{AB}) - S(\varrho_B)$ can be negative. In fact, its opposite

$$I(A)B \equiv S(\varrho_B) - S(\varrho_{AB}) \quad (1.16)$$
is a well-known quantity in quantum information theory, called coherent information. When $A$ is a purification of $B$ and $B$ is sent across a noisy channel, $I(A|B)$ measures the amount of quantum information that can be reliably transmitted across the channel [116, 117]. Unless $S(A|B) < 0$, no information can be transmitted. More recently, another informational meaning of $S(A|B)$ has been found. It measures the amount of shared entanglement needed to accomplish a protocol of state merging [119] (more in § 1.3.5). When $S(A|B) < 0$, the protocol can be carried out with no entanglement cost and additional gain of $I(A|B)$ units of shared entanglement. Also an interesting thermodynamical meaning of $S(A|B)$ has been found in [131]) as the amount of work needed by an observer $B$ to erase $A$. When $(S(A|B) < 0$, erasure can be effected with a net work gain.

To sum up, $S(A|B)$ is a important and meaningful quantity, that, however, cannot be interpreted as a conditional entropy. Conceptually, conditional entropy should assess the uncertainty about system $A$ once we have information about system $B$. A satisfactory quantum definition can be obtained by adopting an operational approach and recognizing that information about $B$ must be acquired through a physical process, a local measurement process on $B$. Then we consider a measurement $\Pi^B$ on $B$. When outcome $i$ is obtained, the state of $A$ is projected onto

$$\varrho_{A|i} = \frac{1}{p_i} \text{Tr}_B[Q^B_i \varrho_{AB} Q^B_i]$$

(1.17)

with probability $p_i = \text{Tr}_A[Q^B_i \varrho_{AB} Q^B_i]$. Therefore, the average uncertainty about $A$, one we have measured $B$, is given by

$$S(A|\Pi^B) = \sum_i p_i S(\varrho_{A|i})$$

(1.18)

that we may consider as a measurement-dependent conditional entropy. We always have $S(A|\Pi^B) \geq 0$. To remove the dependence on the measurement, one can consider the optimal local measurement on $B$ allowing for the maximal reduction of uncertainty on the state of $A$. We thus define $S(A|B) = \min_{\Pi^B} S(A|\Pi^B)$. Now, a quantum generalization of Eq. (1.15) is achieved as

$$J(A|B) \equiv S(\varrho_A) - \min_{\Pi^B} S(A|\Pi^B)$$

(1.19)

$J(A|B)$ measures the amount of correlations that can be extracted by a local measurement, i.e., the amount of information about $A$ that we can extract via a measurement on $B$. The optimal measurement is the measurement that allows for optimal extraction of information. In general, $I$ and $J$ have different magnitudes. In particular, $J(A|B) \leq I(A : B)$. In fact, one can easily prove (the proof is postponed to the end of this section) that

$$J(A|B) = \max_{\Pi^B} I(A : B)_{\Pi^B}$$

(1.20)

i.e., $J$ corresponds to the (maximum) mutual information after the local measurement on $B$. Therefore the quantum discord $D(A|B)$ can be alternatively defined as the difference between $I$ and $J$,

$$D(A|B) \equiv I(A : B) - J(A|B) = S(\varrho_B) - S(\varrho_{AB}) + \min_{\Pi^B} S(A|\Pi^B)$$

(1.21)
Analogously, the quantum discord $D(B|A)$ can be defined by just swapping the roles of the two subsystems, hence by considering a measurement $\mathcal{P}^A$ on system $A$:

$$D(B|A) \equiv \mathcal{I}(A : B) - \mathcal{J}(B|A) = S(\varrho_A) - S(\varrho_{AB}) + \min_{\Pi^A} S(B|\Pi^A) \quad (1.22)$$

**The pure state case**

A very simple case is that of pure states. In the Schmidt form (see § 1.5.3) we have $|\psi_{AB}\rangle = \sum_i \lambda_i |e_i\rangle_A |f_i\rangle_B$. Upon locally measuring $A$ in the Schmidt basis $P_i^A = |e_i\rangle\langle e_i|$, or $B$ in the Schmidt basis $Q_j^B = |f_j\rangle\langle f_j|$, we get

$$S(B|\Pi^A) = 0, \quad S(A|\Pi^B) = 0 \quad (1.23)$$

Thus we simply obtain

$$\mathcal{J}(B|A) = S(\varrho_A) = S(\varrho_B), \quad \mathcal{J}(A|B) = S(\varrho_A) = S(\varrho_B) \quad (1.24)$$

The discord is simply evaluated as

$$D(A|B) = D(B|A) = S(\varrho_A) = S(\varrho_B) \quad (1.25)$$

Then for pure states the discord is symmetric and it coincides with the entanglement entropy.

**Asymmetry of discord**

In general, the discord is non-symmetric under the exchange of the measured parties, i.e. $D(A|B) \neq D(B|A)$. Since $\mathcal{I}(A : B) = S(\varrho_{AB}||\varrho_A \otimes \varrho_B)$, we can write

$$D(B|A) = \min_{\Pi^A} \left( S(\varrho_{AB}||\varrho_A \otimes \varrho_B) - S(\Pi^A(\varrho_{AB})||\Pi^A(\varrho_A) \otimes \varrho_B) \right)$$

$$D(A|B) = \min_{\Pi^B} \left( S(\varrho_{AB}||\varrho_A \otimes \varrho_B) - S(\Pi^B(\varrho_{AB})||\varrho_A \otimes \Pi^B(\varrho_B)) \right)$$

In the special case in which the parties are symmetric, $\varrho_A = \varrho_B$, the discord and the classical correlations are symmetric too and we can write

$$D(A : B) \equiv D(A|B) = D(B|A), \quad \mathcal{J}(A : B) \equiv \mathcal{J}(A|B) = \mathcal{J}(B|A) \quad (1.26)$$

In the general case, a symmetric version of discord can be defined by taking measurements on both sides $A$ and $B$ and looking at the mutual information before and after the paired measurements:

$$D(A : B) = \min_{\Pi^A, \Pi^B} \left( \mathcal{I}(A : B) - \mathcal{I}' (A : B)_{\Pi^A, \Pi^B} \right) = \min_{\Pi^A, \Pi^B} \left( S(\varrho_{AB}||\varrho_A \otimes \varrho_B) - S(\Pi^A \otimes \Pi^B(\varrho_{AB})||\Pi^A(\varrho_A) \otimes \Pi^B(\varrho_B)) \right) \quad (1.27)$$

This equation can be also rearranged as

$$D(\varrho_{AB}) = \min_{\Pi^A, \Pi^B} \left( S(\varrho_{AB}||\Pi^A \otimes \Pi^B(\varrho_{AB})) - S(\varrho_A||\Pi^A(\varrho_A)) - S(\varrho_B||\Pi^B(\varrho_B)) \right) \quad (1.28)$$
Finally, recall that the strong subadditivity of entropy [120] implies
\[ I = \sum_{jk} |\langle ej | \rho_{AB} | ek \rangle| \times (|\langle ej | \rho_{C} | gk \rangle| \times |\langle gk | \rho_{C} \rangle|) \]
(1.29)
and we can obtain \( \rho'_{AB} \) as a partial trace over \( C \). \( \rho'_{AB} = \text{Tr}_C[\rho'_{ABC}] \). Upon taking the partial trace of \( \rho'_{ABC} \) over \( B \) we get:
\[ \rho'_{AC} = \sum_{jk} \langle ej | \rho_A | ek \rangle \times (|\langle ej | \rho_C | gk \rangle| \times |\langle gk | \rho_C \rangle|) \]
(1.30)
We have the following relations:
\[ S(\rho'_{ABC}) = S(\rho_{AB}) \]  
(1.31)
\[ S(\rho'_{AC}) = S(\rho_A) \]  
(1.32)
\[ S(\rho'_{B}) = S(\rho_B) \]  
(1.33)
To prove (1.31), expand \( \rho_{AB} \) in its eigenbasis \( \rho_{AB} = \sum_{m} \lambda_m |v_m\rangle \langle v_m| \). Then
\[ \rho'_{ABC} = \sum_{jk} \lambda_m |e_j\rangle \langle e_k| \times (|\langle e_j | \rho_C | gk \rangle| \times |\langle gk | \rho_C \rangle|) \]
\[ = \sum_{m} \lambda_m |u_m\rangle \langle u_m| \]
where we defined the orthogonal vectors \( |u_m\rangle \langle u_m| \). To prove (1.32), expand \( \rho_A \) in its eigenbasis \( \rho_A = \sum_{n} \mu_n |w_n\rangle \langle w_n| \). Then
\[ \rho'_{AC} = \sum_{jk} \mu_n |e_j\rangle \langle e_k| \times (|\langle e_j | \rho_C | gk \rangle| \times |\langle gk | \rho_C \rangle|) \]
\[ = \sum_{n} \mu_n |v_n\rangle \langle v_n| \]
where we defined the orthogonal vectors \( |v_n\rangle \langle v_n| \). To prove (1.33), just notice that \( \rho'_B = \rho_B \) (a local measurement on \( A \) cannot alter the reduced state on \( B \)). Finally, recall that the strong subadditivity of entropy [120] implies
\[ S(\rho'_{ABC}) + S(\rho'_A) \leq S(\rho'_{AC}) + S(\rho'_{AB}) \]  
(1.34)
Hence, by using all above relations we conclude that \( I(\rho_{AB}) \leq I(\rho'_{AB}) \).
\[ I(\rho_{AB}) = S(\rho_B) + S(\rho'_A) - S(\rho'_{AB}) = S(\rho_B) + S(\rho'_A) - S(\rho'_{AB}) \leq S(\rho_B) + S(\rho'_A) - S(\rho'_{AB}) \]
In the second line we have used (1.33) and (1.34), in the third line we have used (1.32) and (1.31).

Let us now inquire when the above inequality is saturated, i.e., when \( I(\rho_{AB}) = I(\rho'_{AB}) \) holds. Clearly, the inequality is saturated only if the state \( \rho'_{ABC} \) introduced above saturates the strong
subadditivity inequality. Now, it is known from Refs. [121] that a necessary and sufficient condition for saturation is that there exist a decomposition of $\mathcal{H}_A$ as

$$\mathcal{H}_A = \bigoplus_\alpha \mathcal{H}_{\alpha L} \otimes \mathcal{H}_{\alpha R}$$

such that $\varrho'_{ABC}$ is in the form

$$\varrho'_{ABC} = \sum_\alpha \lambda_\alpha \varrho_{B|\alpha} \otimes \varrho_{AC|\alpha}$$ (1.35)

where $\lambda_\alpha$ is a probability distribution. Since $\varrho'_{ABC}$ is invariant under exchange of $A$ and $C$, we must also have a decomposition $\mathcal{H}_C = \bigoplus_\alpha \mathcal{H}_{\alpha L} \otimes \mathcal{H}_{\alpha R}$ such that

$$\varrho'_{ABC} = \sum_\alpha \mu_\alpha \varrho_{B|\alpha} \otimes \varrho_{AC|\alpha}$$ (1.36)

where $\mu_\alpha$ is a probability distribution. If both (1.35) and (1.36) hold, we must have:

$$\varrho'_{ABC} = \sum_\alpha \lambda_\alpha \varrho_{B|\alpha} \otimes \varrho_{AC|\alpha}$$ (1.37)

i.e. the state is separable between $AC$ and $B$. Moreover, because of the orthogonality of the blocks $\alpha$ we must have $\varrho_{AC|\alpha} = \Pi_\alpha \varrho_{AC|\alpha} \Pi_\alpha$, where

$$\Pi_\alpha = \sum_\ell \langle e_\alpha \ell | A \rangle e_\alpha \ell \langle e_\alpha \ell | \otimes \langle g_\alpha \ell | C \rangle g_\alpha \ell \langle g_\alpha \ell |$$ (1.38)

and $\sum_\alpha \langle e_\alpha \ell | e_\alpha \ell \rangle = 1$ (we have relabeled the $|e_j\rangle$ as $|e_\alpha \ell \rangle$ to explicitly distinguish those belonging to different blocks $\alpha$). Therefore,

$$\varrho'_{ABC} = \sum_{\alpha \ell m} \lambda_\alpha \varrho_{A|\alpha}^{\ell m} | e_{\alpha \ell m} \rangle \langle e_{\alpha \ell m} | A \rangle e_{\alpha \ell m} \langle e_{\alpha \ell m} | \otimes \varrho_{B|\alpha} \otimes | g_{\alpha \ell m} \rangle C \langle g_{\alpha \ell m} |$$ (1.39)

Upon tracing out $C$ we obtain

$$\varrho'_{AB} = \sum_{\alpha \ell} \lambda_\alpha \varrho_{A|\alpha}^{\ell} | e_{\alpha \ell} \rangle \langle e_{\alpha \ell} | A \rangle e_{\alpha \ell} \langle e_{\alpha \ell} | \otimes \varrho_{B|\alpha}$$ (1.40)

Upon undoing the measurement, we get,

$$\varrho_{ABC} = \sum_{\alpha \ell m} \lambda_\alpha \varrho_{A|\alpha}^{\ell m} | e_{\alpha \ell m} \rangle \langle e_{\alpha \ell m} | A \rangle e_{\alpha \ell m} \langle e_{\alpha \ell m} | \otimes \varrho_{B|\alpha} \otimes | 0 \rangle C \langle 0 |$$ = (1.41)

$$= \sum_{\alpha} \lambda_\alpha \varrho_{A|\alpha} \otimes \varrho_{B|\alpha} \otimes | 0 \rangle C \langle 0 |$$

hence, by tracing out $C$, we obtain

$$\varrho_{AB} = \sum_{\alpha} \lambda_\alpha \varrho_{A|\alpha} \otimes \varrho_{B|\alpha}$$ (1.42)

We can diagonalize $\varrho_{B|\alpha}$ as

$$\varrho_{B|\alpha} = \sum_{\ell} \nu_{\alpha \ell} | u_{\alpha \ell} \rangle A \langle u_{\alpha \ell} |$$ (1.43)
where for any fixed $\alpha$ the $|u_{\alpha l}\rangle_A$ are linear combinations of the $|e_{\alpha l}\rangle_A$, and get
\[ \rho_{AB} = \sum_{\alpha l} \lambda_{\alpha l} |u_{\alpha l}\rangle_A \langle u_{\alpha l}| \otimes \rho_B|_{\alpha} \] (1.44)

By just relabeling, we finally get:
\[ \rho_{AB} = \sum_j p_j |u_j\rangle_A \langle u_j| \otimes \rho_{Bj} \] (1.45)

Thus $\rho_{AB}$ is a QC state. The $\rho_{Bj}$ are equal for all $j$ corresponding to the same block $\alpha$. If some block $\alpha$ is more than one-dimensional, then any measurement in the subspace identified by $\alpha$ attains zero discord. More in general, any measurement $\Pi = \{P_j\}$ whose projectors commute with the block structure, $[P_j, \Pi_\alpha]$, $\forall j, \alpha$ attains zero discord.

1.3.2 Classical correlations

The quantum discord $D(A|B)$ ($D(B|A)$) has been defined as the amount of excess correlations in $I(A:B)$ that are unavoidably lost if a local measurement is performed on $B$ ($A$). The correlations that are stable under repeated measurements are given by $J(A|B)$ ($J(B|A)$) and they are called classical correlations. Such a denomination is justified by several considerations. First, Henderson and Vedral [27] derived formula (1.19) while trying isolate the “classical part” of total correlations in $I$. In particular, they required that a good measure of classical correlations $J(A|B)$ satisfy the following properties:

1. $J(A|B) \geq 0$ and $J(A|B) = 0$ for product states
2. $J(A|B)$ is invariant under local unitaries $U_A \otimes U_B$
3. $J(A|B)$ is non-increasing under local operations
4. $J(A|B) = E_E(\rho)$ for pure states

that coincide with those of an entanglement measure (see § 1.5.5), except for point 3. Point 1 is obvious. Point 2 is required because a local change of basis should not affect correlations. Point 3 is natural because classical correlations should not increase under local operations, but may be legitimately increased by classical communication, contrary to an entanglement measure. Point 4 is justified by the observation that total correlations for pure states are given by $I(A:B) = 2E_E(\rho)$, while the quantum part of correlations should correspond to the entanglement $E_E(\rho)$: thus classical correlations should amount to the difference.

The classical correlations $J(A|B)$ represent the maximum amount of correlations that can be distributed among many parties by classical means (LOCC). Assume $\rho_{AB}$ is a correlated state, and we have $n$ other systems $C_1, \ldots, C_n$, initially uncorrelated with $AB$. If we can use only LOCC among $B, C_1, \ldots, C_n$, then the maximum amount of correlations between $A$ and each of the $B, C_1, \ldots, C_n$ is given by $J(A|B)$, as proven by Zurek [44]. In the limit $n \to \infty$, even allowing quantum communication among the $B, C_1, \ldots, C_n$, does not change the picture. As a consequence, only if $\rho_{AB}$ is QC (classical in $B$) can we distribute the entirety of correlations with $A$, measured
by $\mathcal{I}(A : B)$ to additional parties $C_1, \ldots, C_n$. The classical correlations represent the amount of correlations that can be shared among arbitrarily many parties. This result, which pinpoints a limitation on the sharability of correlations, is in agreement with other results. For instance, the no-local-broadcasting theorem [43] states that only CC states can be locally “duplicated” (formally: given a state $\varrho_{AB}$, there exists a state $\sigma_{AB} \sigma_{B'B'}$ with $\mathcal{I}(\sigma_{AB}) = \mathcal{I}(\sigma_{A'B'}) = \mathcal{I}(\varrho_{AB})$, that can be obtained from $\varrho_{AB}$ by means of local operations, if and only if $\varrho_{AB}$ is CC).

### 1.3.3 Discord for general POVMs

So far, we have defined quantum discord and classical correlations by only considering projective (von Neumann) measurements. More in general, one can allow for generalized local measurements (POVMs), which is equivalent to allowing the use of local ancillas. POVMs $\Phi$ are described by a set of positive operators $\{E_i\}$ with $\sum_i E_i = I$. To any POVM we can associate a quantum operation (see § 1.5.4) by choosing Kraus operators $\{A_i\}$ such that $E_i = A_i^\dagger A_i$. Given a density matrix $\varrho$, the probability of measuring result $i$ is $p_i = \text{Tr}[\varrho E_i]$ and the post-measurement state is $\varrho_i = \sum_i A_i \varrho A_i^\dagger$. The definition of classical correlations and quantum discord are simply replaced by

$$\mathcal{J}(A|B) = S(\varrho_A) - \min_{\Phi^B} S(\varrho_A|\Phi^B), \quad D(A|B) = S(\varrho_B) - S(\varrho_{AB}) + \min_{\Phi^B} S(\varrho_A|\Phi^B)$$

where $\Phi^B = \{E_j^B\}$ is a local POVM on $B$, and analogously for $\mathcal{J}(B|A)$ and $D(B|A)$. Actually, the minimization can be restricted without loss of generality to rank-one POVMs, i.e., POVMs such that all $E_j$ are one-dimensional projectors [65]. Indeed assume that $E_j^B$ can be refined, $E_j = \sum_k E_k^B$. The refined post-measurement reduced states on $A$ are $\varrho_{A|jk} = \frac{1}{p_{jk}} \text{Tr}_B[\varrho_{AB} E_{jk}]$ with $p_{jk} = \text{Tr}[\varrho_{AB} E_{jk}]$. We have

$$\varrho_{A|j} = \frac{1}{p_j} \text{Tr}_B[\varrho_{AB} E_j] = \sum_k \frac{p_{jk}}{p_j} \text{Tr}_B[\varrho_{AB} E_{jk}]$$

where $p_{k|j} = \frac{p_{jk}}{p_j}$. Then we obtain

$$S(\varrho_A|\Phi^B) = \sum_j p_j S(\varrho_j^A) = \sum_j p_j S(\sum_k p_{k|j} \varrho_{A|jk})$$

By the concavity of von Neumann entropy, we get

$$S(\varrho_A|\Phi^B) \geq \sum_{jk} p_{jk} p_{k|j} S(\varrho_{A|jk}) = \sum_{jk} p_{jk} S(\varrho_{A|jk})$$

Thus the refined POVM can only decrease the value of conditional entropy. Since any POVM can be written in terms of its eigendecomposition, the minimum conditional entropy is attained on a rank-1 POVM. Furthermore, $S(\varrho_A|\Phi^B)$ is concave on the set of POVMs. If $E_j^B = \lambda E_{\alpha,j}^B + (1 - \lambda) E_{\beta,j}^B$, we have

$$p_j \varrho_{B|j} = \lambda p_{\alpha,j} \varrho_{\beta|j} + (1 - \lambda) p_{\beta,j} \varrho_{\beta|j}, \quad p_j = p_{\alpha,j} + p_{\beta,j}$$
Then by using again the concavity of von Neumann entropy we get
\[ S(A|\Phi^B) \geq S(A|\Phi^{B,\alpha}) + S(A|\Phi^{B,\beta}) \]
As a consequence, the minimum is attained on extremal points of the convex set of POVMs. In the case of rank-1 POVMs, a necessary and sufficient condition for extremality is that the set of \( E_j \) be linearly independent [126].
One may ask whether the minimization over all POVMs leads to a significantly lower value of the conditional entropy. In Ref. [61], it was shown that the difference between the minimum over projective measurements and the minimum over all POVMs is very small (or the order \( 10^{-3} \)), at least for two-qubit states.

1.3.4 Measures of discord
Entanglement is regarded as a property of all entangled states, regardless of the specific measure (entanglement monotone) used to quantify it. In full analogy, all discordant states are characterized by a property – having excess quantum correlations that are lost under local measurements, independent of how they are measured. Unfortunately, in the literature this property is simply referred to as discord, with a patent abuse of terminology because discord also designates a specific measure of nonclassical correlations. Henceforth, we will follow the literature use the word discord also. With this proviso, we may say that all discordant states have some discord, that may be assessed via measures of discord. Paralleling the definition of entanglement monotones (see § 1.5.5), we may require measures of discord \( Q(A|B) \) to satisfy a minimal set of properties. If only one party (\( B \)) is measured, a convenient list of properties is given by
1. \( Q(A|B) \geq 0 \) and \( Q(A|B) = 0 \) for all \( CQ \) states
2. \( Q(A|B) \) is invariant under local unitaries \( U_A \otimes U_B \)
3. \( Q(A|B) \) is non-increasing under local operations on \( A \)
4. \( Q(A|B) = E_{E}(\varrho) \) for pure states

If both parties are measured, we ought to replace 1. with 1\( ^{(b)} \): \( Q = 0 \) for \( CC \) states and 3. with 3\( ^{(b)} \): \( Q \) is non-increasing under local operations.
Among the proposed measures of discord, we have the relative entropy of discord [29]
\[ D_S(A|B) \equiv \inf_{\varrho_{qc} \in QC} S(\varrho_{AB}||\varrho_{qc}) \] (1.46)
defined as the minimum statistical distance between a state \( \varrho \) and a classical state \( \varrho_{qc} \).
Upon considering the geometric distance induced by the trace norm (instead of an entropic distance) one obtains a widely used measure of discord called geometric discord [29]
\[ D_G(A|B) \equiv \inf_{\varrho_{qc} \in QC} ||\varrho_{AB} - \varrho_{qc}||^2 \] (1.47)
Surprisingly, it was proven in [30] that the same measure of geometric discord can be obtained upon minimization with respect to local (orthogonal) measurements
\[ D_G(A|B) = \inf_{\Pi_A} ||\varrho_{AB} - \Pi_A(\varrho_{AB})||^2 \]
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However, the geometric discord does not satisfy 3), as proved in [31], and, hence, is considered by many Authors as a bad measure of quantum correlations.

Another measure of discord is based on the fact, first highlighted in [40], that discordant states are such that any local measurement probing the system necessarily creates entanglement between the system and the external apparatus that realizes the measurement. Thus generic quantum correlations can be activated into entanglement [41]. The entanglement created in the local measurement can be measured by the negativity. Upon minimizing the system-apparatus negativity over all possible local measurements one obtains a measure of quantum correlations called negativity of quantumness [41, 42].

Before closing this paragraph, let us comment on 3. If the measured party is $B$, often a local operation on $B$ can create discord [46]: for example consider a $2 \otimes 2$ system and an operation $\Lambda_B$ acting as

$$\Lambda_B |0\rangle_B \langle 0| = |0\rangle_B \langle 0|, \quad \Lambda_B |1\rangle_B \langle 1| = |+\rangle_B \langle +|$$

(as usual, $|+\rangle_B = \frac{1}{\sqrt{2}}(|0\rangle_B + |1\rangle_B)$). This map can be realized by introducing an ancilla $B_1$ in the state $|0\rangle_{B_1}$, performing a unitary $U_\Lambda$ on $BB_1$ such that

$$U_\Lambda |0\rangle_B |0\rangle_{B_1} = |0\rangle_B |0\rangle_{B_1}, \quad U_\Lambda |1\rangle_B |0\rangle_{B_1} = |+\rangle_B |1\rangle_{B_1}$$

and finally tracing out the $B_1$. Under $\Lambda$ the CC state

$$\frac{1}{2} (|0\rangle_A \langle 0| \otimes |0\rangle_B \langle 0| + |1\rangle_A \langle 1| \otimes |1\rangle_B \langle 1|) \quad (1.48)$$

is mapped into the state

$$\frac{1}{2} (|0\rangle_A \langle 0| \otimes |0\rangle_B \langle 0| + |1\rangle_A \langle 1| \otimes |+\rangle_B \langle +|) \quad (1.49)$$

that has non-vanishing discord $D(A|B)$ (while $D(B|A) = 0$). It should perhaps not come as a surprise that quantum correlations are created after a (quantum) operation is performed on the system whose classicality is tested. Of course, local operations do not increase the total amount of correlations (in this case, there is a loss of correlations as measured by the quantum mutual information). By correlating $B$ with a local ancilla that is later discarded, some of the $AB$ correlations become inaccessible to local measurements on $B$, so that not all correlations are classical any more. The creation of quantum correlations occurs at the price of a loss of classical correlations (this phenomenon is at the root of quantum data locking [124, 72]). Nevertheless, several Authors consider the increase under local operations as a sign that discord cannot be considered as a true measure of correlations, but only as a measure of the quantumness of the state. Recently, Gessner et al. [45] have proposed a different way to define quantum correlations, based on looking at the operator Schmidt rank of the state. Given local bases $\{A_i\}$ and $\{B_j\}$ of Hermitian operators, any state can be written as

$$\varrho_{AB} = \sum_{ij} M_{ij} A_i \otimes B_j \quad (1.50)$$
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Via the same reasoning used for the Schmidt decomposition of pure states, we can find rotated bases \( \{ E_i \} \) and \( \{ F_j \} \) such that
\[
\rho_{AB} = \sum_{i=1}^{n_s} \lambda_i E_i \otimes F_j
\]
(1.51)
where \( n_s \) is called operator Schmidt rank. CC states are such that \( n_s < \min(d_A, d_B) \).

It can be proved that discordant states that can be locally created from CC states also respect \( n_s < \min(d_A, d_B) \) and are zero-measure in the set of all discordant states. A measure of quantum correlations that does not increase under local operations can be obtained by a suitable function of \( n_s \).

### 1.3.5 Monogamy of discord and Koashi-Winter relation

It is well known that entanglement cannot be shared among many parties: if two systems are maximally entangled, they cannot be entangled with a third system. This property is called monogamy and it is expressed by general inequalities of the type
\[
\mathcal{M}(A : B) + \mathcal{M}(A : C) \leq \mathcal{M}(A : BC)
\]
(1.52)
where \( \mathcal{M} \) is an entanglement measure (see § 1.5.5). In general, contrary to entanglement, discord is non-monogamous. This was revealed by a few studies \[33, 32, 107\], including my work with Paolo Giorda and Arianna Montorsi \[107\], to be presented in later chapters. By means of a general argument, Streltsov et al. \[34\] later proved that monogamy is a property of strictly entangled correlations. Consider a generic measure of discord \( Q(A|B) \) satisfying properties 1., 2. above and

5. \( Q(A|B) \) is invariant under addition of a local ancilla in a pure state on both sides which all meaningful measures of discord satisfy. Assume further that \( Q \) is monogamous,
\[
Q(A|B) + Q(A|C) \leq Q(A|BC)
\]
(1.53)
We can prove that \( Q \) must vanish on separable states, and hence, can be seen as a measure of entanglement. Let \( \rho_{AC} = \sum_i p_i |\psi_i\rangle_A \langle \psi_i| \otimes |\phi_i\rangle_C \langle \phi_i| \) be a general separable state. We can extend \( \rho_{AC} \) as
\[
\rho_{ABC} = \sum_i p_i |\psi_i\rangle_A \langle \psi_i| \otimes |i\rangle_B \langle i| \otimes |\phi_i\rangle_C \langle \phi_i|
\]
The quantity \( Q(A|BC) \) is equal for \( \rho_{ABC} \) and \( \rho'_{ABC} = \sum_i p_i |\psi_i\rangle_A \langle \psi_i| \otimes |i\rangle_B \langle i| \otimes |0\rangle_C \langle 0| \) because \( \rho_{ABC} \) and \( \rho'_{ABC} \) are related by a local (on \( AC \)) unitary and we assume 2). Moreover, since by 5. adding ancilla \( C \) does not alter \( Q \), we must have \( Q'(A|BC) = Q'(A|B) \). Hence because of the monogamy relation (1.53) we must have
\[
Q'(A|B) \geq Q(A|B) + Q(A|C)
\]
But \( Q'(A|B) = Q(A|B) \), whence we infer \( Q(A|C) = 0 \). Since \( \rho_{AC} \) is a general separable state, \( Q \) must vanish on separable states. Even if we discard assumption 5., we can show that \( Q \) must vanish for separable states by making a much weaker assumption:
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6. \( Q(A|B) \) remains finite for a fixed subsystem dimension, \( Q(A|B) < f(d_A) < \infty \) (\( d_A \) is the subsystem dimension and \( f \) a generic function).

Let \( \varrho_{AB} \) be a general separable state. It admits a symmetric extension \( \varrho_{AB_1 \ldots B_n} \) such that \( \varrho_{AB_i} = \varrho_{AB}, \forall i \in \{1 \ldots n\} \). Because of 6., \( Q(A|B_1 \ldots B_n) \) must remain finite for all \( n \), including the limit \( n \to \infty \). Assuming that \( Q \) is monogamous, the relation

\[
Q(A|B_1 \ldots B_n) \geq nQ(A|B), \quad \forall n
\]

must hold. Thus we must have \( D(A|B) = 0 \), lest the last inequality be violated for sufficiently large \( n \).

Although monogamy, Eq. (1.53) does not generally hold for measures of quantum discord, it is possible to find “hybrid” monogamy relations involving a measure of discord and other information-theoretical measures. The most well-known is the Koashi-Winter relation [39] that involves the quantum discord and the entanglement of discord and other information-theoretical measures. The relation can be expressed as

\[
E_F(\varrho_{AB}) \leq D(A|C) + S(A|C) \tag{1.54}
\]

where \( D(A|C) \) is evaluated with respect to all POVM measurements on \( C \). Since

\[
D(A|C) + S(A|C) = \mathcal{I}(A:C) - \mathcal{J}(A|C) + S(\varrho_{AC}) - S(\varrho_A) = S(\varrho_A) - \mathcal{J}(A|C)
\]

Eq. (1.54) can be seen as a monogamy relation involving \( E_F(\varrho_{AB}) \) and the classical correlations \( \mathcal{J}(A|C) \).

\[
E_F(\varrho_{AB}) + \mathcal{J}(A|C) \leq S(\varrho_A) \tag{1.55}
\]

If the \( ABC \) state is a pure tripartite state \( |\psi\rangle_{ABC} \), the above relations hold with equality.

\[
E_F(\varrho_{AB}) = D(A|C) + S(A|C), \quad E_F(\varrho_{AB}) + \mathcal{J}(A|C) = S(\varrho_A) \tag{1.56}
\]

Let us prove (1.56). By using \( \mathcal{J}(A|C) = S(\varrho_A) - \min_{\varrho_C} S(A|C)_{\varrho_C} \), we have to prove

\[
E_F(\varrho_{AB}) = \min_{\varrho_C} S(A|\Psi^C) \tag{1.57}
\]

Let us consider an ensemble \( p_i, |\phi_i\rangle_{AB} \) for \( \varrho_{AB} \) (i.e., \( \varrho_{AB} = \sum_i p_i |\phi_i\rangle_{AB} \langle \phi_i| \)) achieving the minimum of the entanglement of formation,

\[
E_F(\varrho_{AB}) = \sum_i p_i S(\text{Tr}_B[|\phi_i\rangle_{AB} \langle \phi_i|])
\]

There must exist a POVM \( \Psi^C = \{ E_i^C \} \) on \( C \) such that

\[
\text{Tr}_C[|\psi_{ABC}\rangle\langle \psi_{ABC}|] = p_i |\phi_i\rangle_{AB} \langle \phi_i|
\]

(consider e.g. \( E_i = |\psi_i\rangle_C\langle \psi_i| \) where \( \sqrt{p_i}|\psi_i\rangle_C = AB\langle \phi_i|_{ABC} \)). If we neglect system \( B \) and apply \( \Psi^C \) on \( \varrho_{AC} \) we get outcome \( i \) with probability \( p_i \), leaving \( A \) in the conditional state \( \varrho_{Ai} = \text{Tr}_B[|\phi_i\rangle_{AB} \langle \phi_i|] \). We have

\[
E_F(\varrho_{AC}) = \sum_i p_i S(\text{Tr}_B[|\phi_i\rangle_{AB} \langle \phi_i|]) = S(A|\Psi^C) \leq \min_{\varrho_C} S(A|\Psi^C) \tag{1.58}
\]
Conversely, consider a POVM $\Psi^C = \{E^C\}$ achieving the minimum of $S(A|\Phi^C)$. From the above discussion, we can take $\Psi^C$ to be a rank-one POVM. Let us apply $\Psi^C$ to $|\psi_{ABC}\rangle\langle\psi_{ABC}|$. Since $\Psi^C$ is rank-one, we obtain $\text{Tr}_C[E^C_i|\psi_{ABC}\rangle\langle\psi_{ABC}|] = p_i |\phi_i\rangle_{AB}\langle\phi_i|$. Hence we obtain an ensemble $\{p_i, |\phi_i\rangle_{AC}\}$ for $\rho_{AB}$. We must have

$$S(A|\Psi^C) = \sum_i p_i S(\text{Tr}_B[|\phi_i\rangle_{AB}\langle\phi_i|]) \leq \min_{\epsilon} \sum_i p_i E_\epsilon(|\phi_i\rangle_{AB}) = E_F(\rho_{AB})$$

(1.59)

From (1.58) and (1.59) we get the desired result, (1.57). If $\rho_{ABC}$ is not pure, we can always purify it with $\rho_{ABC} = \text{Tr}_D[|\psi_{ABCD}\rangle\langle\psi_{ABCD}|]$. Upon regarding systems $C$ and $D$ as a single system $C'$, we get

$$E_F(\rho_{AB}) = \min_{\Phi^{C'}} S(A|\Phi^{C'})$$

Since $\min_{\Phi^{C'}} S(A|\Phi^{C'}) \leq \min_{\Phi^C} S(A|\Phi^C)$, we get

$$E_F(\rho_{AB}) \leq \min_{\Phi^C} S(A|\Phi^C)$$

hence retrieving (1.55).

Eq. (1.56) can be also used to obtain an operational interpretation of discord as the total entanglement cost in the quantum state merging protocol [48]. The latter is a scheme where two parties $A$ and $B$ are required to swap correlations with a third system $C$ via LOCC. More in detail, starting from a pure state $|\psi_{ABC}\rangle$, the goal is to create a state $|\psi_{B'BC}\rangle$, where $B'$ is a local ancilla on $B$’s side. In general, LOCC on $A$ and $B$ are insufficient to perform the task, and some prior shared entanglement entanglement (in terms of the asymptotic number of singlets) is given by $S(A|B)$. If $S(A|B) \leq 0$, not only does no shared entanglement have to be spent, but the protocol can be carried over obtaining in return an additional amount $-S(A|B)$ of shared entanglement. At the end of the protocol, the initial entanglement between $A$ and $B$ present in $|\psi_{ABC}\rangle$ is completely lost. If we measure such entanglement with the entanglement of formation $E_F(A:B)$, then the total loss of $AB$ entanglement in the state merging protocol is

$$E_F(A:B) - I(A)B = D(A|C)$$

(1.60)

where equality comes from Eq. (1.56). Thus the discord $D(A|C)$ of a state $\rho_{AC}$ acquires an operational interpretation as the total entanglement cost of performing state merging between $A$ and a third party $B$ holding the remainder of a purification $|\psi_{ABC}\rangle$ of $\rho_{AC}$.

We mention for completeness that a different interpretation of discord within a noisy version of the state merging protocol has been given in [50]. We consider state merging between $A$ and $B$ where $A$ is subject to a generic decoherence process, modeled as a quantum operation $\Phi^A$ acting on $A$. $\Phi^A$ can be effectively realized by coupling $A$ to an external ancilla $C$ in some pure state $|0\rangle$ through some unitary $V$ and then tracing out $C$. After action of $\Phi^C$, it can be readily computed that

$$S'(A|B) \equiv S(\rho'_{AB}) - S(\rho'_B) = S(B|\Phi^A)$$
hence the additional entanglement cost due to decoherence on $A$ is given by

$$S'(A|B) - S(A|B) = S(\rho_A) - S(\rho_{AB}) + S(B|\Phi^A)$$  \hspace{1cm} (1.61)

The minimum additional cost over all possible decoherence processes is just the discord $S(\rho_A) - S(\rho_{AB}) + \min_{\frac{C}{\Phi}} S(B|\Phi^A) \equiv D(B|A)$. Since several quantum communication protocols (including teleportation and dense coding) can be derived from the state merging protocol, discord also measures the additional entanglement cost to perform such protocols in the presence of noise [82].

### 1.3.6 Multipartite setting

To conclude this section, we analyze how the previous definitions can be extended to a multipartite setting. A state of an $r$-partite system can be said to be classical in $s \leq r$ parties identified by $C \subseteq \{1, \ldots, r\}$ if it has the form

$$\rho_{1\ldots r} = \sum_{j_1, \ldots, j_r \in C} \sum_{j_{r+1}, \ldots, j_s \in C} p_{j_1 \ldots j_r} |e_{j_1}\rangle_1 \otimes \cdots \otimes |e_{j_s}\rangle_s | \otimes \rho_{j_{s+1} \ldots j_r}$$  \hspace{1cm} (1.62)

In this case, there is an $s$-tuple of local measurements on subsystems $C$ leaving the state (and correlations) unchanged. Such local measurements can be specified $F_j^r = |e_{j_\ell}\rangle_\ell \langle e_{j_\ell}|$ with $\ell = 1, \ldots, s$. A state is classical in all parties if it is in the form

$$\rho_{1\ldots r} = \sum_{j_1 \ldots j_r} p_{j_1 \ldots j_r} |e_{j_1}\rangle_1 \otimes \cdots \otimes |e_{j_s}\rangle_s | \otimes \rho_{j_{s+1} \ldots j_r}$$  \hspace{1cm} (1.63)

i.e., diagonal in a product eigenbasis $\{|e_{j_\ell}\rangle_\ell\}$ with $\ell = 1, \ldots, r$.

A multipartite version of discord can thus be obtained upon considering the $r$-party state $\rho_{1\ldots r}$ and the multipartite extension of the mutual information,

$$I(1 : \cdots : r) = S(\rho_{1\ldots r}||\rho_1 \otimes \cdots \otimes \rho_r)$$  \hspace{1cm} (1.64)

which in classical information theory is called “total information” and can be expressed as $I(1 : \cdots : r) = H(1) + \cdots + H(r) = H(1 \ldots r)$. Upon extending equation (1.28) to $r$ parties undergoing local measurements $\Pi^1 \ldots \Pi^r$, Rulli and Sarandy [36] define a symmetrized multipartite discord as

$$D(1 : \cdots : r) = \min_{\Pi^1 \ldots \Pi^r} \left( S(\rho_{1\ldots r}||\Pi^1 \otimes \cdots \otimes \Pi^r(\rho_{1\ldots r})) - S(\rho_1||\Pi^1(\rho_1)) - \cdots - S(\rho_r||\Pi^r(\rho_r)) \right)$$  \hspace{1cm} (1.65)

A different route to define the multipartite discord was taken in [37]. Classically, the total information (like in the $r = 2$ case of the bipartite mutual information) can be re-expressed by using conditional probabilities, $p_{1|2 \ldots r} = p_{1|2}p_{2|3 \ldots r} \cdots p_r$ and introducing conditional entropies. In the $r = 3$ instance we have

$$I(A : B : C) = H(B) - H(B|A) + H(C) - H(C|AB)$$
This formula can be “quantized” by introducing local measurements $\Pi^A = \{P^A_i\}$ on $A$ and $\Pi^B = \{Q^B_j\}$ on $B$, with post-measurement reduced density matrices $\rho_{C|ij} = \frac{1}{p_{ij}} \text{Tr}_{AB}[P^A_i Q^B_j \rho_{ABC} P^A_i Q^B_j]$, $\rho_{B|i} = \frac{1}{p_i} \text{Tr}_{AC}[P^A_i \rho_{ABC} P^A_i]$. We can then define and defining a tripartite version of the classical correlations $J$ as

$$J(C|A:B) = \max_{\Pi^A, \Pi^B} [S(\rho_B) - S(B|\Pi^A) + S(\rho_C) - S(C|\Pi^A, \Pi^B)] \quad (1.66)$$

where $S(B|\Pi^A) = \sum_i p_i S(\rho_{B|i})$, $S(C|\Pi^A, \Pi^B) = \sum_{ij} p_{ij} S(\rho_{C|ij})$. The tripartite discord can then be defined as

$$D(C|A:B) = I(A:B:C) - J(C|A:B) \quad (1.67)$$

By following the same procedure, one can define classical correlations and discord for $r > 3$.

### 1.4 Discord in quantum information processing

Discord received little attention until it was suggested that it might be regarded as a resource for quantum information processing, not unlike entanglement. In particular, interest in discord boomed when some evidence was given [66] that discord, rather then entanglement, might be the essential type of quantum correlation enabling quantum speedup in a relevant protocol of mixed-state quantum computation, the so-called power of one qubit model [141]. On one hand, the question whether some kind of quantum correlation (and which then) can be considered the source of the quantum advantage in the power of one qubit model (and by extension in the complexity class DQC1 where it belongs) has not been fully settled yet. On the other hand, the significant research effort dedicated thenceforth to discord has allowed to highlight a precise role of discord in several quantum information processing tasks that are unrelated to computation. In particular, discord can be quantitatively related to the performance of a variety of protocols that effectively exploit the fact that a part of correlations are hidden to local measurements. These protocols make use of discordant states, where global measurements display advantage in performance over local measurements and classical communication. In what follows we shall briefly discuss the potential role of discord in mixed-state quantum computations, reviewing the power of one qubit model, and then succinctly list a few information processing tasks where discord leads to a performance enhancement.

#### 1.4.1 Discord and mixed-state quantum computing

Quantum computation consists in encoding information in a quantum state and subsequently applying some logical operations (for instance, gates in the circuit model, measurements in the measurement-based model). If there is an efficient classical description of both the states and the operations applied, the quantum process can be efficiently simulated by a classical computer. The classical description is efficient if it scales at most polynomially with the amount of qubits, and the classical simulation is
efficient if it has at most polynomial overhead with respect to the quantum computation. In a seminal paper [138], Jozsa proved that a quantum computation can be efficiently simulated if there is a fixed $p$, independent of the total number of qubits $m$, such that the states at all steps in the computation are $p$-blocked, meaning that the qubits can be partitioned into $K$ blocks such that

$$\varrho = \varrho_1 \otimes \varrho_2 \otimes \cdots \otimes \varrho_K$$

and each block contains at most $p$ qubits. In the case of pure states, $p$-blocking is violated only if $n$-partite entanglement is created during the computation, where $n$ grows without bounds with the input size. Thus, exponential speedup requires the generation of entanglement. This is intuitively appealing, as there is no efficient classical description of entangled quantum states - the information required to specify the state scales exponentially with the amount of qubits. In a following study, Vidal showed that exponential speedup demands that the maximum Schmidt rank among all bipartitions scales exponentially. Otherwise, one has an efficient representation of the state as a matrix product state [16] which allows to efficiently simulate the quantum computation on a classical computer.

In the case of mixed states, the violation of $p$-blocking does not imply entanglement: even fully separable states need not be $p$-blocked. As a consequence, entanglement is not a necessary condition for exponential speedup in mixed-state quantum computation. In fact, a mixed separable state has in general the same capacity for coding information as a general mixed state (note that mixed separable states have a finite volume in the space of density matrices) and correspondingly it may not have an efficient classical description. Accordingly, Jozsa [138] deemed it plausible that separable mixed states may have the same computational power as general mixed states. With the same reasoning used in the pure-state case, Vidal showed that exponential speedup in the mixed-state case requires that the maximum operator Schmidt rank over all bipartitions scales exponentially. Otherwise there is an efficient representation of a state in terms of a tree-tensor network, implying that an efficient classical simulation is possible. An exponential scaling of the operator Schmidt rank does not imply entanglement, though, but only the presence of (possibly unentangled or even classical) correlations.

A prominent example of mixed-state quantum computing protocol is the power-of-one-qubit model. Even if it is not computationally universal, it can evaluate the trace of a unitary matrices with an exponential speedup over the best-known classical algorithm (it is thus believed, yet not proven, that it affords an exponential advantage over classical algorithms). This property can be put to use in various problems, including estimating the density of states to the decay of fidelity in chaotic systems. We have a set of $n + 1$ qubits, the first (control qubit $C$) initialized in the pseudo-pure state

$$(1 - \alpha)I_C + \alpha|0\rangle_C \langle 0|$$

and the remaining ones (target qubits $T$) initialized in the fully mixed state $I$. Conditioning on the state of $C$, a unitary $U \in SU(2^n)$ is applied to $T$, i.e., the system undergoes a unitary evolution represented by $|0\rangle_C \langle 0| \otimes I_T + |1\rangle_C \langle 1| \otimes U$. The initial
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The final reduced state of $C$ is

$$\rho_C = \frac{1}{2^{n+1}} \left( \frac{1}{2^{n+1}} \text{Tr}[U] \right) = \frac{1}{2} \begin{pmatrix} \alpha \tau & \alpha \tau^* \\ \alpha \tau^* & \alpha \tau \end{pmatrix}$$

(1.71)

where $\tau = \tau_R + i \tau_I \equiv \frac{1}{2^n} \text{Tr}[U]$. This allows to evaluate the trace of $U$ by measuring $\sigma_x$ and $\sigma_y$ on $C$, as

$$\text{Tr}[\sigma_x \rho_C] = \frac{\alpha}{2} \tau_R, \quad \text{Tr}[\sigma_y \rho_C] = \frac{\alpha}{2} \tau_I$$

The estimation error depends only on the purity of the control qubit $\alpha$ and the number of trials, but is independent of the size of the problem $n$. It is conjectured that there is no classical algorithm that can efficiently solve this problem. Datta and Vidal [144] showed that the maximum operator Schmidt rank in the model scales exponentially, strengthening this hypothesis. This implies the presence of correlations, but not necessarily entanglement. It is immediate that the control qubit $C$ is always separable from the target qubits $T$. Therefore there can be entanglement only among the $T$ qubits. The negativity $N$ was used to measure entanglement across any bipartite splitting including $C$. For $\alpha < \frac{1}{2^n}$, $N$ is bounded by a constant independent of $n$, and hence vanishes for $n \to \infty$. For $\alpha < \frac{1}{2^n}$, $N = 0$. In summary, only multipartite entanglement between the $T$ qubits is present. The seemingly marginal role of entanglement in the model has led to propose that the speedup may be due to nonzero quantum discord in the model.

For a typical unitary $U$, chosen according to the Haar measure, we can evaluate the discord between $T$ and $C$ ($C$ is measured) in the final state [66, 69]:

$$D(T|C) = S(\rho_C) - S(\rho_{CT}) + \min_{\Pi^C} S(T|\Pi^C)$$

(1.72)

Here I sketch the case $\alpha = 1$. Consider the measurement $P_\phi = \frac{1 + \sigma_\phi}{2}$ with $\sigma_\phi = \cos \phi \sigma_x + \sin \phi \sigma_y$. The reduced conditional density matrices of $T$ after the measurement are

$$\text{Tr}_C[P_\phi \rho_{CT} P_\phi] = \frac{1}{p_{\pm}} \left( \frac{1}{2^n} \pm \frac{e^{i\phi} \text{Re}(U) + e^{-i\phi} \text{Im}(U)}{2^{n+1}} \right)$$

(1.73)

with $p_{\pm} = 1/2 \left[ 1 \pm \cos \phi \tau_R + \sin \phi \tau_I \right]$. Their eigenvalues are

$$\lambda_{k}^\pm = \frac{1}{2^n} \frac{1 \pm \cos(\theta_k - \phi)}{1 \pm \cos \phi \tau_R + \sin \phi \tau_I}$$

where we have used the eigendecomposition of $U$, $U = \sum_j e^{i\theta_j} |j\rangle \langle j|$. For a typical $U$ and large $n$, the $\theta_j$ are uniformly distributed in $[0, 2\pi]$ and we get $\tau_R, \tau_I \ll 1$, hence
$p_\pm \simeq 1/2$, $\lambda_k^\pm = \frac{1}{2}(1 \pm \cos(\theta_k - \phi))$. The results are approximately independent of $\phi$ and we can choose $\phi = 0$. The conditional entropy of $T$ given $C$ is computed as

$$S(T|\Pi^C_x) \simeq -\frac{1}{2n+1} \sum_k (1 + c_k) \log((1 + c_k)/2^n) + (1 - c_k) \log((1 - c_k)/2^n)$$

Since $S(\rho_{CT}) = n$, $S(\rho_C) = H_2\left(\frac{1-|\tau|}{2}\right) \sim 1$ we finally find $D(T|C) \simeq 2 - \log e$. For general $\alpha$, one finds

$$D(T|C) \simeq 2 - H_2\left(\frac{1-\alpha^2}{2}\right) - \log(1 + \sqrt{1-\alpha^2}) - (1 - \sqrt{1-\alpha^2}) \log e$$

Thus, for a typical unitary $U$ there is non-vanishing discord between $C$ and $T$ for all values of $\alpha$. This supports the hypothesis that quantum discord is involved in the quantum speedup offered by the model. A contrary position was held by Dakić et al., who proved [49] that for unitaries such that $U = e^{i\gamma} U^\dagger$ the quantum discord $D(T|C)$ exactly vanishes. However, Datta and Shaji [47] later noticed that discord among the parties can be created during the computational process when $U$ has to be realized by subsequently applying a series of (one and two-qubit) gates, $U = W_1 \ldots W_n$, suggesting that for all unitaries discord is created during the computational process. The idea that quantum discord must be created if the computation is to offer an exponential speedup is further supported by a completely general argument by Eastin [68]. He devised a general procedure and showed that computations with classical states (states with vanishing discord among all qubits) can be efficiently simulated by a classical computer. Such a result, though strong, only concerns exactly classical state. Therefore it does not suffice to qualify discord as a resource for quantum computation, because it remains to be shown that a minimum amount of discord (actually, minimum scaling) is necessary to achieve exponential speedup.

At the time of this writing, the role of discord in quantum computation is still controversial. Following a penetrating discussion by Jozsa [138], many lean to the opinion that it is meaningless to look for a single “source” of the exponential speedup in quantum computation. In particular, there is no need to associate the speedup to a measure of correlations (entanglement or discord). In principle there are several different ways to classically describe a quantum computational process, depending on how states and operations are represented. For instance, one can represent states as amplitudes (in a given basis) and reproduce classically the quantum evolution with respect to this description. Unless the states are sufficiently entangled, this yields an efficient classical description of the quantum computation, and no exponential speedup is possible. An alternative formalism is the stabilizer formalism [140], where one considers the Pauli group on $n$ qubits and classifies states according to the subgroup elements that leave them invariant. In the stabilizer formalism, one can identify a class $\mathcal{X}$ of states that have a polynomial-sized stabilizer description. In this formalism, computations admit an efficient classical description whenever computations remain in $\mathcal{X}$, regardless of the amount of quantum correlations among qubits. Thus, if $p(\mathcal{X})$ stands for the property of a state that does not have a polynomially sized stabilizer description, then one can say that $p(\mathcal{X})$ is responsible for quantum-computational power.
1.4.2 Discord-assisted information processing tasks

Quantum discord has been found to be qualitatively, and in some cases quantitatively related to “quantum enhancements” in several quantum information processing tasks (by “quantitatively” I mean that discord proves a valid figure of merit to measure the quantum advantage of these protocols).

Discord (as a property) is arguably a resource for protocols of remote state preparation [70], whose efficiency can be quantified, at least in some cases, by geometric discord. Discord (as a property) is needed to perform quantum state discrimination of nonorthogonal states [76]. Discord (as a measure) is quantitatively related to the quantum enhancement of different tasks involving the discrimination of local channels: the performance gain of quantum illumination [128, 74], the sensitivity enhancement of quantum metrology schemes [127, 75], and the advantage of global over local measurements in a scheme involving local encoding of information [71]. Discord (as a measure) quantifies the amount of correlations that can be “unlocked” in the phenomenon of locking of classical correlations [72]. Discord (as a property) is necessary to perform quantum key distribution, since $CC$ correlations between the communicating parties can be locally duplicated by an eavesdropper without disturbing the system. Furthermore, discord (as a measure) is an upper bound to security rates in noise-assisted key distribution protocols [73]. Finally, discord (as a property) has a deep thermodynamic meaning [78, 77, 79].

As we explained above in detail, some correlations are not accessible to local POVMs, as if they were “locked” in the global state. The accessible correlations are measured by the accessible information, defined as

$$I_{\text{acc}}(A : B) = \max_{\Pi^A, \Pi^B} I'(A : B)$$

where $\rho_{AB}' = \Pi^A \otimes \Pi^B(\rho_{AB})$. For a $CQ$ state, the accessible information just coincided with the classical correlations $I_{\text{acc}}(A : B) = J(A|B)$. The amount of locked correlations is given by $I(A : B) - I_{\text{acc}}(A : B)$, that coincides with $D(A|B)$ for a $CQ$ state. DiVincenzo et al. [124] discovered that the locked correlations can be “unlocked” by allowing a small amount of classical communication between the parties. If sending $n$ bits of classical communication, the parties can increase $I$ by at most $n$ bits, but they can increase $I_{\text{acc}}$ by $n' > n$ bits, unlocking $\Delta = n' - n$ bits of information. This is a purely quantum phenomenon that has no classical analogue. If $A$ and $B$ originally share a $CQ$ state, we have $\Delta = D(A|B)$ as proved by Boixo et al. [72]. Let us illustrate this with a simple example.
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Party $A$ aims to send a classical message of length $m$ (a bit string of length $m$) to a receiving party $B$. The message can be encoded in a string of $m$ qubits

$$|a\rangle_A = s_1A_1 \cdots s_mA_m$$

where $A_1 \ldots A_m$ are $A$’s qubits and $s_k = 0, 1$. $A$ can copy the string and send it to $B$ via a quantum channel $\Phi$. If all strings are produced with equal probability, the $AB$ state is

$$\rho_{AB}^{(0)} = \frac{1}{2^m} \sum_a |a\rangle_A \langle a| \otimes \sigma_a$$

where $\sigma_a = \Phi(|a\rangle_B \langle a|)$. The maximal information that $B$ can gain about $A$’s message by making a POVM on his qubits is given by

$$I^{(0)}_{acc}(A:B) = J^{(0)}(A|B) \leq m.$$ Let us consider an ideal channel for which we have $\sigma_a = |a\rangle_B \langle a|$ and hence $\rho_{AB}^{(0)}(A:B) = J^{(0)}(A|B) = J^{(0)}(A:B) = m$, i.e., the message can be perfectly decoded. In order to improve the communication security, $A$ can encrypt the message with a classical key $K$. Before sending $|a\rangle$ to $B$, she applies a unitary $U_k$ on $|a\rangle$ depending on the key. She can choose $U_k$ to be such that $U_k|a\rangle$ are mutually unbiased bases for all $k$. If the key is just one bit, the $AB$ state is

$$\rho_{AB}^{(1)} = \frac{1}{2^{m+1}} \sum_a \sum_{k=0,1} |a,k\rangle_A \langle a,k| \otimes U_k|a\rangle_B \langle a|U^*_k$$

where $U_0 = I$ and $U_1$ is such that $U_1|a\rangle$ is maximally unbiased with respect to $|a\rangle$. After the encryption, we now have $\mathcal{I}^{(1)}(A:B) = m$, $I^{(1)}_{acc}(A:b) = J^{(1)}(A|B) = m/2$. Therefore, $m/2$ bits of information are now locked. They can be unlocked by sending only one bit of information. Indeed, if $A$ copies and sends $K$ to $B$, their state becomes

$$\rho_{AB}^{(2)} = \frac{1}{2^{m+1}} \sum_a \sum_k |a,k\rangle_A \langle a,k| \otimes U_k|a\rangle_B \langle a|U^*_k$$

Now $B$ can perfectly decode the message since $\mathcal{I}^{(2)}(A:B) = I^{(2)}_{acc}(A:B) = J^{(2)}(A|B) = m + 1$. Thus by sending only $n = 1$ bits of information, $A$ can effectively increases the accessible correlations of $n' = m/2 + 1$ bits, unlocking $\Delta = m/2$ bits of information. The amount of unlocked correlations is equivalent to the discord of the encrypted state, $D^{(1)}(A|B)$.

1.5 Background on quantum correlations

1.5.1 Definition of subsystems

The statement that a physical body is moving is incomplete, unless we specify which reference frame we are considering. Analogously, the statement that a quantum state is correlated (e.g., entangled) must be complemented with further information. In order to define and assess correlations a priori definition of how the total system is divided
CHAPTER 1. AN INTRODUCTION TO QUANTUM DISCORD

into two or more subsystems is necessary. This division sets up a “reference frame” for
correlations, called tensor product structure. Indeed for a quantum system, a division
into subsystems is expressed by a tensor factorization of the Hilbert space \( \mathcal{H} \) into \( r \geq 2 \)
factors:

\[
\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2 \otimes \cdots \otimes \mathcal{H}_r
\]

(1.80)
to which a tensor factorization of the observable algebra corresponds,

\[
\text{End}\left( \bigotimes_{i=1}^r \mathcal{H}_i \right) \cong \bigotimes_{i=1}^r \text{End}(\mathcal{H}_i)
\]

(1.81)

In general a large variety of tensor factorizations are possible for any system [4]. First,
one has to specify the dimensions of the subsystems. Assume the Hilbert space has
dimension \( d \). Then the possible choices of the subsystem dimensions are in one-to-one
mapping with the possible ways to factorize \( d \),

\[
F_d \equiv \{ F \subset \mathbb{N} / \prod_{m \in F} m = d \}
\]

(1.82)

Any factorization \( F = \{ m_1 \leq m_2 \leq \cdots \leq m_{|F|} \} \in F_d \) of \( d \) provides a possible
choice of the subsystem dimensions.
Second, given \( F \), one has to specify which are the product vectors in
\( \mathcal{H} \). Choose any orthonormal set of vectors \( \{ |i\rangle \}_{i=1}^{d} \). By using \( |F| \) indices \( i_j \in \{1, \ldots, m_j\} \)
we can relabel vectors as

\[
|i\rangle \equiv |i_1 i_2 \ldots i_r\rangle,
\]

(1.83)

and identify the set \( \{ |i_1 i_2 \ldots i_r\rangle \} \) as an (orthonormal) set of product vectors:

\[
| i_1 i_2 \ldots i_r \rangle \equiv |i_1\rangle \otimes |i_2\rangle \otimes \cdots \otimes |i_r\rangle
\]

(1.84)

Upon rotating the given set by \( U \in U(d) \), we generally obtain a different set of vec-
tors. However, that are two kinds of unitary operators that leave the set of product
states invariant: i) factorized unitaries in the form \( U = \bigotimes_{j=1}^r U_j \) where each \( U_j \)
acts only on \( \mathcal{H}_i = \text{span}(\{ |i_j\rangle \}) \) ii) “exchange” unitaries that permute the tensor
factors \( \mathcal{H}_1, \ldots, \mathcal{H}_{|F|} \). Thus possible choices of product vectors are parametrized by
\( U(d)/\big(U(m_1) \times \cdots \times U(m_r) \times \mathbb{P}\) where \( \mathbb{P} \) is a discrete permutation group. A choice
of \( F \), together with a choice of the product vectors, identifies a tensor product structure
(TPS) on \( \mathcal{H} \).

What the meaningful TPS are depends on the context. In many cases, a TPS may natu-
rally reflect the fact that the degrees of freedom (DOF) of the system are naturally split
among different physical entities. For instance, if we have two spins (e.g. two atoms,
neglecting the orbital DOF), then the four DOF of the joint system can be naturally
divided into two pairs, each pertaining to one spin. Correspondingly, we identify a
natural TPS in the total Hilbert space \( \mathcal{H} \cong \mathbb{C}^4 \cong \mathbb{C}^2 \otimes \mathbb{C}^2 \), that also induces a tensor
factorization \( \text{End}(\mathbb{C}^4) \cong \text{End}(\mathbb{C}^2) \otimes \text{End}(\mathbb{C}^2) \) of the observable algebra. More in
general, a partition of the DOF into separated sets may depend on our ability to mea-
sure and manipulate the system [5]. If the DOF can be split into \( r \) sets that can be

separately, but not jointly addressed, then the actions that we can perform on the system have a factorized form \( A_1 \otimes \cdots \otimes A_r \), and correspondingly the Hilbert space has a meaningful tensor factorization as \( \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_r \).

### 1.5.2 Correlations and mutual information

Upon fixing a tensor factorization, and hence a definition of subsystems, we are able to define correlations. If \( \mathcal{H} = \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_r \), a state represented by the density matrix \( \varrho \) is uncorrelated whenever it is in the product form:

\[
\varrho = \varrho_1 \otimes \cdots \otimes \varrho_r
\]  

(1.85)

else it is correlated. For a pure state represented by vector, the above definition reduces to

\[
|\psi\rangle = |\psi\rangle_1 \otimes \cdots \otimes |\psi\rangle_r
\]  

(1.86)

Correlation implies that the subsystems are not statistically independent. In classical information theory, a general measure of statistical dependence is the mutual information. Let \( p_{AB} \) be the joint probability distribution of random variables \( A \) and \( B \), and \( p_A, p_B \) the marginal distributions of \( A \) and \( B \). The classical mutual information is defined as

\[
I(A : B) \equiv h(p_A) + h(p_B) - h(p_{AB})
\]  

(1.87)

where \( h(p) \) is the Shannon entropy

\[
h(p) = \sum_i p_i \log p_i
\]  

(1.88)

\( I(A : B) \) vanishes only if \( A \) and \( B \) are independent, \( p_{AB} = p_A p_B \). The quantum analogue of this function can be obtained by replacing probability distributions \( p \) with density matrices \( \varrho \) and Shannon entropies \( h(p) \) with von Neumann entropies \( S(\varrho) \), where

\[
S(\varrho) \equiv -\text{Tr}[\varrho \log \varrho]
\]  

(1.89)

Marginal probability distributions are to be replaced with reduced states

\[
\varrho_A \equiv \text{Tr}_B[\varrho_{AB}], \quad \varrho_B \equiv \text{Tr}_A[\varrho_{AB}]
\]  

(1.90)

This prescription has its origin in a classical study by Schumacher [115], where he proved the quantum noiseless coding theorem: just as \( H(p) \) represents the number of bits (asymptotically) required to encode a signal represented by \( p \), the von Neumann entropy \( S(\varrho) \) represents the number of qubits necessary to represent a quantum signal represented by \( \varrho \). Starting from (1.87) and applying this prescription, we obtain the quantum mutual information [118]:

\[
\mathcal{I}(\varrho_{AB}) \equiv S(\varrho_A) + S(\varrho_B) - S(\varrho_{AB})
\]  

(1.91)
This quantity vanishes if and only if the state is uncorrelated, \( \rho_{AB} = \rho_A \otimes \rho_B \). Indeed Eq. (1.91) can be rewritten as

\[
I(\rho_{AB}) = -\text{Tr}_A[\rho_A \log \rho_A] - \text{Tr}_B[\rho_B \log \rho_B] + \text{Tr}_{AB}[\rho_{AB} \log \rho_{AB}] = \\
= -\text{Tr}_{AB}[\rho_{AB} \log \rho_A] - \text{Tr}_{AB}[\rho_{AB} \log \rho_B] + \text{Tr}[\rho_{AB} \log \rho_{AB}] = \\
= \text{Tr}_{AB}[\rho_{AB} \log \rho_{AB} - \rho_{AB} \log (\rho_A \otimes \rho_B)] = S(\rho_{AB} || \rho_A \otimes \rho_B)
\]

where \( S(\rho || \sigma) = \text{Tr}[\rho \log \rho - \rho \log \sigma] \) is the quantum relative entropy that measures the “statistical distance” between states \( \rho \) and \( \sigma \) (with \( S(\rho || \sigma) = 0 \) if and only if \( \rho = \sigma \)). Thus \( I \) represents a “statistical distance” between \( \rho_{AB} \) and the fully uncorrelated state \( \rho_A \otimes \rho_B \). \( I \) can be regarded as a measure of total correlations, since it is equivalent to the amount of local randomness necessary in order to bring the state to an uncorrelated form [28] (this is the most important operational interpretation, but other exist, for instance as the maximal amount of classical information that can be securely exchanged in a one-time pad cryptographic protocol between two parties sharing a state \( \rho_{AB} \) [133]). The fundamental idea behind all notions of quantum correlations is some of the correlations accounted for by \( I \) can neither be created nor extracted by local operations on the subsystem – joint quantum operations and/or quantum communication between subsystems is required. The notion of entanglement focuses on the preparation of states, while that of discord focuses on information retrieval by measurements.

### 1.5.3 Entanglement for pure states

Given an arbitrary tensor factorization \( \mathcal{H} = \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_r \) of the Hilbert space, the general notion of entanglement for pure states is formulated as a straightforward algebraic condition. By definition, a pure state is separable if and only if it can be written as a product vector:

\[
|\psi\rangle = |\psi_1\rangle_1 \otimes \cdots \otimes |\psi_r\rangle_r \quad (1.92)
\]

else it is entangled. Thus any correlated pure state is entangled. Entanglement always implies that contrary to the global system, each subsystem cannot be ascribed a state vector but only a density matrix. It has recently been proved in full generality [8] that all entangled pure states are “nonlocal” in that they violate a Bell’s inequality, a result referred to as “Gisin’s theorem” since Gisin was the first to prove it, albeit for the restricted case of bipartite states of two qubits [7]. If \( r = 2 \) (bipartition), it is easy to characterize entangled states and even assess the amount of their entanglement. Let us start from an arbitrary bipartite state \( |\psi\rangle = \sum_{ij} M_{ij} |i\rangle_A \otimes |j\rangle_B \). The matrix \( M \) admits a singular value decomposition \( M = U \Lambda V^\dagger \) where \( U, V \) are unitaries and \( \Lambda = \text{diag}(\lambda_i) \). Upon defining new local orthonormal bases \( |e_k\rangle_A = U_k |i\rangle_A, |f_k\rangle_B = V_k |j\rangle_B \), we can bring \( |\psi\rangle \) in a standard form called Schmidt form,

\[
|\psi\rangle = \sum_k \lambda_k |e_k\rangle_A \otimes |f_k\rangle_B \quad (1.93)
\]

The number \( n_s \) of nonzero singular values of \( M \) is called Schmidt rank. Whenever \( n_s > 1 \), the state is entangled. The reduced states of the subsystems are \( \rho_A = \sum_k \lambda_k |e_k\rangle_A \otimes |e_k\rangle_A, \rho_B = \sum_k \lambda_k |f_k\rangle_B \otimes |f_k\rangle_B \).
The extent to which the reduced states are mixed can be seen as a measure of the degree of entanglement present in the global state $|\psi\rangle$. It can be assessed by the von Neumann entropy of the reduced states, called entanglement entropy ($E_E$):

$$E_E(|\psi\rangle) \equiv S(\varrho_A) = S(\varrho_B) = -\sum_{k=1}^{n_s} \lambda_k \log \lambda_k$$

The entanglement entropy holds as a universal quantifier of entanglement for pure bipartite states. When $n_s = n = \min(\dim \mathcal{H}_A, \dim \mathcal{H}_B)$ and $\lambda_i = \frac{1}{\sqrt{n}}$ the entanglement entropy reaches its maximum values $S(\varrho_A) = S(\varrho_B) = \log n$ and the states are called maximally entangled. For a generic bipartition, almost all states with respect to the uniform measure on the complex $n$-sphere are entangled (i.e., separable states are a set of null measure). For large Hilbert space dimension, almost all pure states are even close to being maximally entangled [9].

### 1.5.4 LOCC and entanglement for mixed states

The definition of entanglement for mixed states cannot be achieved by simply identifying the set of entangled states with the set of correlated states, as in the pure state case, lest entanglement lose its characteristic traits. A defining trait of pure entangled states is that they cannot be prepared by means of a product of local operators $\mathcal{E}_1 \otimes \cdots \otimes \mathcal{E}_r$, but only through a global, non-factorized operator acting on all subsystems jointly (for instance, a unitary operator that couples all subsystems). Consider now a correlated state that is simply a mixture of separable (product) pure states $|\phi_i\rangle$:

$$\varrho = \sum_i p_i |\phi_i\rangle \langle \phi_i|, \quad |\phi_i\rangle = |\varphi_1\rangle_1 \otimes \cdots \otimes |\varphi_r\rangle_r$$

Such a state can be prepared from an uncorrelated state by applying for each $i$ a different set of local operators $\mathcal{E}_1^i \otimes \cdots \otimes \mathcal{E}_r^i$ with probability $p_i$ — a procedure involving only local operations and classical communication (LOCC, to be precisely described later). In fact, Werner proved [10] that states in the form (1.95) are “local” in the sense that they cannot violate any Bell inequality (and hence admit a local hidden variable model description). For this reason, Werner defined the set of separable states as those states that can be written as mixtures of product states (which also matches the intuitive expectation that a statistical mixture of separable states should be itself separable). Conversely, if a state cannot be written as a mixture of product states it is entangled. This definition of separable and entangled states obviously reduces to the previous one in the pure state case.

This definition of entanglement is fully grounded within the operational framework of local operations and classical communication (LOCC). The LOCC paradigm is meaningful in the “distant lab” scenario [10, 11], where the subsystems are at different locations (widely) separated in space, so that experimenters at different locations cannot perform joint operations, but only local operations, possibly assisted
by classical communication among them. LOCC are defined as follows (we describe the bipartite case, but the following discussion trivially generalizes to more than two parties). A general quantum operation is defined by a trace-preserving, completely positive (TPCP) map $\Lambda$. For any such $\Lambda$, there exists a set of Kraus operators $\{A_i\}$ such that $\sum_i A_i^\dagger A_i = I$ and $\Lambda(\rho) = \sum_i A_i \rho A_i^\dagger$. Any operation can be seen as a measurement, followed by a unitary “feedback” [129]. Indeed, by virtue of the polar decomposition we have $A_i = U_i P_i$ where $P_i$ is positive and $U_i$ is unitary. We thus obtain $\Lambda(\rho) = \sum_i U_i P_i \rho P_i U_i^\dagger$. This can be seen as a measurement whereby outcome $i$ is obtained with probability $p_i = \text{Tr}[P_i \rho P_i]$, projecting the state to $\rho_i = \frac{1}{p_i} P_i \rho P_i$. Depending on the outcome $i$, the state is rotated by $U_i$: $\Lambda(\rho) = \sum_i p_i U_i \rho U_i^\dagger$. Given a bipartition $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$, separable operations are such that $A_i = A_i^A \otimes A_i^B$. LOCC form a subset of separable operations in which the Kraus operators $A_i \otimes B_i$ are restricted by the requirement that they be generated according to the following procedure. $A$ performs an operation $\Lambda^{(1)}$ with Kraus operators $\{A_i^{(1)}\}$ and transmits the measurement outcome $i$ to $B$ via a classical communication channel. On the basis of $i$, $B$ chooses and performs operation $\Lambda^{(2,i)}$ with Kraus operators $B_j^{(2,i)}$, and transmits the outcome $j$ back to $A$. $A$’s next operation can depend on $i$ and $j$, and so forth. The final result of this procedure is a separable operation, but it is very difficult to describe in precise mathematical terms what distinguishes LOCC from more general separable operations [13, 14].

Entanglement of a state is equivalent to the impossibility of preparing it with the sole aid of LOCC starting from an uncorrelated state. States that can be prepared by LOCC, and hence are separable have the general form of a convex combination of product states:

$$\rho \neq \sum_{i=1}^r p_i \varrho_i^1 \otimes \cdots \otimes \varrho_i^r$$  \hspace{1cm} (1.96)

(with no loss of generality, the $\varrho_i$ can be chosen to be pure). The set of separable states is by definition convex, and hence compact. Therefore, in the space of density matrices there is a clear boundary between separable and entangled states. In general, it is very hard to decide whether a given state is separable or entangled, i.e., whether a state admits a decomposition of the type (1.96). This is the so-called separability problem. In fact, it has been proven that for states that are close to the boundary of the separable set (i.e., states that are slightly entangled) the separability problem becomes NP-hard [15].

1.5.5 Entanglement monotones and monogamy

Another closely related, and hence difficult task is to assess the amount of entanglement present in a state. For general bipartite states, there is a class of entanglement measures called entanglement monotones [16]. Any such measure $\mathcal{M}(A : B)$ is required to have the following properties:

1. $\mathcal{M}(A : B) \geq 0$ and $\mathcal{M}(A : B) = 0$ for all separable states

2. $\mathcal{M}(A : B)$ is invariant under local unitaries $U_A \otimes U_B$
3. \( \mathcal{M}(A : B) \) is non-increasing under LOCC.

4. \( \mathcal{M}(A : B) = E_E(\varrho_{AB}) \) for pure states.

In addition, one may demand that the entanglement monotone be faithful, modifying 1) in 1'): \( \mathcal{M}(A : B) \geq 0 \) and \( \mathcal{M}(A : B) = 0 \) if and only if the state is separable. In general, entanglement monotones are very hard to compute because some optimization procedure is involved in their definition. An example of a faithful entanglement monotone is the \textit{relative entropy of entanglement} [18]

\[
E_S(\varrho_{AB}) \equiv \inf_{\sigma \in \text{SEP}} S(\varrho_{AB} | | \sigma)
\]

defined as the minimum statistical distance between a state \( \varrho_{AB} \) and a separable state \( \sigma \). Another faithful monotone is the \textit{entanglement of formation} [17]

\[
E_F(\varrho_{AB}) \equiv \min E_E(\varrho_{\psi_i})
\]

where \( \sum_i p_i |\psi_i\rangle\langle\psi_i| \) is a given ensemble realization of \( \varrho_{AB} \). The entanglement of formation corresponds to the minimum number of maximally entangled qubits (singlets or ebits) needed to synthesize \( \varrho_{AB} \) by LOCC. A third faithful entanglement monotone is the \textit{squashed entanglement} [21, 122], defined as

\[
E_{\text{CMI}}(\varrho_{AB}) \equiv \frac{1}{2} \min \mathcal{I}(AB|C),
\]

where \( \varrho_{ABC} \) is an extension of \( \varrho_{AB} \) (a state such that \( \text{Tr}_C[\varrho_{ABC}] = \varrho_{AB} \)) and \( \mathcal{I}(AB|C) \) is the conditional mutual information (CMI) \( \mathcal{I}(AB|C) = S(\varrho_{AC}) + S(\varrho_{BC}) - S(\varrho_{ABC}) \). A widely used, though non-faithful monotone is the \textit{negativity} [19]

\[
\mathcal{N}(\varrho_{AB}) \equiv \frac{||\varrho^{\Gamma_A}||_1 - 1}{2}
\]

where \( \varrho^{\Gamma_A} \) is the partial transpose of \( \varrho \) with respect to subsystem \( A \). The negativity is based on the fact that \( \Gamma^A \) is a positive map when acting on separable states, but it can be negative on entangled states. Therefore \( \varrho^{\Gamma_A} \) has in general negative eigenvalues. Since \( \Gamma^A \) is trace-preserving, \( \text{Tr}[\varrho^{\Gamma_A}] = 1 \) and hence \( ||\varrho^{\Gamma_A}||_1 \geq 1 \).

For two qubits, there exists a faithful entanglement monotone that can be expressed in a simple analytical form for all states. The \textit{concurrence} [20] is defined as

\[
K(\rho_{AB}) \equiv \max(0, \lambda_1 - \lambda_2 - \lambda_3 - \lambda_4)
\]

where \( \lambda_1, \ldots, \lambda_4 \) are the eigenvalues, in decreasing order, of the Hermitian matrix \( R = \sqrt{\rho_{AB}}\rho_{AB}\sqrt{\rho_{AB}} \) with \( \rho_{AB} = (\sigma_y \otimes \sigma_y) \rho_{AB}^* (\sigma_y \otimes \sigma_y) \) the spin-flipped state of \( \rho_{AB} \), \( \sigma_y \) a Pauli spin matrix, and the eigenvalues listed in decreasing order (alternatively, the \( \lambda_i \)'s represent the square roots of the eigenvalues of the non-Hermitian matrix \( \rho_{AB}^* \rho_{AB} \)). From the concurrence, the entanglement of formation can be calculated as

\[
E_F(\rho_{AB}) = h \left( \frac{1 + \sqrt{1 - K(\rho_{AB})^2}}{2} \right)
\]
where \( h(x) \equiv -x \log x - (1 - x) \log(1 - x) \).

An important property of entanglement is that two maximally correlated systems cannot be entangled with a third system: if a tripartite state \( \rho_{ABC} \) is such that 
\[
\rho_{AB} = \text{Tr}_C[\rho_{ABC}] = |\phi_m\rangle \langle \phi_m| \quad \text{where} \quad |\phi_m\rangle \quad \text{is a maximally entangled state},
\]
then we must have 
\[
\rho_{ABC} = |\phi_m\rangle \langle \phi_m| \otimes \rho_C.
\]
Such a property is called monogamy of entanglement. More in general, two strongly entangled systems cannot share but a limited amount of entanglement with other systems. This limitation can captured by monogamy relations, i.e., inequalities involving entanglement monotones in the form:
\[
M(A : BC) \geq M(A : B) + M(A : C) \tag{1.103}
\]
where \( M(X, Y) \) represents the monotone \( M \) calculated across the bipartition \( X, Y \). This inequality may be extended for an arbitrary number of parties as
\[
M(A : B_1 \ldots B_k) \geq M(A : B_1) + \cdots + M(A : B_k) \tag{1.104}
\]
Eq. (1.103) was proved to hold for the squared concurrence \( K^2 \) in Ref. [22], and the proof was later extended to a multiqubit system proving Eq. (1.104) [23]. In Ref. [122], it was proved that squashed entanglement is monogamous in all dimensions. Not all entanglement measures satisfy monogamy inequalities. For instance, Eq. (1.103) is not satisfied for the entanglement of formation nor for the relative entropy of entanglement.
Chapter 2

Quantum discord in the extended Hubbard model

2.1 Introduction

A very fertile interplay between the theories of quantum-information and condensed matter has developed during the last decade. On one side, condensed-matter theory has suggested a wide range of possibilities for the implementation of quantum communicational [137] and computational [142] tasks. On the other side, quantum information theory has yielded novel insights into the physics of condensed-matter systems. One of the main intersection points between the two fields is the study of the ground state structure of many-body systems. As several models show – e.g., the Laughlin theory of quantum Hall systems and the BCS theory of superconduction – ground states can be dominated by quantum correlations, which frustrates attempts to describe them by means of simple and classical-like ansätze. Quantum information theory provides a conceptual toolkit that facilitates addressing the role of correlations in many-body states within a general perspective. In particular, quantum information theoretical notions have become relevant in characterizing quantum critical phenomena [84]. Quantum phase transitions (QPT) occur in quantum systems at zero temperature. For critical values of some parameters (quantum critical points), the structure of the ground states changes abruptly. QPTs are usually associated with a singular behavior of correlation functions and the correlation length. These indicators of correlations should not be independent from the behavior of quantum correlations in the sense outlined in the previous chapter, e.g., entanglement and discord. Thus one expects to find a critical behavior of quantum correlations measures, too. The critical behavior of quantum correlations has been extensively studied, mainly in one-dimensional integrable spin models that offer the advantage of analytical tractability. Two pioneering works [85, 86] addressed entanglement (as measured by single-site entropy and two-site concurrence) in simple spin chain models. These works showed that entanglement has a non-analytic behavior at the transition points, where it generally has a peak. More importantly, it exhibits universal behavior, e.g., in the finite-size scaling. A stronger sign of universality came
from analyzing the entanglement entropy between a block of \( L \) sites and the rest of the chain (block entropy) [87]. In the noncritical regime, the entropy saturates as \( L \to \infty \), while in the critical regime \( L \) has a logarithmic divergence. The coefficient of the logarithmic divergence is manifestly universal, and it is related to the central charge of the associated 1 + 1 conformal field theory. Thus the entanglement entropy of critical spin chains behaves like the entanglement entropy of the vacuum in conformal field theories [88]. As was later shown in [89], the non-analytic behavior of quantum correlation measures at quantum critical points is a general feature, which implies a capability of entanglement to mark quantum phase transitions (QPT). Moreover, the logarithmic divergence in the critical regime suggests that entanglement spreads over all scales, a hypothesis that was given support in [90]: At the quantum-critical point, a deep minimum in the pairwise-to-global entanglement ratio shows that multipartite entanglement between the spins is strongly enhanced.

In all these studies, quantum correlations and entanglement have been usually identified as one and the same concept. However, as we have discussed at length in the former chapter, the notion of entanglement is unfit to wholly capture the quantum character of correlations present in a system. The theory of quantum discord has shown that a part of the total correlations present in quantum states are unstable under (and inaccessible) under local measurements – a highly nonclassical feature which qualifies these correlations as quantum. Quantum discord has proved effective in better explaining the nonclassicality of several phenomena, including the quantum advantage of many quantum information processing tasks. Therefore, it is natural to inquire whether quantum discord can be also useful in characterizing quantum features of many-body systems, in particular critical ones. Unsurprisingly then, the behavior of discord has been analyzed in several one-dimensional many-body systems, especially in relation to QPTs and thermal effects [100, 101, 102, 103, 104, 106, 105]. The main results of these analyses show that two-point discord and classical correlations between near as well as distant sites show clear signatures of QPTs (discontinuities or divergences), which can be understood within a general framework [100] and agree with finite-size scaling theory in the case of finite chains. Research has mostly concentrated on spin-1/2 models [100, 101, 102, 103, 104, 105] (except for the Lipkin-Meshkov-Glick model [101] and the Castelnovo-Chamon model [106], where a topological QPT occurs). Therefore, a thorough analysis of discord and classical correlations in correlated electron systems was still lacking. The latter, at variance with the simplest spin systems, requires the evaluation of the discord for pairs of q-dits and hence presents more difficulties. A first step in filling this gap was taken in our paper [107], upon which the present chapter is based.

The subject of this chapter is the behavior of discord and classical correlations for the ground states of the one-dimensional bond-charge extended Hubbard model [162, 160], which is a reference model in correlated-electron theory. The model has an integrable point, and its entanglement properties have been the subject of recent studies [95, 97, 98, 99, 161] where use of two-point and multipartite entanglement measures led to a classification of QPTs into multipartite or two-point driven. These studies left open the problem of addressing the general role of bipartite correlations for all two-points driven QPTs, as well as their relation with the presence of off diagonal long range order (ODLRO) which characterizes some ordered phases of the model. The in-
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Introduction of discord and classical correlations allows to solve this problem in a proper framework. We will systematically consider the quantum discord and the classical correlations, in direct space between two-sites and in momentum space between two couples of modes, and we will study their interplay and their ability to properly describe the rich zero temperature phase diagram and the various phase transitions exhibited by the extended Hubbard model under consideration. We will show how that discord and classical correlations can highlight the presence of a so-called entanglement transition, where a different role of quantum and classical correlation at a transition is revealed by the different behavior of discord and classical correlations, both in their maxima and in the divergence of their derivatives (subsection 2.3.1). The study of the derivatives of discord and classical correlations close to the critical lines allows to confirm the two-point/multipartite nature of the various transitions and to distinguish transitions that are physically different based on a different role of long range quantum correlations (ODLRO) (subsection 2.3.3). I will demonstrate that these long-range correlations correlations, which are at the basis of superconductivity, are related to two-point discord rather than two-point entanglement: indeed a direct relation between ODLRO and discord can be found (subsection 2.3.2). This relation is true both in the direct and in the reciprocal lattice picture, since a functional relation between the two-site discord and the two mode discord can be established (subsection 2.3.4). As an example of how condensed matter systems constitute a natural playground to test quantum information concepts, the ground state properties also shed light onto an aspect of the quantum correlations that is very relevant in the general context of quantum information theory: the monogamy property (I will address this issue in detail in the self-contained subsection 2.3.5). Upon considering ground states of the model also at finite system size, I will extend previous analyses of the monogamy relation to an \( n \)-partite setting with \( n \geq 3 \). In a phase of the model the ground states coincide with a class of permutation-invariant states, for which I will show that the monogamy relation is always violated, both in presence and in absence of entanglement. In the TDL the entanglement vanishes and the violation of the monogamy property for discord becomes maximal: due to the presence of ODLRO, a single qubit can exhibit finite amount of discord with an infinite number of other qubits. The monogamy relation can be violated also in absence of ODLRO, but in this case the violation is not maximal.

This chapter is organized as follows. § 2.2 is a brief review of the main features of the extended Hubbard model: Hamiltonian, phase diagram, etc. § 2.3 is the core of the chapter, where the behavior of discord and classical correlations in the whole phase diagram of the model is analyzed, with a special focus on quantum critical points/lines. In § 2.4 I will highlight and summarize the main conclusions. This chapter essentially reproduces an article of ours already published in Physical Review B [107].

2.2 The bond-charge extended Hubbard model

2.2.1 Basics of the model

The bond-charge extended Hubbard model was derived as an effective one-band Hamiltonian for the description of cuprate superconductors [162]. The model is described by
the following Hamiltonian:

$$H_{BC} = - \sum_{<i,j>\sigma} [1 - x(n_{i\sigma} + n_{j\sigma})]c_{i\sigma}^\dagger c_{j\sigma} - \mu \sum_{i\sigma} n_{i\sigma}$$

+ $u \sum_{i} \left( n_{i\uparrow} - \frac{1}{2} \right) \left( n_{i\downarrow} - \frac{1}{2} \right)$

(2.1)

where $c_{i\sigma}^\dagger$ and $c_{i\sigma}$ are fermionic creation and annihilation operators on a one-dimensional chain of length $L$; $\sigma = \uparrow, \downarrow$ is the spin label, $\sigma$ denotes its opposite, $n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$ is the spin-$\sigma$ electron charge, and $(i, j)$ stands for neighboring sites on the chain; $u$ and $x$ ($0 \leq x \leq 1$) are the (dimensionless) on-site Coulomb repulsion and bond-charge interaction parameters; $\mu$ is the chemical potential, and the corresponding term allows for arbitrary filling.

Figure 2.1: Ground-state phase diagram of $H$. LEFT: $n-u$ plane; empty circles stand for empty sites, slashed and full circles stand for singly and doubly occupied sites, respectively. RIGHT: $\mu-u$ plane.

The model is considered here at $x = 1$, in which case the system becomes integrable. This happens for two reasons. First, the $1 - x(n_{i\sigma} + n_{j\sigma})$ term suppresses several hopping possibilities. As a result, we can separate the four possible states at site $i$ into two groups, namely $A = \{|\uparrow\rangle, |\downarrow\rangle\}$ and $B = \{|0\rangle, |\uparrow\downarrow\rangle\}$: hopping permutes states of group $A$ with states of group $B$, but not states of the same group. The role of spin orientation becomes dynamically irrelevant, and the system behaves as if at each site the local space had dimension 3: $|\uparrow\rangle$ and $|\downarrow\rangle$ can be considered as the same state. Second, the hopping term commutes with the terms in $u, \mu$ and the number of doubly occupied sites becomes therefore a conserved quantity.

The physics of the system described by $H$ is basically that of $N_s$ spinless fermions – singly occupied sites– which move in a background of $L - N_s$ bosons, of which $N_d$ are doubly occupied sites and the remaining are empty sites. Both $N_s$ and $N_d$ are conserved quantities, and determine the total number of electrons $N_t = N_s + 2N_d$.

The situation may be understood in the formalism developed by Sutherland in Ref.
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and nonlocal (anti-)commutation relations given by

\[ X_i^{\alpha \beta} X_j^{\gamma \delta} = (-)^{(\alpha+\beta)(\gamma+\delta)} X_j^{\gamma \delta} X_i^{\alpha \beta}, \quad i \neq j; \quad (2.2) \]

here \( \alpha = 0, 1, 2 \), \( |0\rangle_i \equiv |\text{vac}\rangle_i \) is the local vacuum, \( |1\rangle_i \equiv X_{i}^{10}|0\rangle_i \) is the singly occupied state (with odd parity), and \( |2\rangle_i \equiv X_{i}^{20}|0\rangle_i \) is the doubly occupied state. More precisely, as far as the ground state is concerned, the model Hamiltonian in the one-dimensional case can be fruitfully written as

\[ H = - \sum_i (X_i^{10} X_{i+1}^{01} + X_i^{21} X_{i+1}^{12} + \text{H.c.}) + u \sum_i X_i^{22} \]

\[ - (\mu + \frac{u}{2}) \sum_i (X_i^{11} + 2X_i^{22}) \quad (2.3) \]

The eigenstates are easily worked out [160, 95], and read

\[ |\psi(N_s, N_d)\rangle = \mathcal{R}(\eta^{1})^{N_s} \hat{X}_{k_1}^{10} \cdots \hat{X}_{k_{N_d}}^{10} |\text{vac}\rangle; \quad (2.4) \]

Here \( \mathcal{R} = [(L - N_s - N_d)!/(L - N_s)! N_d!)^{1/2} \) is a normalization factor; \( \hat{X}_{k}^{10} \) is the Fourier transform of the Hubbard projection operator \( X_{i}^{10} \), i.e.,

\[ \hat{X}_{k}^{10} = \sum_{j} \frac{1}{\sqrt{L}} \exp(i \frac{\pi}{L} k) X_j^{10} \]

Moreover, \( \eta^{\dagger} = \sum_{i=1}^{L} X_i^{20} \) is also known as the eta operator, commuting with \( H \); \( (\eta^{1})^{N_d} \) creates \( N_d \) pairs which are fully spread over the chain. These are the \( \eta \) pairs first introduced by Yang [159]. This structure corresponds to a very simple physical picture: eigenstates contain \( N_s \) spinless fermions in momentum eigenstates \( \{ \frac{2\pi k}{L}, \ldots, \frac{2\pi k_{N_s}}{L} \} \) and \( N_d \) spinless bosons (\( \eta \) pairs).

The energy eigenvalues are given by

\[ E(\{ n_k \}, N_d) = -2 \sum_{k=1}^{L} \cos(\frac{2\pi k}{L}) n_k - 2\mu N_d - (\mu + \frac{u}{2}) N_s \quad (2.5) \]

where \( n_k = 0, 1 \) is the number of fermions with momentum \( \frac{2\pi k}{L} \). For any given \( N_s = \sum_k n_k \) and \( N_d \) the minimum is achieved by occupying with \( N_s \) fermionic particles the momentum modes \( \{ \pi(N_s - 1)/L, \ldots, \pi(N_s - 1)/L \} \), the corresponding eigenvalue being

\[ E(N_s, N_d) = -2 \sin \left( \frac{\pi N_s}{L} \right) \left/ \sin \left( \frac{\pi}{L} \right) \right\} - 2\mu N_d - (\mu + \frac{u}{2}) N_s \]
whence we obtain the ground state energy density in the TDL
\[ E(n_s, n_d) = -\frac{2}{\pi} \sin(\pi n_s) - 2\mu n_d - \left( \mu + \frac{u}{2} \right) n_s \] (2.6)
with 
\[ E = E/L, n_s = N_s/L, n_d = N_d/L. \]
The actual ground state is found by requiring that \( n_s \) and \( n_d \) minimize (2.6).
For \( \mu < 0 \) we have \( n_d = 0 \), hence upon minimizing we get
\[ n_s = \frac{1}{\pi} \arccos \left( -\frac{\mu}{u^2} - \frac{1}{4} \right). \]
For \( -4 - 2\mu \leq u \leq 4 - 2\mu \) we have empty and singly occupied sites (phase I), for \( u > 4 - 2\mu \) we have only singly occupied sites (phase IV) and for \( u < -4 - 2\mu \) we have only empty sites.
For \( \mu > 0 \) we have
\[ n_d = (1 - n_s), \]
hence upon minimizing we get
\[ n_s = \frac{1}{\pi} \arccos \left( \frac{\mu}{u^2} - \frac{3}{4} \right). \]
For \( -4 + 2\mu \leq u \leq 4 + 2\mu \) we have only doubly occupied sites (phase III), for \( u > 4 + 2\mu \) we have only doubly occupied sites (phase IV), and for \( u < -4 + 2\mu \) we have only empty sites.
For \( \mu = 0 \) we get
\[ n_s = \frac{1}{\pi} \arccos \left( -\frac{4}{u^2} \right). \]
For \( -4 \leq u \leq 4 \) we have empty, doubly and singly occupied sites (phase II), while for \( u > 4 - 2\mu \) we have only singly occupied sites (phase IV) and for \( u < -4 + 2\mu \) we have empty and doubly occupied sites (phase III).
Hence we get in the \( \mu-u \) plane the phase diagram depicted in Fig. 2.1, right. In the left part, the same ground-state phase diagram is drawn in the \( n-u \) plane (with \( n = N_i/L \) average per-site filling). The phase diagram presents various QPTs driven by parameters \( u \) and \( \mu \) (or \( n \)). Each transition is characterized by a change in the number of on-site levels involved in the state. Phase IV has just one level per site since each site is singly occupied. Phases I and I’ (which is the particle-hole counterpart of phase I) have two on-site levels: singly occupied sites and empty or doubly occupied sites respectively. This holds for phase III as well, where only empty and doubly occupied sites appear. Phase II is the only phase in which all three on-site levels are involved. Phases II and III are characterized by the occurrence of off-diagonal long-range order (ODLRO) and superconducting correlations, evaluated as:
\[ \lim_{r \to \infty} \langle X_{i}^{20} X_{i+r}^{02} \rangle = n_d(1 - n_d - n_s). \] (2.7)
Note that ODLRO — though not allowing real superconducting order at \( x = 1 \) due to spin degeneracy, which implies the vanishing of spin gap, is at the very root of superconducting order, which occurs at \( x \neq 1 \). [96]
Before discussing the various transitions in terms of the discord behavior, let us recall some feature of each of them in terms of standard theory. First of all, since \( N_d \) and \( N_s \) are both conserved quantities, the transitions should be originated from level crossing. Indeed, they also occur at finite \( L \). Nevertheless, none of them is of first order, since it can be easily checked that the first derivative of \( E_{GS} \) is always smooth. In fact, the transitions I (I’) \( \to \) IV and II \( \to \) IV and II \( \to \) III are second-order QPTs, while the transition II \( \to \) I (I’) is an infinite-order QPT.

2.2.2 Reduced density matrices
The present work focuses on two-point correlations. To evaluate them, knowledge of the ground-state reduced density matrices is necessary, and we shall report their ex-
pressions for completeness (for a full derivation, the reader may refer to Refs. [97, 99]).
Correlations can be analyzed within two different and complementary pictures. Obviously, one can examine correlations between sites of the lattice (direct lattice picture).
In addition, the structure of eigenstates in the model suggests yet another approach, namely to consider the reciprocal lattice, whose elementary nodes are momentum modes \( k_j = \frac{2\pi}{L} j, \ j = 0, \ldots, L - 1 \). In some respects, the reciprocal lattice picture affords a simpler description of the system [95, 98].
Let us start by giving reduced density matrices the direct lattice picture. The one-site reduced density matrix \( \rho_i \) when expressed in terms of the basis \( \{ |0\rangle, |1\rangle, |2\rangle \} \), is diagonal in all the regions of the phase diagram:

\[
\rho_i = \text{diag} \{ 1 - n_s - n_d, n_s, n_d \},
\]

the two-site reduced density matrix \( \rho_{ij} \) in the basis \( \{ |00\rangle, |01\rangle, |02\rangle, |10\rangle, |11\rangle, |12\rangle, |20\rangle, |21\rangle, |22\rangle \} \), reads [97]:

\[
\rho_{ij} = \begin{pmatrix}
D_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & O_1 & 0 & O_2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & Q & 0 & 0 & 0 & Q & 0 & 0 \\
0 & O_2^* & 0 & O_1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & D_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & P_3 & 0 & P_2 & 0 \\
0 & 0 & 0 & 0 & Q & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & P_2^* & 0 & P_1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & D_3
\end{pmatrix}.
\] (2.9)

Here

\[
D_1 = P_{ij}(1 - c)^2, \quad O_2 = \Gamma_{ij}(1 - c), \\
P_3 = c(1 - n_s - P_{ij}), \quad P_2 = c\Gamma_{ij}, \\
O_1 = (1 - n_s - P_{ij})(1 - c), \quad Q = c(1 - c)P_{ij},
\]

with \( c = n_d/(1 - n_s) \), \( P_{ij} = (1 - n_s)^2 - |\Gamma_{ij}|^2 \), and \( \Gamma_{ij} = \frac{\sin(n_s\pi(1-j))}{\sin(n_s\pi(i-j))} \).
Let us now turn to the reciprocal lattice picture. To each momentum mode \( k_j \) corresponds a 4-dimensional Hilbert space, spanned by the basis

\[
\mathcal{B}_{k_j} = \{ |0\rangle_{k_j}, \ |\uparrow\rangle_{k_j}, \ |\downarrow\rangle_{k_j}, \ |\uparrow\downarrow\rangle_{k_j} \}.
\] (2.10)

The reduced density matrix for any such mode reads, in the TDL, and in the basis (2.10),

\[
\rho_{k_j} = \text{diag}(a^2, ab, ab, b^2)
\] (2.11)

where \( a = \frac{1 - n_s - n_d}{1 - n_s} \) and \( b = \frac{n_d}{1 - n_s} \).
The two-mode (16 \times 16) reduced density matrix for modes \( k_i \) and \( k_j \), \( k_i \neq k_j \), is diagonal with respect to the local basis \( \mathcal{B}_{k_i} \otimes \mathcal{B}_{k_j} \). In the TDL, the eigenvalues are \( a^4 b^{4-\alpha} \) with multiplicity \( m_\alpha = \binom{4}{\alpha} \).
The case \( k_i = -k_j \) has to be treated separately. The two-mode (16 \times 16) reduced
density matrix for modes $k_j$ and $-k_j$ has support on a $4 \times 4$ subblock. Indeed the sole states that can be built by the action of the $\eta^\dagger_{k_j}$ operators belong to the subspace spanned by:

$$\mathcal{B}_{k_j,-k_j} = \{ |0,0\rangle_j, |\uparrow,\downarrow\rangle_j, |\downarrow,\uparrow\rangle_j, |\uparrow\downarrow,\uparrow\downarrow\rangle_j}\right\}$$  \hspace{1cm} (2.12)

where $|\alpha\beta\rangle_j \equiv |\alpha\rangle_{k_j} \otimes |\beta\rangle_{-k_j}$.

In the TDL, and in this basis, the non-vanishing subblock of the matrix reads:

$$\rho|_{\mathcal{B}_{k_j,-k_j}} = \begin{pmatrix}
a^2 & 0 & 0 & 0 \\
0 & ab & ab & 0 \\
0 & ab & ab & 0 \\
0 & 0 & 0 & b^2
\end{pmatrix}.$$  \hspace{1cm} (2.13)

### 2.2.3 Behavior of entanglement at QPTs

Two-point entanglement at the QPTs of the model was thoroughly analyzed in Refs. [95, 97, 98, 99], upon consideration of different correlation measures: the two-point concurrence $K(\rho_{ij})$ (1.101) or the two-point negativity $N(\rho_{ij})$ (1.100) as measures of entanglement (notice that definition of concurrence is available for two-qutrit systems), the mutual information $I(i:j)$ (1.87) as a measure of total two-point correlations, and the single site entropy $S_i(\rho_i)$ as a measure of multipartite entanglement between one site and the rest of the chain. The behavior of all correlation measures was studied as a function of $x$ ($x = \mu$ or $x = u$) in the vicinity of the quantum critical points. Results are briefly summarized in the table below.

<table>
<thead>
<tr>
<th>transition</th>
<th>x</th>
<th>$dS_i(\rho_i)/dx$</th>
<th>$dI(i:j)/dx$</th>
<th>$dK(\rho_{ij})/dx$</th>
<th>$dN(\rho_{ij})/dx$</th>
<th>ent</th>
</tr>
</thead>
<tbody>
<tr>
<td>I $\rightarrow$ IV</td>
<td>$\mu$</td>
<td>$\propto \frac{1}{\sqrt{\mu - \mu_c}}$</td>
<td>$\propto \frac{1}{\sqrt{\mu - \mu_c}}$</td>
<td>$\propto \frac{1}{\sqrt{\mu - \mu_c}}$</td>
<td>finite</td>
<td>Q2</td>
</tr>
<tr>
<td>II $\rightarrow$ I</td>
<td>$u$</td>
<td>$\propto \log(u_c - u)$</td>
<td>finite</td>
<td>finite</td>
<td>finite</td>
<td>QS</td>
</tr>
<tr>
<td>II $\rightarrow$ III</td>
<td>$u$</td>
<td>$\propto \frac{1}{\sqrt{u - u_c}}$</td>
<td>$\propto \frac{1}{\sqrt{u - u_c}}$</td>
<td>finite</td>
<td>finite</td>
<td>Q2</td>
</tr>
<tr>
<td>II $\rightarrow$ IV</td>
<td>$u$</td>
<td>$\propto \frac{1}{\sqrt{u - u_c}}$</td>
<td>$\propto \frac{1}{\sqrt{u - u_c}}$</td>
<td>finite</td>
<td>finite</td>
<td>Q2</td>
</tr>
</tbody>
</table>

The analysis of divergences allows to classify the different transitions into those driven by two-point correlations (Q2: II $\rightarrow$ III, II $\rightarrow$ IV, I $\rightarrow$ II), where some two-point correlation measure ($K(\rho_{ij})$, $N(\rho_{ij})$ or $I(i:j)$) diverges, and those driven by multipartite correlations (QS: II $\rightarrow$ I) where only $S_i$ diverges. However, the two-point character of the transitions II $\rightarrow$ III, II $\rightarrow$ IV is only detected by $I(i:j)$ (a measure of total correlations), while $N(\rho_{ij})$ (the measure of quantum correlations used) is unfit to discriminate between those transitions and the multipartite-driven one (II $\rightarrow$ I).

### 2.3 Behavior of discord and classical correlations

In the following, we will evaluate two-site correlations (discord and classical correlations) in all phases of the model. The two-site density matrix is symmetric in the exchange of parties, $\rho_i = \rho_j$. Therefore, both discord and classical correlations are symmetric, too, and we can use the notation $D(i:j)$, $J(i:j)$ introduced in Eq.(1.26).
The difficult step in evaluating the discord is the minimization of the conditional entropy $S(\rho_{ij}|\Pi^j)$ with respect all local measurements $\Pi^j$ (with no loss of generality, we assume that the measurement is performed on $j$ but the same results would be obtained for measurements $\Pi^i$ on $i$). As we discussed in §1.3.3, allowing for general POVMs instead of just von Neumann measurements may allow for a better minimization, but the results are not significantly different from the numerical standpoint. Therefore, in the following we will restrict to von Neumann measurements.

The minimization can be done analytically for some simple cases of two-qubits, namely for the class of X states which have non-zero entries only on the diagonal and antidiagonal and include states with maximally mixed marginals (see Refs. [52, 53] and [54, 55] for recent developments). On the contrary, the two-qutrit case must be handled numerically.

2.3.1 Region I (I')

We start our analysis by evaluating two-site correlations (discord and classical correlations) in phase I. Results for phase I' are omitted, since they are exactly equal (by virtue of the particle-hole symmetry one just has to replace empty with doubly occupied sites).

Phase I (I') is characterized by the absence of doubly occupied (empty) sites, so that the effective number of on-site levels reduces to $2$. Consequently, the 2-site reduced $9 \times 9$ density matrix $\rho_{ij}$ has nonzero entries only in the $4 \times 4$ subblock spanned by $\{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}_{ij}$. $D$ and $J$ can be evaluated analytically through the methods developed in Refs [52, 53, 54, 55].

Since in phases I and III the density matrix $\rho_{ij}$ corresponds to an X-state for which $\min_{\Pi^j} S(\rho_{ij}|\Pi^j)$ can be easily evaluated with a fully analytical way by resorting to the method developed in [53], which we briefly review.

An arbitrary (single-qubit) von Neumann measurement is defined by a couple of orthogonal projectors $P_0$ and $P_1$, which can be obtained from $|0\rangle\langle 0|$ and $|1\rangle\langle 1|$ by an arbitrary $SU(2)$ rotation $V$:

$$P_0 = V|0\rangle\langle 0|V^\dagger \quad P_1 = V|1\rangle\langle 1|V^\dagger$$

(2.14)

Since $V = tI + iy \cdot \vec{\sigma}$ with $t^2 + y_1^2 + y_2^2 + y_3^2 = 1$, von Neumann measurements are parametrized by three independent numbers.

The key result of [53] is that the minimum of $S(\rho_{ij}|\Pi^j)$ is always attained for some special values of the parameters $m = (ty_1 + y_2y_3)^2$, $n = (ty_1 + y_3y_2)(ty_1 - y_2y_3), k = t^2 + y_3^2$, namely

$$\{k = 0, m = 0, n = 0\} \text{ and } \{k = 1/2, m = 0, 1/4, n = 0, \pm 1/8\}$$

(2.15)

Therefore the minimization procedure reduces to comparing the expressions $S(\rho_{ij}|\Pi^j)$ obtained in correspondence of these two sets of values. Furthermore, when the two-site reduced density matrix element $(\rho_{ij})_{1,4} = 0$, which is our case, $m$ and $n$ become irrelevant and $S(\rho_{ij}|\Pi^j)$ depends only on $k$. Therefore, we only have to compare
Evaluating the reduced conditional entropy reduces, Eq. (2.20), to
\[ S(\rho_{ij} | \Pi^I) \equiv S_1(\rho_{ij}) = -\frac{1-\theta_1}{2} \log_2 \frac{1-\theta_1}{2} + \frac{1+\theta_1}{2} \log_2 \frac{1+\theta_1}{2} \]  
(2.16)
where
\[ \theta_1 = \sqrt{[(\rho_{ij})_{11} - (\rho_{ij})_{33}] + (\rho_{ij})_{22} - (\rho_{ij})_{44}]^2 + 4[(\rho_{ij})_{23}]^2} \]  
(2.17)
while for \( k = 0 \) we have
\[ S(\rho_{ij} | \Pi^I) \equiv S_2(\rho_{ij}) = \frac{1}{2} \log_2 \frac{1}{2} - (1 - p_0) \frac{1-\theta_0}{2} \log_2 \frac{1-\theta_0}{2} - (1 - p_0) \frac{1+\theta_0}{2} \log_2 \frac{1+\theta_0}{2} \]
(2.18)
where \( p_0 = (\rho_{ij})_{11} + (\rho_{ij})_{33} \) and
\[ \theta_2 = \frac{[(\rho_{ij})_{22} - (\rho_{ij})_{44}]}{[(\rho_{ij})_{22} + (\rho_{ij})_{44}]} \quad \theta_3 = \frac{[(\rho_{ij})_{11} - (\rho_{ij})_{33}]}{[(\rho_{ij})_{11} + (\rho_{ij})_{33}]} \]  
(2.19)
All we must do is take the minimum between (2.16) and (2.18):
\[ \min_{\Pi^I} S(\rho_{ij} | \Pi^I) = \min\{S_1, S_2\} \]  
(2.20)
Evaluating the minimum of the reduced conditional entropy reduces, Eq. (2.20), to taking the minimum among two functions, i.e.,
\[ \min_{\Pi^I} S(\rho_{ij} | \Pi^I) = \min\{S_1, S_2\}, \]
where \( S_1, S_2 \) depend on \( \theta_1 = \sqrt{\left(1 + 4n^2 - 4n\right) + 4|\Gamma_{ij}|^2} \) and \( \theta_2 = \frac{|\Gamma_{ij}|^2}{n}, \theta_3 = \frac{1+2n^2-3n-2|\Gamma_{ij}|^2}{n} \) (2.16-2.19).
We verify that for all values of \(|i-j|\) we always have \( S_1 \leq S_2 \) and therefore two-point classical correlation \( \mathcal{J}(i : j) \) and quantum discord \( D(i : j) \) can be written in terms of \( S_1 \).
In order to compare quantum discord and entanglement, we also evaluate two-point concurrence [97]
\[ K(\rho_{ij}) = \min \left\{ 0, \sqrt{(1-n)^2 - |\Gamma_{ij}|^2} \right\} \]  
(2.21)
In the following, letters \( D(i : j), \mathcal{J}(i : j), \mathcal{I}(i : j), K(\rho_{ij}) \) always denote quantum discord, classical correlations, mutual information and concurrence respectively. The values of \( \mathcal{I}(i : j), \mathcal{J}(i : j), D(i : j) \) and \( K(\rho_{ij}) \) for region I and different values of \(|i-j|\) are plotted in Fig. 2.2.
We first see that the \( D(i : j) \) and \( \mathcal{J}(i : j) \) have the typical oscillating behavior already shown by the mutual information [97]. At variance with the previous analysis, where the quantum correlations measured by the concurrence were different from zero only in
Figure 2.2: quantum mutual information $I(i : j)$ (blue, solid), quantum discord $D(i : j)$ (red, solid), classical correlation $J(i : j)$ (green, solid), concurrence $K(\rho_{ij})$ (red, dashed) as a function of $\mu$ in region I ($u = 4$), for $|i - j| = 1$ (top, left), $|i - j| = 2$ (top, right), $|i - j| = 3$ (bottom, left), $|i - j| = 4$ (bottom, right).

proximity of the borders of the regions i.e., for $\mu \to -4, 0$, here we see that the system exhibits non zero discord within the whole region I except at some nodal points defined by the equation $\Gamma_{ij} = \langle c_i^\dagger c_j \rangle = \frac{\sin(n_s \pi |i - j|)}{\pi |i - j|} = 0$ where all correlation measures vanish, $I(i : j) = J(i : j) = D(i : j) = 0$. Classical correlations show a similar behavior. Therefore, in the central region of phase I, where $K(\rho_{ij})$ vanishes $\forall |i - j| > 1$, two-point discord and classical correlations are still present. Correlations are modulated by the sinusoidal behavior induced by $\Gamma_{ij}$ and at fixed $\mu$ they all decay algebraically with the distance: $I(i : j), D(i : j), J(i : j) \simeq |i - j|^{-2}$, see Fig.2.3.

In proximity of the transition I $\to$ IV it was shown in [97] that the system exhibits an entanglement transition[91]: the entanglement range $R_K$, i.e., the maximal distance $|i - j|$ for which $K(\rho_{ij}) \neq 0$, goes to infinity when approaching the transition. In particular, $K(\rho_{ij})$ have a maximum value for $n_s \to 1$ as $|i - j| \to \infty$. This behavior is reflected in that of $I(i : j), D(i : j), J(i : j)$, which also exhibit a global maximum at a value $n_s^{(i,j)} \approx 1 - 1/(2|i - j|)$ which approaches $n_s = 1$ for $|i - j| \to \infty$. Hence,
the behavior of discord mirrors that of the entanglement. This behavior is depicted in Fig. 2.4. In fact, also the mutual information and the classical correlations exhibit the same kind of behavior. However the values of the maxima for the various measures $\mathcal{I}(i : j), D(i : j), \mathcal{J}(i : j)$ scale in a different way with the distance:

Figure 2.3: quantum mutual information $\mathcal{I}(i : j)$ (blue, solid), quantum discord $D(i : j)$ (red, solid), classical correlation $\mathcal{J}(i : j)$ (green, solid) as a function of $|i - j|$ in region I for $\mu = -0.1, u = 4$. Upper dashed lines represent the envelope of the respective maxima which exhibits a power law decay ($\sim |i - j|^{-2}$)

Figure 2.4: maxima of quantum discord $D(i : j)$ (solid lines) and concurrence $K(\rho_{ij})$ (dashed lines) for $|i - j| = 16$ (blue), $|i - j| = 32$ (red), $|i - j| = 64$ (green), $|i - j| = 128$ (black) as a function of $\sqrt{|\mu|}$ in region I ($u = 4$)
Therefore, when approaching the metal insulator transition I→IV the maxima of correlation measures \( I(i : j), D(i : j), J(i : j) \) decay in algebraic way along the chain. Quantum discord dominates for high distances, since the spreading of the classical correlation is suppressed by a factor \( \log(|i - j|)/|i - j| \). This difference in the behavior of discord and classical correlations defines the different role that they have at the transition and can be further appreciated by studying the derivatives of the different correlation measures with respect to \( \mu \). In the critical limit \( \mu \to 0, -4 \) we have

\[
\partial_\mu D(i : j) \simeq -\frac{1}{12\sqrt{\mu - \mu_c}}
\]

while

\[
\partial_\mu J(i : j) \simeq \frac{1}{2\pi} \log |\mu - \mu_c|
\]

Therefore, while the \( \partial_\mu D(i : j) \) correctly agrees with the scaling behavior of \( \partial_\mu I(i : j) \) and \( \partial_\mu K(\rho_{ij}) \) evaluated in [97], \( \partial_\mu J(i : j) \) though being singular has a lower degree of divergence, so that classical correlations are subleading in the vicinity of the critical point.

We therefore see that the introduction of the new measures of correlations \( D(i : j) \) and \( J(i : j) \) and the study of their derivatives allows on one hand to properly identify the metal-insulator transition and to properly classify it as a two-point QPT [97], and on the other hand allows for a refinement in description of the QPT. The importance of this feature will be more evident in the following paragraphs where we will describe the other two-point QPTs i.e., II→IV and II→II. We close this subsection by discussing the role of the divergences of the different correlation measures and their relation with the divergences of the energy density of the system. In [89], the authors found a direct relationship between the singularities (discontinuities and divergences) in the derivatives of the energy density of the system \( E = E/L \) with respect to the parameter \( \lambda \) that drives the QPTs, and the singularities in the elements of the two-point reduced density matrix \( \rho_{ij} \) or their derivatives with respect to \( \lambda \). In our case the, the divergences in \( \partial_\lambda I(i : j) \) and \( \partial_\lambda D(i : j) \) inherit the non-analyticities of the derivatives of the elements of \( \rho_{ij} \) at the critical point. In particular the elements:

\[
\partial_\lambda D_2, \partial_\lambda O_1, \partial_\lambda O_2 \to \frac{1}{\sqrt{\lambda - \lambda_c}}
\]

show the same divergences exhibited by the second derivative of the energy density (2.6) with respect to \( \lambda = \mu \) (I→IV), i.e., \( \partial_\mu^2 E \sim 1/\sqrt{\mu - \mu_c} \). However, as we have
seen above, classical correlations, though diverging, show a logarithmic divergence instead of an algebraic one, and accordingly one might believe that this is an accidental fact due to the definition of the correlation measure (i.e., that classical correlations always display a lower degree of divergence). However, as we will see in the next sections, the classical correlations $J(i : j)$ behave like $D(i : j)$ and $I(i : j)$, in terms of their derivatives with respect to $\lambda = u$, at the transition II$\rightarrow$III, and therefore they coherently behave as the energy density at that transition i.e., $\partial^2 u/\partial \lambda^2 \sim 1/\sqrt{|u - u_c|}$. In summary, while the derivatives of different elements of $\rho_{ij}$ and of some of the correlations measures defined on the $\rho_{ij}$ show the same divergent behavior at the various transitions, which agrees with that of the energy density $\partial^2 u/\partial \lambda^2$, the classical correlations may show different kind of divergences and are thus able to discriminate between quantum phase transitions that are physically different.

### 2.3.2 Region III: discord and ODLRO

Phase III is characterized by the absence of singly occupied sites, so that the number of on-site levels effectively reduces to 2, and the quantum discord can be evaluated analytically in the same way as above. Moreover in this case the number of Sutherland species reduces to 1. The quantum discord may be evaluated in the same way as above. We have $\min_{\Pi_j} S(\rho_{ij} | \Pi_j) = \min\{S_1, S_2\}$, where $S_1, S_2$ depend on $\theta_1 = (1 - n_d)^2 + n_d^2$ and $\theta_2 = 1 - 2n_d, \theta_3 = 1 - 2n_d (2.16-2.19)$. Since two-site density matrices $\rho_{ij}$ are equal for all $i, j$, the values of two-site correlations are equal for each pair of sites, $I(i : j) = I, J(i : j) = J, D(i : j) = D$. We have $S_1 \leq S_2$ and therefore the classical correlations and the discord can be written in terms of $S_1$. The values of $I, J$ and $D$ for region III are plotted in Fig. 2.5.

The first result of our analysis is that while in the TDL the concurrence $K(\rho_{ij}) = \min\{0, -2n_d^2(1 - n_d)^2\} = 0$ vanishes everywhere in region III, the discord is always different from zero in the region; we thus have that the $\eta$-pair states display two-point quantum correlations, though not in the form of entangled correlations but rather in the form of discord. Moreover, we notice that discord, as well as classical correlations,
between any two sites has the same value, irrespective of their distance: this reflects the way in which the $\eta$-pairing mechanism spreads the correlations equally along the whole chain. The $\eta$-pairing is also the ground for the appearance of ODLRO, which follow directly from (2.7). It is intuitive to suppose that these superconducting correlations might be related to some kind of two-point quantum correlations, and indeed many authors have tried to find such a relation, see for example [92, 93]. While a relation with the entanglement properties in $k$ space was found in [99] in the case of for $\eta$-pairs and BCS states, in direct space this relation could not be established in terms of the concurrence since the latter vanishes in the TDL [97].

While ODLRO in $\eta$-pair states cannot be related to two-point entanglement, our analysis allows instead to connect the ODLRO to the two-point quantum discord. Indeed we find that in the TDL $D(i : j) = D_{DL}^2, \forall i, j$ and we have

$$D_{DL}^2 = f(x) = \frac{1}{\log 4} \left( 4x \arctanh(1 - 2x) + x \log 16 + \sqrt{1 - 4x} \log\left(-1 - \frac{2}{1 + \sqrt{1 - 4x}}\right) + \log\left(\frac{1}{(x - 1)^2}\right) + \log x \right)$$

where $f(x)$ a monotonically increasing function of $x = n_d(1 - n_d)$, i.e., of the ODLRO. The above analysis allows to establish a direct relation between a fundamental quantum property such as ODLRO and the presence of two-point (two-qubit) discord. It therefore seems that the important two-point quantum correlations necessary in direct space for the appearance of the ODLRO are represented by the discord and not by the entanglement.

We finally note that the presence of the ODLRO in $\eta$-pair states is reflected also by the behavior of classical correlations, which also are a monotonically increasing function of $n_d(1 - n_d)$. The relation between classical correlations and ODLRO will be important in the discussion of the transitions described in the next section.

2.3.3 Region II

Region II contains empty as well as singly and doubly occupied sites, so that there are 3 on-site levels. This means that the evaluation of discord and classical correlations is more difficult than in the previous cases. In order to evaluate $D(i : j)$ and $J(i : j)$ we used two numerical recipes. As for the two-qutrit case, we have that the possible von Neumann measurements correspond to unitary rotations,

$$P_0 = V|0\rangle\langle0|V^\dagger, P_1 = V|1\rangle\langle1|V^\dagger, P_2 = V|2\rangle\langle2|V^\dagger$$

where now $V \in SU(3)$.

Unfortunately, to proceed forward in the computation of the discord, one cannot simply mimic the procedure described for qubits. The main difficulty is that no easy, explicit parametrization of $V \in SU(3)$ by 8 real parameters (the group dimension) can be found. [222]. We therefore must compute the discord numerically. Our strategy is to minimize $S(\rho_{ij}|V')$ over a (large) set of randomly-generated unitary matrices [224]. More precisely, we generate a large ensemble of unitary matrices taken from the uniform distribution over the $SU(3)$ group manifold, evaluating $S(\rho_{ij}|V')$ for each matrix. We then keep the minimum as our esteem of $\inf_{\{B_k\}} S(\rho_{ij}|V')$. To be rigorous,
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Figure 2.6: quantum mutual information $I(i : j)$ (blue), quantum discord $D(i : j)$ (red), classical correlation $J(i : j)$ (green) as a function of $u$ in region II for $n = 1$, $|i - j| = 1$ (top, left), $|i - j| = 2$ (top, right), $|i - j| = 3$ (bottom, left), $|i - j| = 4$ (bottom, right)

This esteem is to be regarded as an upper bound: however, since we are generating a rather large set of random matrices we are confident that the bound is very stringent.

Alternatively, we can use the $SU(3)$ parametrization given in Ref. [223]. This allows to parametrize $SU(3)$ in terms of trigonometric functions of 8 independent parameters, 3 angles $\eta_1, \eta_2, \eta_3$ and 5 phases $\alpha, \beta, \gamma, \rho, \sigma$. This parametrization makes it apparent that the phases $\rho$ and $\sigma$ are completely irrelevant for the computation of the discord, since orthonormal projectors (von Neumann measurements) are independent of the choice of such phases. This method has the advantage that it is based on a more transparent parametrization of von Neumann measurements. Again, we generate a large ensemble of unitary matrices find the minimum of $S(\rho_{ij} | \Pi_j)$

In all cases under study, the two methods applied led to the same results, which provides us with full confidence on their reliability. In particular, the two methods show perfect agreement in the value of the discord throughout the whole region, and this is a first indication of their reliability. A further element of confidence in the methods used is the fact that $D(i : j)$ and $J(i : j)$ must be continuous in the transitions $II \rightarrow I, III$ (since all matrix elements of $\rho_{ij}$ are): when we approach the phase boundaries, the numerical limits of $D(i : j)$ and $J(i : j)$ in region II coincide with the analytical values determined in region I and III.

In Fig. 2.6 and Fig. 2.7 we plot $I(i : j), J(i : j), D(i : j)$ in region II as a function of $u$ for $|i - j| = 1, 2, 3, 4$, and for $n = 1$ and $n = 0.5$ respectively. In the Table below, we summarize the critical behavior of the derivatives of quantum discord $D(i : j)$ and classical correlations $J(i : j)$ for the transitions $II \rightarrow I, II \rightarrow III, IV$. These values are obtained as follows. We find numerically (with either of the procedures sketched above) the optimal measurement which minimizes the reduced conditional entropy. Contrary to what happens in region I, the orthogonal measurement minimizing the conditional entropy varies throughout region II, i.e., the parameters of the unitary rotation $V$ are not constant throughout the whole region. However, in the neighborhood of the critical lines ($u \rightarrow -4$ and $u \rightarrow -4 \cos \pi n$) they are found to remain constant at any fixed $n$. We therefore use these constant values in the expressions for the reduced conditional entropy and obtain analytical formulas for $D(i : j)$ and $J(i : j)$ as a function of $u$. We then extrapolate the critical behavior by studying these functions in the
critical limit.

<table>
<thead>
<tr>
<th>transition</th>
<th>n</th>
<th>u</th>
<th>$\partial_u I_{\mu}$</th>
<th>$\partial_u D_{\mu}$</th>
<th>$\partial_u J_{\mu}$</th>
<th>$\partial_u I_{\infty}$</th>
<th>$\partial_u D_{\infty}$</th>
<th>$\partial_u J_{\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>II → I</td>
<td>1/2</td>
<td>→ 0</td>
<td>finite</td>
<td>finite</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II → III</td>
<td>1/2</td>
<td>→ -4</td>
<td>$\propto \frac{1}{\sqrt{u_n - u}}$</td>
<td>$\propto \frac{1}{\sqrt{u_n - u}}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II → IV</td>
<td>1</td>
<td>→ -4</td>
<td>$\propto \frac{1}{\sqrt{u_n - u}}$</td>
<td>$\propto \frac{1}{\sqrt{u_n - u}}$</td>
<td></td>
<td></td>
<td></td>
<td>$\propto \log(u_n - u)$</td>
</tr>
<tr>
<td>II → III</td>
<td>1</td>
<td>→ -4</td>
<td>$\propto \frac{1}{\sqrt{u_n - u}}$</td>
<td>$\propto \frac{1}{\sqrt{u_n - u}}$</td>
<td></td>
<td></td>
<td></td>
<td>$\propto \frac{1}{\sqrt{u_n - u}}$</td>
</tr>
</tbody>
</table>

The results can be summarized as follows. In the transition II → I o (or I’) two-point $D(i : j), I(i : j), J(i : j)$ are regular, thus confirming that this transition has a multipartite nature.

As for the transitions II→IV and II→III, previous analyses [97] have shown that both transitions have a two-point character. As a first result, we see that at both transitions quantum discord is able to correctly detect the divergence expected, whereas negativity fails for this aspect[95] (see Sec. 2.2.3). The two transitions are however physically inequivalent, since they lead to two completely different phases: transition II→IV is characterized by the disappearance of ODLRO, whereas at transition II→III ODLRO is present. We now show how this difference can be properly described by the study of the two-point classical correlations.

In the transition II → III, while $\partial_u I(i : j), \partial_u D(i : j) > 0$ and $\partial_u J(i : j) < 0$ all the derivatives display the same kind of algebraic singularity. On the other hand, in the transition II → IV, we have that $\partial_u I(i : j), \partial_u D(i : j), \partial_u J(i : j) < 0$, they all diverge, but $J(i : j)$ has a lower degree of divergence i.e., it is logarithmic; this property allows to correctly describe the transition as a two-point one and furthermore to assimilate it to the metal-insulator transition I→IV, where the classical correlations show the same kind of divergence.

The result can be further deepened by considering the following argument. All two-point correlations in region II can always be split into a finite and an infinite range contributions: $A_{ij} = A_{ij}^f + A_{ij}^\infty$, where $A = I, J, D$ and $A_{ij}^\infty = \text{lim}_{u \to -j} A_{ij}^\infty$. The infinite range contributions can be analytically evaluated and they all explicitly
depend on the value of the ODLRO in this phase, \( n_d(1 - n_s - n_d) \). Therefore, their
derivatives with respect to \( u \) have all the same behavior: they display the same type of
algebraic singularity in case of transition II \( \rightarrow \) III (ODLRO), while they do not display
any singularity in case of transition II \( \rightarrow IV \) (disappearance of ODLRO).

On the other hand, as for the finite range contributions we find that \( \partial_u \mathcal{I}_{i,j} \) diverges
at both transitions but with a logarithmic behavior that is dominant only in the tran-
sition II \( \rightarrow IV \) (where \( \partial_u \mathcal{I}_{\infty} \) is regular) while its quantum counterpart \( \partial_u \mathcal{D}_{i,j} \) diverges
algebraically. The above results show that the introduction of the discord and classi-
cal correlations allows to discriminate between two apparently similar but inequiva-
 lent two-point QPTs, and to root their difference in the persistence (disappearance) of
ODLRO at the transitions.

### 2.3.4 Reciprocal Lattice

We now consider quantum discord between two momentum modes in the reciprocal
lattice: the analysis is significant in region II and III, where \( \eta \)-pairs are present, and
for values of \( k_j > k_s \) where \( k_s = \frac{2\pi N}{L} \) is the maximum single-fermion momentum,
since the portion of k-space pertaining to single fermions is factorized. Let us fist con-
sider two modes \( k_j \neq k_j \). From the results derived in [98] we have that the measures
of correlations all depend on a single parameter \( a \) linked to the average occupation
number of a generic mode \( k_j, a = \langle n_{k_j} \rangle / 2 = n_d/(1 - n_s) \), \( \forall k_j \). In particular, the
only pairs of modes \( (k_i, k_j) \) which are correlated are the ones for which \( k_i = -k_j \),
while if \( k_i \neq -k_j \) the relative momentum modes are completely uncorrelated i.e.,
\( \mathcal{I}(k_i : k_j) = 0 \) and therefore \( D(k_i : k_j) = 0 \). When \( k_i = -k_j \) the single-mode von
Neumann entropy reads \( S(\rho_{k_j}) = -2(a \log a + (1 - a) \log(1 - a)) \), the two-mode von
Neumann entropy is \( S(\rho_{k_i,k_j}) = S(\rho_{k_i}) + 2a(1 - a) \) and hence the mutual information
is \( \mathcal{I}(k_i : k_j) = -2(a \log a + b \log b - ab) \).

In order to evaluate the quantum discord, we should now consider the reduced condi-
tional entropy after a generic measurement is performed on mode \( k_j \), and minimize
with respect to all measurements. It turns out that, a von-Neumann measurement
\( B = \{ \Pi_0, \Pi_\uparrow, \Pi_\downarrow, \Pi_{\uparrow\downarrow} \} \) onto the trivial basis \( B_{-k_j} \) yields

\[
\begin{align*}
\rho_0 &= \frac{1}{p_0} \text{Tr}_{-k_j} \Pi_0 \rho_{k_j,-k_j} \Pi_0 = a^2 |0\rangle \langle 0 | \\
\rho_\uparrow &= \frac{1}{p_\uparrow} \text{Tr}_{-k_j} \Pi_\uparrow \rho_{k_j,-k_j} \Pi_\uparrow = ab |\uparrow\rangle \langle \uparrow | \\
\rho_\downarrow &= \frac{1}{p_\downarrow} \text{Tr}_{-k_j} \Pi_\downarrow \rho_{k_j,-k_j} \Pi_\downarrow = ab |\downarrow\rangle \langle \downarrow | \\
\rho_{\uparrow\downarrow} &= \frac{1}{p_{\uparrow\downarrow}} \text{Tr}_{-k_j} \Pi_{\uparrow\downarrow} \rho_{k_j,-k_j} \Pi_{\uparrow\downarrow} = b^2 |\uparrow\downarrow\rangle \langle \uparrow\downarrow |
\end{align*}
\]

so that \( \sum_\alpha p_\alpha S(\rho_\alpha) = 0 \) and the minimum is immediately attained. Consequently we
have that the quantum discord has a simple expression

\[
D(k_j : -k_j) = \mathcal{I}(k_j : -k_j) - S(\rho_{k_j}) = 2a(1 - a) \propto \mathcal{N}(q_{k_j,-k_j})
\]
and it is simply proportional to the negativity $N(\sigma_{k_i k_j})$ [99]. This result allows us to derive some important conclusions. On one hand, the relationship found in [99] between ODLRO and negativity in region II can be rewritten in terms of the discord $D(k_j : -k_j)$ showing once again the quantum roots of the ODLRO:

$$\lim_{|i-j| \to \infty} \langle X_i^{20} X_j^{02} \rangle = (1 - n_s)^2 a(1 - a) = (1 - n_s)^2 D(k_j : -k_j)/2.$$  

This result, together with Eq. 2.29, allows to establish a functional relation between the two-site discord $D(i : j)$ and the two mode discord $D(k_i : -k_i)$.

On the other hand, the line $n = 1$ is an iso-correlation line [98]: since $a = 1/2 = \text{const}$, and therefore the momentum particle density $\langle n_{k_i} \rangle$, and all the correlations between subsystem in the momentum picture are maximal and constant in the whole phase II. In particular, they are constant at the transition II $\to$ III, therefore this transition cannot be identified by studying the derivatives of the correlation measures in $k$ space. On the other hand, at the transition II $\to$ IV there is a sudden change in all correlations that discontinuously drop to zero in correspondence of the insulating phase that is characterized by a ground state which is factorized also in the momentum space i.e., $|\psi\rangle = \otimes_k |\sigma\rangle_k$, with $\sigma = \uparrow, \downarrow$. We therefore see that the two-point transitions II $\to$ III and II $\to$ IV can be distinguished even in momentum space, and this reinforces the result obtained in the previous section in the direct lattice picture, where the difference between the two transitions is highlighted by the behavior of $\mathcal{J}(i : j)$.

### 2.3.5 Monogamy of quantum discord

The study of the ground state properties of the extended Hubbard model can be fruitfully extended in order to assess a relevant quantum information problem: the relations between entanglement and discord. In this framework an interesting question to address is whether the discord may satisfy a monogamy relation like (1.104). As we know from §1.3.5, this relation cannot be satisfied for all states (otherwise the quantum discord would vanish for all separable states). Nevertheless, it is still possible that the relation holds for a given class of states. In fact, the satisfaction/violation of a monogamy inequality highlights the structure of multipartite correlations in the state,
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as we will now show by focusing on the ground states in region III and I. In Region III, the $n$-pairs states coincide with class of two-qubits permutation-invariant states that can be written as

$$|\psi(N_d, L)\rangle = \left( \frac{L}{N_d} \right)^{-1} \sum_p P|N_d, L - N_d\rangle$$

(2.34)

where $\left( \frac{L}{N_d} \right)$ is the binomial coefficient, $|N_d, L - N_d\rangle$ is a fixed state with a given sequence of $N_d$ ones (pairs) and $L - N_d$ zeros (empty sites), and the sum is taken over all possible permutations $P$s (the 3-partite $W$ state belongs to this class of states). For states of these form, at fixed $N_d < L$ the single and two site reduced density matrices can be easily evaluated from (2.8) and (2.9) and they are equal for all sites, i.e., $\rho_{ij} = \rho_1$ and $\rho_{ij} = \rho_2$ and the discord can be evaluated as described in the previous sections. Since $|\psi(N_d, L)\rangle$ is a pure state the discord between one site and the rest of the chain is equal for all sites $D(1 : j) = D_2(n_d, L)$ and it simply coincides with the entanglement between the site and the rest of the chain, $D_1 = S(\rho_1)$. Thus $D_1$ is a function of $n_d$ only and it is bounded by 1. Both for finite $N_d$, $L$ and in the TDL the two point discord $D(1 : j) = D_2(n_d, L)$ does not depend on $j$ and therefore $\sum_j D_2(n_d, L) = (L - 1)D_2(n_d, L)$. As already mentioned, similar arguments can be applied to the concurrence $K$: with $n_s = 0$ the dependence on $|i - j|$ disappears and, in particular for large $L$ one has $K(\rho_{1,j}) \approx 1/L$; for finite $N_d$, $L$ the concurrence is small but different from zero, and the monogamy property is always satisfied by the squared concurrence. On the other hand, a direct evaluation of the above quantities shows that $\forall N_d$ and $L \geq 3$ one has

$$R_M \equiv D_1/[(L - 1)D_2(n_d, L)] < 1$$

(2.35)

In Fig. 2.8 (left panel) we show the monogamy ratio $R_M$ for $N_d = 1/L, \lfloor L/2 \rfloor/L$ and different values of $L$. While a general analytical demonstration of this result is not straightforward, one can note that in the case of permutation-invariant states, for any fixed value of $n_d$ it is always possible to find an infinite number of states $|\psi(N_d, L)\rangle$ with $L = N_d/n_d$ and such that $D_1 \leq (L - 1)D_2(n_d, L)$, i.e., the monogamy relation is violated. Indeed, while $D_1$ just depends on $n_d$, $D_2(N_d, L)$ is a decreasing function of $L$ which is lower bounded by its TDL expression (2.29). Therefore all the states for which $L = N_d/n_d$ satisfies the relation $D_1 \leq (L - 1)D_2^{TDL}$ will violate the monogamy relation.

As for the TDL, while $K_{1,j} \rightarrow 0$, $D_s$ is constant at fixed $n_d$ and $D_2 = D_2^{TDL}$ as in (2.29) and therefore $R_M \rightarrow 0$.

Since the above arguments apply to a whole class of permutation invariant $n$-partite states (2.34), we can state in full generality a property of two-qubit discord: for $n$-partite states ($n \geq 3$) discord can be polygamous both in presence (for finite $N_d, L$) and in absence (TDL) of two point entanglement.

While it is tempting to relate the violation of a monogamy relation by the discord to the presence of those correlations that are typical of $n$-pairs states, and that give rise in the TDL to ODLRO, our model shows that there are other classes of states in which
such violation can occur. Indeed, in Fig. 2.8 (right panel) we report the ratio $R_M$ for the ground state of region I, which reads:

$$|\psi(N_s, L)\rangle = |k_1, \ldots, k_{N_s}\rangle = \tilde{X}_{k_1}^{10} \cdots \tilde{X}_{k_{N_s}}^{10} |\text{vac}\rangle$$

(2.36)

i.e., contains $N_s$ fermions in momentum eigenmodes $(k_1, \ldots, k_{N_s})$, created by action of the Fourier transform of the Hubbard projection operator $\tilde{X}_k^{10}$ onto the vacuum. The results refer to the TDL case and they show that for such states, although $D(i : j)$ does depend on the distance $|i - j|$, the monogamy property is violated by the two-point discord in proximity of the QPT $I \rightarrow IV$. This feature reflects the fact discussed in Section 2.3.1 that when $\mu \rightarrow 0$, there is a spreading of the quantum correlations over the whole chain. Indeed, the violation of the monogamy condition starts in correspondence of $\mu \approx -0.2$, where the entanglement has already started to spread along the chain and has a finite range ($R_N$ diverges only at the transition).

This result has two interesting consequences. On one hand the ground states in region I show that, depending on the parameters that define them ($n_s$ in this case) for the same class of states the discord may or may not violate a monogamy relation [32]. On the other hand the behavior of the discord allows to refine the description about region I carried out in [97]. There, by means of the entanglement and correlation ratio it was pointed out that the ground states in region I have a truly multipartite character in the center of the region, while when approaching the transition the weight of the two-point correlations starts to increase; and this agrees with the two-point character of this transition. Here this picture is revealed by the violation of the monogamy property displayed by the discord: In order to prepare the two-point transition at $\mu = 0$, the system reorganizes its correlations in such a way that their two-point character starts to prevail; one can therefore identify the point in which this process starts with the value of the parameters i.e., $\mu \approx -0.2$ at which the monogamy property is violated by the discord.

We finally compare the two above cases in terms of the violation of the monogamy property. Here the key observation is the different kind of violation exhibited by the discord. In region I the discord can be polygamous but the amount of quantum correlations shared by a single site with the other sites of the chain is finite i.e., $0 < R_M < 1$ for $\mu \neq 0$ and it vanishes at the transition $\mu = 0$ because $D_1 \rightarrow 0$, while $\sum_j D(i : j)$ tends to a finite value. On the contrary, for $\eta$-pair states the violation has a completely different nature: Each site can be equally correlated with all the other sites of the chain: $R_M \equiv 0 \forall n_d$. This difference is indeed rooted in the presence of ODLRO in the TDL and in the previously found relation between discord and ODLRO. This kind of violation is associated by the disappearance of the two-sites entanglement, while for the state in region I, the violation occurs in presence of bipartite entanglement.

The above results allows to give a general statement about quantum discord for multipartite pure states: It can be non-monogamous both in presence and in absence of bipartite entanglement. However the violation of the monogamy property can be maximal when ODLRO is established in the TDL and no bipartite entanglement is present in the state.
2.4 Conclusions

In this chapter we have addressed several important questions related to the ground state correlation properties of a reference fermionic model, the bond-charge Hubbard model. We have applied quantum discord and classical correlations to study how these relate to quantum phase transitions displayed by the model. By means of analytical and numerical analysis we have derived and analyzed the expressions of discord and classical correlations for two-qubits and two-qutrits systems both in the direct lattice and in momentum space. Our results allow to describe the different quantum phase transitions in terms of the divergences of the various correlation measures. As shown in [95, 97, 98] the transitions can be classified on the basis of the relevance of the two-point and multipartite correlations involved. At variance with other entanglement measures [95], such as negativity, discord (and classical correlations) exhibits the expected non analyticities that define the two-point transitions. Moreover, the comparison of their behavior allows to discriminate between two apparently similar kind of two-point transitions. In particular, a careful study of the contributions in which classical correlations can be decomposed gives the possibility to detect the presence (disappearance) of the off diagonal long range order (ODLRO) and to identify its consequences at the various transitions.

Furthermore, the study of the discord between two generic sites $i,j$ and two momenta modes $k_i, -k_i$ allows to establish a direct relation between ODLRO and the two-site/momента modes discord, which turns out to be a monotonic function of ODLRO. This result is remarkable, since in the TDL no two-site entanglement is present in this states. By means of the same analysis it is possible to establish a functional relation between the two-sites discord in direct space $D(i:j)$ and two-modes discord in momentum space $D(k_i: -k_i)$.

The study of $D(i:j)$ for $\eta$-pairs states is also important for describing the behavior of the discord with respect to the monogamy property. [22, 23]. Indeed, the $\eta$-pairs states are isomorphic to a relevant class of permutational invariant multipartite qubit states. While in the finite size case, all the states in the class display non-zero two-qubit entanglement, in the TDL the latter vanishes. However, in both cases we have shown that two-qubit discord is in general different from zero and furthermore it violates a monogamy relation. Finally, we have shown for another class of states, the non-interacting fermionic ground states in region I, the discord can be polygamous depending on the values of the parameters. The main difference between the two class of states analyzed resides in the kind of violation of the monogamy property: only for the $\eta$-pair states the single qubit can be arbitrarily correlated with all the other infinite sites, thus leading to a maximal violation of the monogamy property. This fact is rooted in the presence of ODLRO in these states and in the direct relation between ODLRO and discord.

Our results confirm that the application of quantum information concepts to condensed matter systems can fruitfully lead to a precise description of the role of correlations in quantum phase transitions and at the same time to the development of useful relations that shed new light on the nature of quantum correlations as measured by discord.
Chapter 3

Non-Gaussian quantum discord for Gaussian states

3.1 introduction

In the realm of continuous variable (CV) systems, initial research efforts on quantum discord have focused on Gaussian measurements. The Gaussian quantum discord, proposed in [59, 60], is defined by restricting the minimization involved in the definition of discord to the set of Gaussian POVMs [125] and it can be analytically computed for Gaussian states. Its behavior in noisy channels has been studied in Ref. [109, 110] – where it was shown that it is more robust than entanglement to the decorrelating effect of independent baths and more likely to yield non-zero asymptotic values in the case of a common bath – while its relation to the synchronization properties of detuned, correlated oscillators has been analyzed in Ref. [80].

It is natural to investigate CV quantum discord beyond Gaussian measurements: non-Gaussian ones may indeed allow for a stronger minimization of discord, and in this case the Gaussian discord would be an overestimation of the true discord. Here we focus on Gaussian states and ask whether Gaussian measurements are optimal in this case, i.e., whether the Gaussian discord is the true discord for Gaussian states. This question is relevant for two main reasons: On one hand, if discord is a truly useful resource for quantum information protocols [71, 82], then it is crucial to have a reliable estimate of its actual value. On the other hand, from a fundamental point of view it is important to establish how different kinds of measurements can affect correlations in quantum states. A further motivation comes from the fact that indeed for some non-Gaussian states e.g., CV Werner states, non-Gaussian measurements such as photon counting have been proven to lead to a better minimization [62].

The optimality of Gaussian measurements has already been proven analytically for two-mode Gaussian states having one vacuum normal mode [60], by use of the Koashi-Winter relation (1.56), but no analytic argument is available in the general case. We address the question numerically, for the case of two-modes, upon considering two large classes of Gaussian states, the squeezed thermal states (STS) and the mixed thermal
states (MTS), and allowing for a range of experimentally feasible non-Gaussian measurements based on orthogonal bases: the number basis, the squeezed number basis, the displaced number basis. As a result, we provide evidence that Gaussian quantum discord is indeed optimal for the states under study. In addition, we also investigate the CV geometric discord [63], comparing the case of Gaussian and non-Gaussian measurements.

This work is structured as follows. In § 3.2 we review Gaussian quantum discord; in § 3.3 we thoroughly describe the basic question we want to address in this work and introduce non-Gaussian measurements and non-Gaussian discord; in § 3.4, 3.5, 3.6, we present our key results concerning non-Gaussian discord upon measurements in the number basis, squeezed number basis and displaced number basis; in § 3.7 we discuss the behavior of non-Gaussian geometric discord; finally, § 3.8 closes the paper discussing our main conclusions.

This chapter essentially reproduces our paper [64], previously published in Physical Review A.

### 3.2 Gaussian discord

In the realm of continuous-variable systems, the Gaussian discord [59, 60] is defined by restricting the set of possible measurements in Eq. (1.21) to the set of Gaussian POVMs [125], and minimizing only over this set. The Gaussian discord can be analytically evaluated for two-mode Gaussian states, where one mode is probed through (single-mode) Gaussian POVMs. The latter can be written in general as

$$\Phi_G^G(\eta) = \pi^{-1}D_B(\eta)\varrho_MD_B^\dagger(\eta)$$

where $D_B(\eta) = \exp(\eta b^\dagger - \eta^* b)$ is the displacement operator, and $\varrho_M$ is a single-mode Gaussian state with zero mean and covariance matrix $\sigma_M = \begin{pmatrix} \alpha & \gamma \\ \gamma & \beta \end{pmatrix}$. Two-mode Gaussian states can be characterized by their covariance matrix $\sigma_{AB} = \begin{pmatrix} A & C \\ C^T & B \end{pmatrix}$.

By means of local unitaries that preserve the Gaussian character of the state, i.e. local symplectic operations, $\sigma_{AB}$ may be brought to the so-called standard form, i.e. $A = \text{diag}(a, a)$, $B = \text{diag}(b, b)$, $C = \text{diag}(c_1, c_2)$. The quantities $I_1 = \det A$, $I_2 = \det B$, $I_3 = \det C$, $I_4 = \det \sigma_{AB}$ are left unchanged by the transformations, and are thus referred to as symplectic invariants. The local invariance of the discord has therefore two main consequences. On the one hand, correlation measures may be written in terms of symplectic invariants only. On the other hand, we can restrict to states with $\sigma$ already in the standard form. Before the measurement we have

$$S(\varrho_{AB}) = f(d_+) + f(d_-), \quad (3.1)$$

$$S(\varrho_A) = f(\sqrt{I_1}), \quad S(\varrho_B) = f(\sqrt{I_2}) \quad (3.2)$$

where $f[x] = (x+1/2)\log(x+1/2) - (x-1/2)\log(x-1/2)$ and $d_\pm$ are the symplectic eigenvalues of $\varrho_{AB}$ expressed by $d_\pm^2 = 1/2[\Delta \pm \sqrt{\Delta^2 - 4I_4}]$, $\Delta = I_1 + I_2 + 2I_3$. After the measurement, the (conditional) post-measurement state of mode $A$ is a Gaussian
state with covariance matrix $\sigma_P$ that is independent of the measurement outcome and is given by the Schur complement $\sigma_P = A - C(B + \sigma_M)^{-1}C^T$. The Gaussian discord is therefore expressed by

$$D_G(A|B) = f(\sqrt{I_2}) - f(d-) - f(d+) + \min_{\sigma_M} f(\det \sqrt{\sigma_P}) \quad (3.3)$$

where we use two key properties: i) the entropy of a Gaussian state depends only on the covariance matrix, and ii) the covariance matrix $\sigma_P$ of the conditional state does not depend on the outcome of the measurement. The minimization over $\sigma_M$ can be done analytically. For the relevant case of states with $C = \text{diag}(c, \pm c)$, including STS and MTS (see below), the minimum is obtained for $\alpha = \beta = 1/2, \gamma = 0$ i.e. when the covariance matrix of the measurement is the identity. This corresponds to the coherent state POVM, i.e. to the joint measurement of canonical operators, say position and momentum, which may be realized on the radiation field by means of heterodyne detection. For separable states the Gaussian discord grows with the total energy of the state and it is bounded, $D_G \leq 1$; furthermore, we have $D_G = 0$ iff the Gaussian state is in product form $\rho_{AB} = \rho_A \otimes \rho_B$.

### 3.3 Non-Gaussian discord

In this work we consider Gaussian states, and ask whether non-Gaussian measurements can allow for a better extraction of information than Gaussian ones, hence leading to lower values of discord.

The optimality of Gaussian measurements has been already proven for a special case [60]: that of two-mode Gaussian states having one vacuum normal mode. Indeed any bipartite state $\rho_{AB}$ can be purified, $\rho_{AB} \implies |\psi\rangle_{ABC}$; then, the Koashi-Winter relation (1.56),

$$D(A|B) = E_F(A : C) + S(\rho_B) - S(\rho_{AB}) \quad (3.4)$$

relates the quantum discord $D$ and the entanglement of formation $E_F$ of reduced states $\rho_{AC}$ and $\rho_{AC}$ respectively. Given a (mixed) two-mode Gaussian state $\rho_{AB}$, there exists a Gaussian purification $|\psi\rangle_{ABC}$. In general, the purification of $\rho_{AB}$ requires two additional modes, so that $\rho_{AC}$ is a three-mode Gaussian state. In the special case when one normal mode is the vacuum, the purification requires one mode only. In this case, $\rho_{AC}$ represents a two-mode Gaussian state and $E_F(A : C)$ can be evaluated [24]. From $E_F(A : C)$, by means of Eq. (3.39), one can obtain $D(A|B)$ (the exact discord) and a comparison with $D_G^2(A|B)$ proves that $D(A|B) = D_G^2(A|B)$.

In the general case, there is no straightforward analytical way to prove that Gaussian discord is optimal. Therefore, we perform a numerical study. Since taking into account the most general set of non-Gaussian measurements is an extremely challenging task, one can rather focus on a restricted subset. We choose to focus on a class of measurements that are realizable with current or foreseeable quantum optical technology. These are the the projective POVMs, $\Pi = \{P_n\}$, represented by the following orthogonal measurement bases:

$$P_n = D(\alpha)S(r)|n\rangle \langle n|S(r)^\dagger D(\alpha)^\dagger, \quad n = 0, \cdots, \infty \quad (3.5)$$
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where \( S(r) = \exp \left( -r^* \frac{a^2}{2} - r \frac{(\alpha^*)^2}{2} \right) \) and \( D(\alpha) = \exp(\alpha a^\dagger - \alpha^* a) \) are respectively the single-mode squeezing and displacement operators \([150]\). The set of projectors in (3.5) is a POVM for any fixed value of \( \alpha \) and \( r \). If \( \alpha = r = 0 \) we have the spectral measure of the number operator, describing ideal photon counting \( P_n = |n\rangle \langle n| \). If \( \alpha > 0, r = 0 \) we are projecting onto displaced number states \([151]\), if \( \alpha = 0, r > 0 \) onto squeezed number states \([153, 154, 155]\). While more general non-Gaussian measurements are in principle possible, the class (3.5) encompasses most of the measurements that can be realistically accessed.

In the following, we will evaluate the non-Gaussian quantum discord defined by

\[
D_{NG}^N (A|\Pi^B) = f(\sqrt{T_2}) - f(d_-) - f(d_+) + S_{NG}^N (A|\Pi^B) \quad (3.6)
\]

where the non-Gaussian measurements are given by Eq. (3.5) above. For the non-Gaussian conditional entropy we have

\[
S_{NG}^N (A|\Pi^B) = \sum_n p_n S(\varrho_{A|n}) \quad (3.7)
\]

In the following we consider two classes of Gaussian states in order to assess the performances of the above measurements. These are the two-mode squeezed thermal states (STS) \([146, 147, 148]\):

\[
\varrho = S(\lambda) \nu_A(N_1) \otimes \nu_B(N_2) S(\lambda)^\dagger \quad (3.8)
\]

and the two-mode mixed thermal states (MTS) \([149]\)

\[
\rho = U(\phi) \nu_A(N_1) \otimes \nu_B(N_2) U(\phi)^\dagger \quad (3.9)
\]

where \( \nu_X(N_i) \) are 1-mode thermal states \((X = A, B)\) with thermal photon number \( N_i \) \((i = 1, 2)\); \( S(\lambda) = \exp\{\lambda(a_A^\dagger a_B^\dagger - a_A a_B)\} \) is the two-mode squeezing operator (usually realized on optical modes through parametric down-conversion in a nonlinear crystal); and \( U(\phi) = \exp\{\phi(a_A^\dagger a_B - a_A a_B^\dagger)\} \) is the two-mode mixing operator (usually realized on optical modes through a beam splitter).

In particular, in the following we will focus on the simplest case of symmetric STS with \( N_1 = N_2 \in [10^{-5}, 1] \); \( \lambda \in [0, 0.5] \). As for MTS, we cannot consider the symmetric case (since if \( N_1 = N_2 \) then the mutual information vanishes and there are no correlations in the system), therefore we consider the unbalanced case and focus on \( \phi \in [0, \pi/2] \) and \( N_1, N_2 \in [10^{-5}, 1] \).

3.4 Number basis

Let \( P_n = |n\rangle \langle n| \). In this case, the post-measurement state is

\[
\varrho_{A|n} = \otimes |n\rangle \langle n| = \left( \sum_{h,k} \varrho(h,k),(n,n)|h\rangle \langle k| \right) \otimes |n\rangle \langle n| \quad (3.10)
\]
and we have the following expression for the density matrix elements

\[ \rho_{\langle h,k \rangle,\langle n,n \rangle} = \sum_{s,t} p_s^h(N_1)p_t^h(N_2)O_{hn}(st)O_{hn}^*(st) \]  

(3.11)

where \( p_s^h(N) = N^s (1 + N)^{-(s+1)} \) and \( O_{hn}(st) = \langle hn|O|st \rangle \) with \( O = S(\lambda), U(\phi) \) for STS and MTS respectively. The post-measurement state

\[ \rho_{A|n} = \text{Tr}_B [I \otimes |n\rangle \langle n| \rho I \otimes |n\rangle \langle n|]/p_n \]  

(3.12)

(here, \( p_n = \text{Tr}[\rho I \otimes |n\rangle \langle n|] \)) of STS and MTS after local measurement in the number basis is diagonal,

\[ \langle h|\rho_{A|n}|k \rangle = \delta_{hk} \rho_{\langle h,h \rangle,\langle n,n \rangle} \]  

(3.13)

Proof. We have indeed:

\[ \rho = \sum_{s,t} p_s^h(N_1)p_t^h(N_2)O_{hn}(st)O_{hn}^*(st) = \sum_{\langle h,n \rangle,\langle k,m \rangle} |hn\rangle \langle km| \left( \sum_{s,t} p_s^h p_t^h O_{hn}(st)O_{km}^*(st) \right) \]  

(3.14)

where \( p_s^h(N) = N^s (1 + N)^{-(s+1)} \) where \( O_{hn}(st) = \langle hn|O|st \rangle \) and \( O_{km}^*(st) = \langle st|O^*|km \rangle = \langle km|O|st \rangle^* \), where \( O = S(\lambda), O = U(\phi) \) for STS and MTS respectively. The post measurement states can be written as:

\[ \rho_{A|n} \otimes |n\rangle \langle n| = \sum_{h,k} \rho_{\langle h,k \rangle,\langle n,n \rangle} |h\rangle \langle k| \otimes |n\rangle \langle n| \]  

(3.15)

and therefore we need to evaluate the matrix elements

\[ \rho_{\langle h,k \rangle,\langle n,n \rangle} = \sum_{s,t} p_s^h p_t^h O_{hn}(st)O_{hn}^*(st) \]  

(3.16)

The elements of the two-mode squeezing operator are given in [155] (Eq. 22):

\[ \langle hn|S(\lambda)|st \rangle = \delta_{t+h,s+n} f^h(h,n,s,t) = \delta_{t+h,s+n} \times \sum_{a=0}^{\min(s,t)} \sum_{b=0}^{\min(h,n)} (-1)^{a+b} (sech\lambda)^{t+h-a-b-1} \mu_{a-b+h-s} \times \frac{(t + h - a - b)! [s!] [b!] [n!]^{1/2}}{a! (t-a)! (s-a)! (n-b)! (h-b)!} \]  

(3.17)
where $\mu = e^\lambda$, while the elements of the two-mode mixing operator

$$
\langle h_n|U(\phi)|st\rangle = \delta_{h+n,s+t} \sum_{a=\max(0,h-t)}^{\min(h,s)} A_a^{st} h-a
$$

$$
= \delta_{h+n,s+t} \sum_{a=\max(0,h-t)}^{\min(h,s)} \sqrt{\frac{h!(s+t-h)!}{s!t!}} (-1)^{h-a} \times

\left(\begin{array}{c}
s \\ t \\ h - a
\end{array}\right) \sin \phi^{s+h-2a} \cos \phi^{t+2a-h}
$$

(3.18)

In order to evaluate (3.16), we need $O_{hn}(st)O_{kn}^*(st)$. Due to the $\delta$'s appearing in both (3.17) and (3.18), the following relations must be satisfied:

$\begin{align*}
t - s &= n - h \\
t - s &= n - k,
\end{align*}$

and this implies $h = k$; therefore the post-measurement state is diagonal in the number basis:

$$
(\rho_A|n)_{h,k} = \delta_{h,k} \sum_{s,t} p_s^{th}(N_1)p_t^{th}(N_2)|O_{nk}(st)|^2
$$

(3.19)

QED.

As a consequence, the entropy of the post-measurement state can be expressed as:

$$
S(\rho_A^n) = H(p_{h,h}(n,n)) = H(\bar{p}(A|B = n))\text{ where } H \text{ is the Shannon entropy of the conditional probability } \bar{p}(A|B = n) = \langle p(0,n), p(1,n), \cdots \rangle / p_n, \text{ and therefore the overall conditional entropy can be simply expressed in terms of the photon number statistics:}
$$

$$
S(A|\{P_n\}) = \sum_n p_n h(\bar{p}(A|B = n)) = h(\bar{p}(A,B)) - h(\bar{p}(B))
$$

(3.20)

with $\bar{p}(A, B) = \{p(A = n, B = m)\}$ and $\bar{p}(B) = \{p(B = n)\}$. In view of this relation, the only elements of the number basis representation of the density matrix $\rho$ that are needed are the diagonal ones, i.e. one has to determine the photon number statistics for the two-mode STS or MTS state. The required matrix elements can be obtained in terms of the elements of the two-mode squeezing and mixing operators (see Eqs. (3.17) and (3.18) above). One has of course to define a cutoff on the dimension of the density matrix. This can be done upon requiring that the error on the trace of each state considered be sufficiently small: $\epsilon_{err} = 1 - \text{Tr}\rho \leq 10^{-3}$.

We have compared Gaussian and non-Gaussian quantum discord (with the non-Gaussian measurements corresponding to photon number measurements) for STS and MTS states with a wide range of squeezing, mixing and thermal parameters. In Fig. 3.1 we show results for STS with varying $\lambda$ and $N_1 = N_2 = 10^{-2}$, $N_1 = N_2 = 1$. The
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Figure 3.1: Gaussian and non-Gaussian quantum discord for STS as a function of $\lambda$, for different values of $N_1 = N_2$

Figure 3.2: Gaussian and non-Gaussian quantum discord for MTS states as a function of $\phi$ for different values of $N_1$ and $q = N_2/N_1$

key result is that the non-Gaussian quantum discord is always greater than its Gaussian counterpart for all values of $N_1$ and $\lambda$. The gap grows with increasing $N_1$ and $\lambda$. In Fig. 3.2 we show results for MTS $N_1 = \{0, 1, 1\}$ and $q = N_2/N_1 = \{0, 0.1, 0.4, 0.5\}$. Also in this case, the non-Gaussian discord is always higher than the Gaussian one. Both results indicate that the Gaussian (heterodyne) measurement is optimal for STS and MTS states, at least compared to photon counting, in the sense that it allows for a better extraction of information on mode $A$ by a measurement on mode $B$.

3.5 Squeezed Number basis

We now analyze the case of non-Gaussian measurements represented by the squeezed number basis $|n_r\rangle\langle n_r| = S(r)|n\rangle\langle n|S^\dagger(r)$, where $S(r) = \exp(-r^2 a^2 - r (a^\dagger)^2)$ is the single mode squeezing operator. A local measurement in the squeezed number basis is equivalent to a measurement in the number basis, performed on a locally squeezed state. In formulas, the probability of measuring $n_r$ on one subsystem when the state is the $\varrho$ is

$$p_\varrho(n_r) = \text{Tr}(I \otimes |n_r\rangle\langle n_r| \varrho) = \text{Tr}(I \otimes |n\rangle\langle n|S^\dagger(r)\varrho S(r)) = \text{Tr}(I \otimes |n\rangle\langle n|\varrho^0) = p_{\varrho^0}(n)$$

(3.21)
The general idea is that measurements on a state $\rho$ in a basis that is obtained by performing a unitary (Gaussian) operation $V$ on the number basis $|n\rangle\langle n|$ can be represented as measurements on the number basis of a modified state $\rho_{\text{V}} = V\rho V^\dagger$ on which the local unitary operation acts.

In the case of the squeezed number basis, the post-measurement state is not diagonal, therefore the reasoning leading to Eq. (3.20) does not hold. The post-measurement state matrix elements $(\rho_{\text{A}}|n\rangle)_{hk} = \rho_{(h,k),(n,n)}$ can be obtained directly by evaluating the expression (3.11) where now the expression $O_{hk}(st) = \langle hk|O|st\rangle$ (where $O = S(\lambda), U(\phi)$) must be replaced with

$$O_{hk}^{\rho}(st) = \langle hk|S(r)O|st\rangle = \sum_q \langle k|S(r)|q\rangle \langle hq|O|st\rangle$$

and the elements of the single mode squeezing operator are given in [156] (Eq. 20) or in [153] (Eq. 5.1).
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We have evaluated the Gaussian and non-Gaussian quantum discord for STS and MTS states with a wide range of two-mode squeezing and thermal parameters. Non-Gaussian measurements are done in the squeezed photon number basis, $P_n = S(\lambda)|n\rangle\langle n|S(\lambda)^\dagger$ with variable $r \in [0, 0.5]$. The effect of local squeezing on non-Gaussian quantum discord is negligible in the whole parameter range under consideration: we compare the non-Gaussian discord for different values of $r$ and find that all curves collapse. This can be seen in Fig. 3.3 and Fig. 3.4 where plot the behavior for $N_1 = N_2 = 0.01$ (STS) and $N_1 = 1, N_2 = 0$ (MTS). The same behavior is observed in the whole parameter range under investigation.

We have verified numerically that the post-measurement states of mode $A$ are not equal as $r$ varies (i.e., the post-measurement states corresponding to measurement result $n_r$ change with $r$), yet the sum $\sum_n p_n S(\rho'_A|n\rangle)$ is equal for all values of $r$ under investigation. Therefore, the squeezing in the measurement basis has no effect on the discord, at least for the values of squeezing considered: in particular, it cannot afford a deeper minimization than that obtained without local squeezing. This indicates that the heterodyne measurement remains optimal also with respect to measurement in the squeezed number basis.

### 3.6 Displaced Number basis

We finally analyze the case of non-Gaussian measurements represented by the displaced number basis $|n_\alpha\rangle\langle n_\alpha| = D(\alpha)|n\rangle\langle n|D(\alpha)^\dagger$, where $D(\alpha) = \exp(\alpha a^\dagger - \alpha^* a)$ is the single mode displacement operator. According to the general considerations above, a local measurement in the displaced number basis is equivalent to a measurement in the number basis, performed on a locally displaced state $\rho'_A$. As in the case of the squeezed number basis, the post-measurement state is not diagonal and we need all matrix elements $(\rho'_A|n\rangle h, k = \theta(h, k), (n, n)$. They can be obtained directly by evaluating the expression (3.11) where the expression $O_{hk}(st) = \langle hk|S(\lambda)|st\rangle$ (where $O = S(\lambda), U(\phi)$) must be substituted with $O'_{hk}(st) = \langle hk|D(\lambda)|O|st\rangle = \sum_q \langle k|D(\lambda)|q\rangle \langle hq|O|st\rangle$, and the elements of the single mode displacement operator are given in [145] (Eq. 1.46).

The evaluation of the non-Gaussian quantum discord can be simplified by first noticing that one can consider real values of $\alpha$ only. Indeed, we can prove that the
quantum discord only depends on the modulus $|\alpha|$. Before proceeding to the detailed proof (that requires the characteristic function formalism), let us just sketch the argument. Consider $\rho_{A|n}^{\alpha}$, the post-measurement state of mode $A$ after measurement result $n_\alpha$ is obtained on $B$. If we change the phase of $\alpha$, $\alpha \rightarrow \alpha' \equiv e^{i\theta}\alpha$ we find that

$$\rho_{A|n}^{\alpha'} = U\rho_{A|n}^{\alpha}U^\dagger$$

where $U$ is a unitary operation corresponding to a simple quadrature rotation

$$a_A \rightarrow a_A e^{i\theta} \quad a_A^\dagger \rightarrow a_A^\dagger e^{-i\theta}$$

Therefore, we have $\rho_{A|n}^{\alpha'} \neq \rho_{A|n}^{\alpha}$, but $\rho_{A|n}^{\alpha}$ and $\rho_{A|n}^{\alpha'}$ have the same spectrum, since they are related by a unitary. Therefore, the entropy of the reduced post-measurement state $\rho_{A|n}^{\alpha}$ does not depend on the phase of $\alpha$ but just on $|\alpha|$. It follows that the non-Gaussian quantum discord of $\rho^{\alpha}$ does not depend on the phase of $\alpha$.

**Proof.** We show that the (non-Gaussian) discord in the displaced number basis does not depend on the phase of displacement for STS and MTS. The arguments is best given in the characteristic function representation of the states [145]. The STS and MTS states have a Gaussian characteristic function $\chi[\rho](\Lambda) = \exp(-\frac{1}{2}\Lambda^T \sigma \Lambda)$ where $\Lambda = \frac{1}{\sqrt{2}}(\text{Re}\lambda_A, \text{Im}\lambda_A, \text{Re}\lambda_B, \text{Im}\lambda_B)$ and the covariance matrix is given by

$$\sigma = \begin{pmatrix} A & C \\ C^T & B \end{pmatrix} = \begin{pmatrix} a & 0 & c & 0 \\ 0 & a & 0 & \pm c \\ c & 0 & b & 0 \\ 0 & \pm c & 0 & b \end{pmatrix}$$

where $\pm c$ is $-c$ in the case of STS and $+c$ in the case of MTS. For STS we have

$$\chi[\rho](\lambda_A, \lambda_B) = \exp(-a|\lambda_A|^2 - b|\lambda_B|^2 + 2c\text{Re}[\lambda_A^* \lambda_B])$$

while for MTS the same expression holds upon changing $2c\text{Re}[\lambda_A^* \lambda_B] \rightarrow 2c\text{Re}[\lambda_A^* \lambda_B]$. In the following, we shall carry on the argument for STS, but the MTS case is fully equivalent. If we perform a displacement on one mode, $\rho \rightarrow D(\alpha)\rho D^\dagger(\alpha) \equiv \rho^{\alpha}$, the
The post-measurement state of mode $\lambda A$ effect on the characteristic function is easy to evaluate. Using the relation $D(\alpha)D(\lambda)D^\dagger(\alpha) = D(\lambda) \exp(-2i\text{Im}[\lambda \alpha^*])$ [145] we obtain

$$\chi[\varphi^\alpha](\lambda A, \lambda B) = \chi[\varphi(\lambda A, \lambda B)] \exp(-2i\text{Im}[\lambda B \alpha^*])$$

(3.27)

Suppose we perform a measurement on mode $B$ in the number basis $\{P_n = \lvert n\rangle\langle n\rangle\}$. The post-measurement state of mode $A$ is $\varphi^\alpha_A|n\rangle = \frac{1}{p_n} \text{Tr}_B[\varphi^\alpha \Pi_n]$ where $p_n = \text{Tr}[\varphi^\alpha \Pi_n]$. By use of the trace formula [145]

$$\text{Tr}[O_1O_2] = \frac{1}{\pi} \int_{\mathbb{C}} d^2 \lambda \, \chi(O_1)(\lambda) \chi(O_2)(-\lambda)$$

we obtain the characteristic function

$$\chi[\varphi^0_A]|n\rangle(\lambda_A) = \frac{1}{p_n} \int_{\mathbb{C}} d^2 \lambda_B \, \chi[\Pi_n](\lambda_B) \, \chi[\varphi^\alpha](\lambda_A, -\lambda_B)$$

(3.28)

Since $\chi[\Pi_n](\lambda_B) = e^{-\frac{1}{2} |\lambda_B|^2} L_n(|\lambda_B|^2)$, where $L_n$ is the Laguerre polynomial $L_n(|\lambda_B|^2) = \sum_{i=0}^n \frac{(-n)^i}{i!} \frac{|\lambda_B|^i}{i}$, we have explicitly

$$\chi[\varphi^0_A]|n\rangle(\lambda_A) = \frac{1}{p_n} \int_{\mathbb{C}} d^2 \lambda_B \, L_n(|\lambda_B|^2) \exp\left(-|\alpha| \lambda_A^2\right)$$

$$-(b + 1/2)|\lambda_B|^2 - 2\text{Re}[\lambda_A \lambda_B] - 2i|\text{Im}[\lambda_B \alpha^*]|$$

(3.29)

In order to see that this expression depends on $|\alpha|$ only we can implement the change $\alpha \to \alpha' \equiv e^{i\theta} \alpha$ and we have

$$\chi[\varphi^\alpha_A]|n\rangle(\lambda_A) = \frac{1}{p_n} \int_{\mathbb{C}} d^2 \lambda_B \, L_n(|\lambda_B|^2) \exp\left(-|\alpha'| \lambda_A^2\right)$$

$$-(b + 1/2)|\lambda_B|^2 - 2\text{Re}[\lambda_A \lambda_B] - 2i|\text{Im}[\lambda_B \alpha^*]|$$

(3.30)

By changing variable $\lambda_B \to e^{-i\theta} \lambda_B$ we see that

$$\chi[\varphi^\alpha_A]|n\rangle(\lambda_A) = \chi[\varphi^\alpha_A]|n\rangle(\lambda_A e^{-i\theta})$$

(3.31)

Therefore, we have $\chi[\varphi^\alpha_A]|n\rangle \neq \chi[\varphi^\alpha_A]|n\rangle$, hence $\varphi^\alpha_A|n\rangle \neq \varphi^\alpha_A|n\rangle$. However, $\varphi^\alpha_A|n\rangle$ and $\varphi^\alpha_A|n\rangle$ have the same spectrum. Indeed $\chi[\varphi^\alpha_A]|n\rangle(\lambda_A)$ and $\chi[\varphi^\alpha_A]|n\rangle(\lambda_A e^{i\theta})$ are related by a simple quadrature rotation

$$a_A \to a_A e^{i\theta} \quad a_A^\dagger \to a_A^\dagger e^{-i\theta}$$

(3.32)

which means that

$$\varphi^\alpha_A|n\rangle = U \varphi^\alpha_A|n\rangle U^\dagger$$

where $U$ is the free evolution of mode $A$, $U = e^{i\theta a_A^\dagger a_A}$. Since $\varphi^\alpha_A|n\rangle$ and $\varphi^\alpha_A|n\rangle$ are related by a unitary, they have the same spectrum. Therefore, the spectrum (hence, the entropy) of the reduced post-measurement state $\varphi^\alpha_A|n\rangle$ does not depend on the phase of
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\[ \alpha \] but just on \(|\alpha|\). If follows that the non-Gaussian quantum discord of \( g^\alpha \) does not depend on the phase of \( \alpha \). QED.

We have evaluated the Gaussian and non-Gaussian quantum discord for STS and MTS states with a wide range of two-mode squeezing and thermal parameters. Non-Gaussian measurements are done in the displaced photon number basis,

\[ P_n = D(\alpha)|n\rangle \langle n|D(\alpha)\]

with variable \( \alpha \in [0, 2.5] \). In Fig. 3.5 and Fig. 3.6 we plot the Gaussian and non-Gaussian quantum discord. We see that greater displacements lead to lower values of the non-Gaussian quantum discord, but the decrease is insufficient to match the Gaussian quantum discord, which remains optimal. However, the non-Gaussian quantum discord approximates the Gaussian one as \( \alpha \to \infty \). Indeed, we find that for both STS and MTS

\[ g^\alpha_{A|n} \to g^\alpha_{A|0} \quad \text{as} \quad \alpha \to \infty \quad (3.33) \]

**Proof.** In order to show that \( g^\alpha_{A|n} \to g^\alpha_{A|0} \) as \( \alpha \to \infty \) we adopt the characteristic function formalism. The post-measurement state of mode \( A \) has the characteristic function (3.29). Since the phase of \( \alpha \) is irrelevant for the discord, we will assume \( \alpha \in \mathbb{R} \) in the following. The post-measurement state characteristic function, Eq. (3.29), is the Gaussian integral of a polynomial. By using a well-known trick of Gaussian integrals, we can rewrite

\[ \chi[g^\alpha_{A|n}](\lambda_A) = \frac{1}{\pi p_n} e^{-|\lambda_A|^2} \int_C d^2 \lambda_B \ L_n(d/d\gamma) \times \exp \left( -\gamma|\lambda_B|^2 + 2c \text{Re}\lambda_A \text{Re}\lambda_B - (2c \text{Im}[\lambda_A] + 2i\alpha)\text{Im}[\lambda_B] \right) \]

where \( \gamma = b + 1/2 \) and the formal expression \( L_n(d/d\gamma) \) means \( \sum_{i=0}^{n} \binom{n}{n-i} \frac{d^m}{d\gamma^m} \).

This expression can now be moved outside the integral, so that we are now left with a purely Gaussian integral of the form

\[ \int_{\mathbb{R}} d^2 \Lambda_B \ e^{-\frac{1}{2} \Lambda_B^T M \Lambda_B + A_B^T B} \]

where \( M = \text{diag}\{4\gamma, 4\gamma\} \), \( B = (2c \text{Re}\lambda_A, -2c \text{Im}\lambda_A + 2i\alpha) \), \( A_B = (\text{Re}\lambda_B, \text{Im}\lambda_B) \).

The integral gives \( \frac{2\pi}{\sqrt{\text{det} M}} e^{\frac{1}{2} B^T M^{-1} B} \) so that we finally get

\[ \chi[g^\alpha_{A|n}](\lambda_A) = \frac{1}{\pi p_n} e^{-\frac{1}{2} |\lambda_A|^2} L_n(-d/d\gamma) \times \frac{1}{\gamma} \exp \left( \frac{c^2 |\lambda_A|^2 - \alpha^2 - 2i\alpha \text{Im}\lambda_A}{2\gamma} \right) \quad (3.34) \]

Let us define \( x = c^2 |\lambda_A|^2 - \alpha^2 - 2i\alpha \text{Im}\lambda_A \). Then we have

\[ L_n(-d/d\gamma) \frac{1}{\gamma} \exp \left( \frac{c^2 |\lambda_A|^2 - \alpha^2 - 2i\alpha \text{Im}\lambda_A}{2\gamma} \right) = L_n(-d/d\gamma) \frac{1}{\gamma} e^{x/2\gamma} = F_n(\gamma, x) e^{x/2\gamma} \]
where $F_n(\gamma, x) = \sum_k f_k(\gamma) x^k$ is necessarily a polynomial of degree $n$ in with $\gamma$-dependent coefficients $f_k(\gamma)$. Therefore,

$$
\chi[|\phi_{A|n}\rangle(\lambda_A)](\lambda_A) = \frac{1}{p_n} e^{-(a-c^2(b+1/2)^{-1})|\lambda_A|^2} \times e^{-ic(b+1/2)^{-1} \alpha Im \lambda_A} e^{-\alpha^2/21} F_n(\gamma, x) 
$$

The norm is

$$
p_n = e^{-(a-c^2(b+1/2)^{-1})|\lambda_A|^2} e^{-ic(b+1/2)^{-1} \alpha Im \lambda_A} \times e^{-\alpha^2/21} F_n(\gamma, x) \bigg|_{\lambda_A=0} = e^{-\alpha^2/21} F_n(-\alpha^2)
$$

so that

$$
\chi[|\phi_{A|n}\rangle](\lambda_A) = e^{-(a-c^2(b+1/2)^{-1})|\lambda_A|^2} \times e^{-ic(b+1/2)^{-1} \alpha Im \lambda_A} \frac{F_n(\gamma, x)}{F_n(\gamma, -\alpha^2)} 
$$

This function is exponentially decaying as $e^{-s|\lambda_A|^2}$ where $s = a - c^2/(b + 1/2)$, hence it is vanishing for $|\lambda_A|^2 \gg 1/s$. Therefore, we can consider values of $|\lambda_A|^2$ in the region $\lambda_A^2 \lesssim 1/s$. In this region, we have

$$
\lim_{\alpha \to \infty} F_n(\gamma, x) = -\alpha^2 
$$

because $\alpha \gg \lambda_A$ and thus

$$
\lim_{\alpha \to \infty} \frac{F_n(\gamma, x)}{F_n(\gamma, -\alpha^2)} = \frac{f_n(\gamma) \alpha^2 n}{f_n(\gamma) \alpha^2 n} = 1
$$

In conclusion, as $\alpha \to \infty$ we have

$$
\chi[|\phi_{A|n}\rangle](\lambda_A) \to \chi[|\phi_{A|0}\rangle] 
$$

which implies the desired result (3.33), QED.

This result means that the conditional state of $A$ is independent of $n$ and equal to the $n = 0$ result. In Fig. 3.7 we show $\chi[|\phi_{A|0}\rangle], \chi[|\phi_{A|1}\rangle], \chi[|\phi_{A|2}\rangle]$ for growing values of
\( \alpha \). The three curves converge already for \( \alpha \sim 5 \). As a consequence of \( n \)-independence, we have
\[
S^{NG}(A|\Pi^B) = \sum_n p_n S(\rho_{A|n}^\alpha) \to S(\rho_{A|0}^\alpha) \tag{3.38}
\]
But \( \rho_{A|0}^\alpha \) is just the post-measurement state corresponding to POVM element
\[
D(\alpha) = |0\rangle\langle 0| D^\dagger(\alpha) = |\alpha\rangle\langle \alpha|
\]
i.e, a Gaussian state with covariance matrix \( \sigma_P = A - C(B + \mathbb{1}/2)^{-1}C^T \) (Schur complement), and mean \( \mu_P = X(B + \mathbb{1}/2)^{-1}C^T \), where \( X = (\alpha, 0) \). On the other hand, from the discussion in \( \S \) 3.2 we know that the optimal Gaussian POVM is a heterodyne measurement \( \{ \Pi_\beta = D(\beta)|0\rangle\langle 0| D^\dagger(\beta) = |\beta\rangle\langle \beta| \} \). In this case, as already explained in \( \S \) 3.2, the entropy of the post measurement state \( \rho_{A|\beta} \) is independent of the measurement result \( \beta \), hence the conditional entropy coincides with the entropy of the \( \beta = \alpha \) result. Therefore, we also have
\[
S^G(A|B) = S(\rho_{A|0}^\alpha) \tag{3.39}
\]
We recall that this quantity can also be evaluated as a minimum over local measurements
\[
D_G(A|B) = \inf_{\Pi^B} \|\rho_{AB} - \Pi^B(\rho_{AB})\|_2^2
\]
Notice that \( D_G \) and \( D \) are not monotonic functions of one another and the relation between them is still an open question. However, in many cases \( D_G \) is much simpler to evaluate than \( D \).

In conclusion, we have analytical and numerical evidence that the heterodyne measurement remains optimal also with respect to measurement in the displaced number basis.

### 3.7 Geometric discord

In this section, we briefly consider geometric discord (1.47), defined as
\[
D_G(A|B) = \inf_{\rho_{qc} \in QC} \|\rho_{AB} - \rho_{qc}\|_2^2
\]
We recall that this quantity can also be evaluated as a minimum over local measurements
\[
D_G(A|B) = \inf_{\Pi^B} \|\rho_{AB} - \Pi^B(\rho_{AB})\|_2^2
\]
Analogous to the case of Gaussian discord, a Gaussian version of the geometric discord can be defined by restricting to Gaussian measurements [63]. Again, it can be analytically computed for two-mode Gaussian states. With the same reasoning of \( \S \) 3.2 one easily obtains
\[
D^G_G(A|B) = \min_{\sigma_M} \text{Tr}[(\rho_{AB} - \rho_P \otimes \rho_M)^2] \tag{3.39}
\]
Exploiting the property that Tr[ρ₁ρ₂] = 1/\det[(σ₁ + σ₂)/2], for any two Gaussian states ρ₁ and ρ₂,

\[
D_G^G(A|B) = \min_{σ_M} \{1/\sqrt{\det{σ_{AB}}} + 1/\sqrt{\det(σ_P \oplus σ_M)} - 2/\sqrt{\det[(σ_{AB} + σ_P \oplus σ_M)/2]} \}
\]

For the relevant case of STS and MTS, the minimum is obtained with the σ_M elements given by

\[
α = β = \sqrt{\frac{ab}{4(\sqrt{4ab - 4c^2} + \sqrt{ab})}}, \quad γ = 0.
\]

The least disturbing Gaussian POVM for STS, according to the Hilbert-Schmidt distance, is thus a (noisy) heterodyne detection, a result which is analogous to what found in the case of quantum discord. If one constrains the mean energy per mode, the Gaussian quantum discord gives upper and lower bounds to the Gaussian geometric discord. In absence of such a provision, the geometric discord can vanish for arbitrarily strongly nonclassical (entangled) Gaussian states, as a consequence of the geometry of CV state spaces.

Also in this case, we may consider non-Gaussian measurements and evaluate a non-Gaussian geometric discord:

\[
D_G^{NG}(A|\Pi B) = \text{Tr}[(QA_B − B|QA_B)|^2]
\]

For measurement in the number basis, we can easily obtain

\[
D_G^{NG} = \mu(\varrho) + \sum_{npq} |⟨pn|\varrho|qn⟩|^2
\]

where \(\mu(\varrho) = \frac{1}{4\sqrt{\det(σ)}}\) is the (Gaussian) state purity [145]. In the case of measurements in the squeezed or displaced number basis, we have to use \(\varrho^{μ'}\) and \(\varrho^{α}\) instead of \(\varrho\) in Eq. (3.42). In general, in order to compute the geometric discord we need to compute matrix elements, and we use the same numerical methods described above. Note that by the same arguments leading to Eq. (3.32) we can easily find that the geometric discord noes not depend on the phase of α like the normal discord.
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3.7.1 Results

We have compared the Gaussian and non-Gaussian geometric discord for STS and MTS in a wide range of parameters. We have considered measurements in the number, squeezed number and displaced number basis for the same values of the parameters given in the preceding sections. Results are plotted in Figs. 3.8 and 3.9. In general, at variance with the results for quantum discord, we find that non-Gaussian measurements can provide lower values of geometric discord than Gaussian ones. Among the class of non-Gaussian measurements we have considered, the optimal one is provided by the number basis, which gives values of geometric discord that are always lower than those given by the optimal Gaussian measurement. The non-Gaussian geometric discord increases for increasing $\lambda$ and $\alpha$, and it can become greater than its Gaussian counterpart. These results are very different from the quantum discord case: on one hand, the (non-Gaussian) geometric discord is substantially affected by the local squeezing; on the other hand, it does not approach the Gaussian one when the displacement $\alpha \to \infty$, but it grows monotonically. Indeed if we increase the squeezing or displacement in the measurement basis, the post-measurement state is more distant (in Hilbert-Schmidt norm) from the original one. As already noticed, performing the measurement is the squeezed (displaced) number basis in equivalent to first squeezing (displacing) the state and then measuring it in the number basis. The local squeezing and displacement have the effect of increasing the energy of the state, shifting the photon number distribution $P(B = n)$ towards greater values of $n$. This causes the overlap between the post measurement state and the original state to decrease, and therefore their distance to increase.

Let us further comment on the difference between the quantum discord and the geometric discord cases. Quantum discord and geometric discord both vanish for classical states, but are not monotonic functions of one another, and thus they are truly different quantities. The geometric discord, based on the Hilbert-Schmidt distance, is a geometric measure of how much a state is perturbed by a local measurement, while quantum discord assesses to which extent correlations are affected by a local measurement. While for the quantum discord well-defined operational and informational
interpretations can be found [71, 82], for the geometric discord the situation is more problematic. Indeed, one can design protocols in which the geometric discord can in some cases be related to the protocols’ performances [70, 81]; however, recent discussions [31], show that, as consequence of the non-invariance of the Hilbert-Schmidt norm under quantum evolutions, it is difficult to find a conclusive argument about the relevance of geometric discord as a measure of quantumness of correlations. Our data show that non-Gaussian measurements can yield optimal values of the geometric discord, contrary to the case of quantum discord. Hence, the behavior of quantum discord and geometric discord with respect to different types of measurements is different. This is a further indication that the geometric discord cannot be used as a good benchmark for the quantum discord and that the degree of quantumness measured, if any, by such a quantity has a fundamentally different nature.

3.8 Discussion and conclusions

The definition of discord involves an optimization over all possible local measurements (POVMs) on one of the subsystems of a bipartite composite quantum system. In the realm of continuous variables (CV), initial research efforts on quantum discord restricted the minimization to the set of (one-mode) Gaussian measurements. In this work we have investigated CV quantum discord beyond this restriction. We have focused on Gaussian states, asking whether Gaussian measurements are optimal in this case, i.e., whether the Gaussian discord is the true discord for Gaussian states. While a positive answer to this question had already been given for the special case of two-mode Gaussian states having one vacuum normal mode (by means of an analytical argument based on the Koashi-Winter formula), no general result was available so far. We have addressed our central question upon considering two large classes of two-mode Gaussian states, the squeezed thermal states (STS) and the mixed thermal states (MTS), and allowing for a wide range of experimentally feasible non-Gaussian measurements based on orthogonal bases: the photon number basis, the squeezed number basis, the displaced number basis. For both STS and MTS states, in the range of parameters considered, the Gaussian measurements always provide optimal values of discord compared to the non-Gaussian measurements under analysis. Local squeezing of the measurement basis has no appreciable effect on correlations, while local displacement leads to lower values of the non-Gaussian discord, which approaches the Gaussian one in the limit of infinite displacement.

Overall, for the explored range of states and measurements, we have evidence that the Gaussian discord is the ultimate quantum discord for Gaussian states. We note that the optimality of Gaussian measurements suggested by our analysis is a property which holds only for Gaussian states. In the case of non-Gaussian states, e.g., CV Werner states, non-Gaussian measurements such as photon counting can lead to a better minimization, as was recently proven in Ref. [62].

We also have investigated the CV geometric discord [63], comparing the Gaussian and non-Gaussian cases. We have shown that the behavior of geometric discord is completely different from that of quantum discord. On one hand, non-Gaussian measurements can lead to lower values of the geometric discord, the number basis measure-
ment being the optimal one; on the other hand, the effects of both local squeezing and displacement are strong and consist in a noteworthy increase in the non-Gaussian geometric discord. The remarkable differences between quantum and geometric discord imply that the latter cannot be used as a benchmark of the former.

Both in the case of the discord and geometric discord a definite answer on the optimal measurement minimizing the respective formulas would require the extension of the set of non-Gaussian measurements to possibly more exotic ones and the application of those realizable in actual experiments to a broader class of Gaussian and non-Gaussian states. While we leave this task for future research, our results on discord support the conjecture that Gaussian measurements are optimal for Gaussian states and allow to set, for the class of states analyzed, a tighter upper bound on the entanglement of formation for $1 \times 2$ modes Gaussian states, via the Koashi-Winter relation.
Chapter 4

An introduction to decoherent histories

4.1 Introduction

Few topics in physics have ever been a source of wider disagreement, and have ignited a fiercer debate than the interpretation of quantum mechanics. Most of the times, purported solutions to the problem have encountered more difficulties that they wished to get rid of, and aroused more skepticism than they wished to overcome. Among the most contentious solutions, I may just remind Everett’s many-worlds interpretation – whose awkwardness can elicit an almost rabid rejection on the part of many people, or Bohm’s pilot wave theory – that many consider nothing more than a convoluted and unnecessary effort to save realism in quantum physics. For many a physicist, the whole topic of decoherent or consistent histories [163, 164, 165] may be just another chapter in the endless book on interpretations of quantum mechanics. True, purely interpretational and foundational issues have played a key role in the development of this topic. But there is much more to it.

This thesis is not concerned with the foundations of quantum mechanics and the related quarrels. Rather, I wish to show how foundational discussions, apparently detached from the urges of the “working physicist”, have often led to the development of new concepts and tools that have later proved useful (if not indispensable) to solve and discuss more mundane physical problems. According to this spirit, I view decoherent histories not as an interpretation, but rather as a language that, under diverse conditions, may prove effective in formulating and analyzing physical problems of interest. In this sense, I believe that the study of decoherent histories has something in common with the whole field of decoherence [167]: It contributes to clarifying how information is produced by, and how it can be extracted from quantum systems. This fact is epitomized by a tight relation between decoherent histories and the notion of quantum dynamical entropy, which will be the subject of Chapter 5.

This chapter is intended to be a concise review of decoherent histories. My way of presentation will be tailored to my main goals, i.e., provide the reader with the mini-
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mal range of notions needed to understand the work exposed in subsequent chapters. Nevertheless, for the sake of completeness I will briefly mention some interpretational issues and difficulties that have inspired the creation of the formalism, and still make it a disputed topic. This chapter is organized as follows: In § 4.2 I will review the basics concepts of the decoherent histories formalism. In § 4.3 I will briefly discuss the connection between decoherent histories and the wider notion of decoherence. I claim no originality as for any of the concepts exposed in this chapter, except for the way of presenting them.

4.2 quantum histories

The formalism of decoherent (or consistent) histories has been developed by several authors under slightly different perspectives. The approach has been pioneered by Griffiths [163], who named it consistent histories and whose main goal was to provide quantum mechanics with an interpretational framework devoid of the concept of measurement. Griffiths’ approach was later embraced by Omnès [164]. Griffiths and Omnès’ basic achievement was to find a consistency condition under which quantum mechanics can be applied to closed systems, giving predictions for specific sequences of events in time (histories). Later, Hartle and Gell-Mann essentially rediscovered the formalism of consistent histories while trying to apply quantum mechanics to cosmology [165]. They called their approach decoherent histories, the terminology that we will use throughout this work. Gell-Mann and Hartle’s formalism is nearly equivalent to Griffiths’, apart from a slight reformulation of the consistency condition and a higher emphasis on physical mechanisms of decoherence that secure its fulfillment.

What unites all authors is the yearning to consistently apply quantum mechanics to closed systems - what is precluded in the standard interpretation of quantum mechanics. According to the latter, quantum mechanics can only predict the probabilities of experiment outcomes. Experiments must be performed by some agent (a device or an observer) that is external to the system, which then by definition ought to be open. Furthermore, it is postulated that the measuring agent obey classical mechanics - a requirement macroscopic devices or observers are generically assumed to satisfy. This framework is totally satisfactory for the original aim of quantum mechanics, that was developed as a theory to describe macroscopic observations of microscopic (atomic and subatomic) systems. In this setting, the quantum object-classical observer dualism is neither a problem nor a limit. However, after quantum mechanics was successfully applied to explain the behavior of matter from elementary particles to large molecules, people started to think of it as a universal theory that should adequately describe any physical system, regardless of its size. In principle, it should be even possible to consistently describe the whole universe in quantum mechanical terms, a mission that defines the field of quantum cosmology.

Decoherent histories were born to address these challenges and set up an interpretational framework for quantum mechanics that does not require measurements and observers (even if it can consistently include those, too). In this framework, the physics is essentially the same as in the standard formalism, but experiments are replaced by the consistency condition and probabilities of measurement outcomes are replaced by a
prescription to compute the probabilities of histories. The key role assigned to histories has several motivations [169]. First, histories are so general to cover virtually all situations one may be interested in describing. Second, their classical limit are classical trajectories, which makes the decoherent histories formalism particularly convenient to study the quantum-classical transition. Third, in cosmology one needs to reconstruct a “narrative” of past events: Histories are the right tool to construct a narrative that is compatible with quantum mechanics.

4.2.1 Events and histories

In what follows, I will introduce the notion of histories of a closed quantum system. As I mentioned above, I look at histories primarily as an effective language to talk about quantum physics. In my opinion, such a language is strongly affine to the so-called quantum logic developed by von Neumann in the classic paper [168]. Since quantum logic provides us a nice conceptual toolkit and a useful lexicon, I will glean a few words and concepts from it.

Let us consider a finite-dimensional quantum system characterized by a Hilbert space \( \mathcal{H} \) with \( \dim \mathcal{H} = d \) and a unitary dynamics \( U(t) = e^{-iHt} \) generated by a Hamiltonian \( H \). We can start by introducing quantum events, that are the elementary building blocks of histories. According to von Neumann, “saying something” about a quantum systems, i.e., specifying a property thereof, is equivalent to specifying a linear subspace \( \mathcal{P} \subseteq \mathcal{H} \). For instance, the proposition “the system has energy \( E \)” is encoded the subspace \( \mathcal{P}_{E} \), the energy eigenspace corresponding to \( E \):

\[
\mathcal{P}_{E} = \sum_{s} \langle E, s | E, s \rangle
\]

Linear subspaces of \( \mathcal{H} \) are in one-to-one correspondence with projectors, i.e., operators \( P \) such that \( P^2 = P \). To any \( \mathcal{P} \) we can indeed associate the projector \( P \) such that \( \forall \langle \phi \rangle \in \mathcal{H}, P \langle \phi \rangle = \langle \phi' \rangle \in \mathcal{P} \). In what follows, we will then identify \( P \) and \( \mathcal{P} \).

Hence, any quantum proposition can be identified with a projector \( P \). This allows to develop a logical calculus based on projectors:

- The logical negation of \( P \) is given by \( \mathbb{1} - P \), which projects onto the subspace complementary to \( \mathcal{P} \).
- Given \( P_1 \) and \( P_2 \), their logical product (“and”) is given by \( P = P_1 P_2 \). This is well-defined only when the two projectors commute, \( P_1 P_2 = P_2 P_1 \), which implies that \( P \) is a projector too. The product \( P_1 P_2 \) specifies joint properties of the system. Two propositions \( P_1, P_2 \) are exclusive if the projectors (and the corresponding subspaces) are orthogonal, \( P_1 P_2 = 0 \).
- Given two exclusive propositions \( P_1 \) and \( P_2 \) we can define their logical sum (“or”) by summing projectors, \( P = P_1 + P_2 \). Orthogonality guarantees that \( P \) is a projector too.
A set of \( n \) exclusive propositions \( P_j, j = 1, \ldots, n \), \( P_iP_j = \delta_{ij} \) is exhaustive if the projectors sum up to the identity, \( \sum_{j=1}^{n} P_j = \mathbb{I} \).

A quantum event is defined as a pair \( P,t \) of a projector \( P \) and a time \( t \). It can be interpreted as an objective statement that the proposition \( P \) holds at time \( t \). A logical calculus with events immediately stems from the above logical calculus for propositions. Accordingly, two events \( P_1,t, P_2,t \) are exclusive if their projectors are orthogonal \( P_1P_2 = 0 \). A set of \( n \) exclusive events \( \{t,P_j\} \), \( P_iP_j = 0, \forall i,j \in \{1,\ldots,n\} \) at time \( t \) is exhaustive if the projectors sum up to the identity, \( \sum_{j=1}^{n} P_j = \mathbb{I} \). An exhaustive set of exclusive events corresponds to the possible outcomes of an orthogonal measurement (von Neumann measurement) at time \( t \).

Given an ordered sequence of times \( t_1 < \cdots < t_N \), a history is defined as a sequence of events \( h = P^1,t_1, \ldots, P^N,t_N \). If we have \( N \) exhaustive sets of events \( \{t_1,P_{j_1}^1\}, \ldots, t_N,P_{j_N}^N \), with \( P^j_{k}P^k_{l} = \delta_{jk} \delta_{kl}, \sum_{j} P_j = \mathbb{I} \), we can define an exhaustive set of exclusive histories as \( \Sigma = \{h_j\} \), where \( h_j = t_1,P_{j_1}^1, \ldots,t_N,P_{j_N}^N \) and the multi-index \( j \equiv j_N, \ldots, j_1 \) labels different alternative histories. For simplicity, in the following we will always denote a history with the corresponding multi-index, \( j \) instead of the “heavier” notation \( h_j \). The projectors \( P^j_{k} \) are formally equivalent to a projective measurement for each \( t_k \).

### 4.2.2 fine-graining and coarse-graining

#### coarse-graining

A set of histories \( \Sigma \) corresponds to a description of the system in time. A less detailed description \( \Sigma' \) can be obtained from it by a process called coarse-graining, whereby the events of the new histories of \( \Sigma' \) are defined by taking the logical sum of events of histories in \( \Sigma \) for all times. For instance, given two exclusive histories \( j,k \) the coarse-grained history \( j \lor k \) is defined by \( t_\ell, P^k_{j_\ell} + P^l_{k_\ell}, \forall \ell \), that is by taking the sum of projectors for each time.

In general, given a set \( \Sigma \) of exclusive and exhaustive histories, we can obtain a set \( \Sigma' \) of coarse-grained histories by the following coarse-graining procedure. For each \( t_\ell \), there are \( n_{t_\ell} \) projectors \( P^j_{j_\ell}, j_\ell = 1, \ldots, n_{t_\ell} \). We can partition the set \( \Sigma_\ell = \{1, \ldots n_{t_\ell} \} \) into \( m_{t_\ell} < n_{t_\ell} \) disjoint subsets \( \Sigma^j_{j_\ell}, j_\ell = 1, \ldots, m_{t_\ell} \). To each \( j_\ell \), we associate the projector \( P^j_{j_\ell} = \sum_{j \in \Sigma^j_{j_\ell}} P^j_{j_\ell} \). The resulting set of histories labelled by \( j = j_1, \ldots, j_N \) is a set of coarse-grained exclusive and exhaustive histories. Obviously, by applying a similar coarse-graining procedure to \( \Sigma' \) we obtain a new set of histories \( \Sigma'' \) with a higher degree of coarse-graining.

A special type of coarse-graining is the temporal coarse-graining. Consider a coarse-graining such that at some time \( t_\ell \) we have \( m_{t_\ell} = 1 \) and correspondingly we have only one coarse-grained projector \( P^j_{j_\ell} = \sum_{j \in \Sigma^j_{j_\ell}} P^j_{j_\ell} = 1 \). Then histories in \( \Sigma' \) contain no event at time \( t_\ell \), because \( \mathbb{I} \) is a trivial event that can be neglected and hence removed from the string of projectors defining the history.
fine-graining

Conversely, given a set $\Sigma$ of exclusive and exhaustive histories, we can obtain a set $\Sigma'$ of less coarse-grained (more fine-grained) histories through the opposite procedure called fine-graining. For each $t_\ell$, there are $n_\ell$ projectors $P_{j\ell}$, $j = 1, \ldots, n_\ell$. If $n_\ell < d$, at least one of the $P_{j\ell}$ is not one-dimensional. We can thus define a set of $m_\ell$ fine-grained projectors ($d \geq m_\ell > n_\ell$) $P_{\ell}^j$ by “splitting” projectors with $\text{Tr} P_{j\ell} > 1$ into projectors on lower-dimensional subspaces. Let $\text{Tr} P_{j\ell} = n_{j\ell}$ and partition the set $1, \ldots, m_\ell$ into $n_\ell$ disjoint subsets $\Sigma_{j\ell}$ with $|\Sigma_{j\ell}| \leq n_{j\ell}$. We can then define fine-grained projectors $\tilde{P}_{j\ell}$ as $P_{j\ell} = \sum_{j\ell \in \Sigma_{j\ell}} \tilde{P}_{j\ell}$ The resulting set of histories labeled by $\tilde{j} = j_1, \ldots, j_N$ is a set of fine-grained exclusive and exhaustive histories. A temporal fine-graining at time $t_\ell$ is obtained by inserting events at $t_\ell$, that is, by splitting the trivial event $\mathbb{I}$ at $t_\ell$ into the sum of more events.

complete fine-graining

In the literature histories that have one-dimensional projectors for all times (and hence admit no further fine-graining except for temporal ones) are often simply called fine-grained. A history is completely fine-grained if it admits no further coarse-graining tout court. Completely fine-grained histories are given by sequences of one-dimensional projectors $P_{j\ell}$ for all times $t \geq 0$. A completely fine-grained set of histories affords to the maximally detailed description of a system. Completely fine-grained histories constitute the basis of Feynman’s sum-over-histories formulation of quantum mechanics, which we now briefly review in the decoherent histories language.

The quantum-mechanical amplitude between state $|\psi_0\rangle$ at time $t_0$ and state $|\psi_f\rangle$ at time $t_f$ is given by $\langle \phi_f | U(t_f-t_0) | \psi_0 \rangle$. Upon inserting $N$ decompositions of the identity $\sum_{j\ell} P_{j\ell} = \mathbb{I}$ at times $t_\ell = t_0 + \ell \Delta t$ with $\Delta t = |t_f-t_0|/(N+1)$, we get

$$
\langle \phi_f | U(t_f-t_0) | \psi_0 \rangle = \sum_{j=1}^{j_N} \langle \phi_f | U(t_f-t_N) P_{j_N} U(t_N-t_{N-1}) P_{j_{N-1}} \times U(t_{N-1}-t_{N-2}) \ldots P_{j_1} U(t_1-t_0) | \psi_0 \rangle
$$

Using the Heisenberg representation

$$
P_{j\ell}^f(t) \equiv U(t-t_0) P_{j\ell}^f U(t-t_0), \quad |\phi_f^{(h)}\rangle = U^\dagger(t_f-t_0) |\phi_f\rangle, \quad |\psi_0^{(h)}\rangle = |\psi_0\rangle
$$

as well as the notation $C_{\tilde{j}} \equiv P_{N\ell}^N(t_N) \ldots P_{1\ell}^1(t_1)$, we get

$$
\langle \phi_f | \psi_0 \rangle = \sum_{j} \langle \phi_f^{(h)} | C_j | \psi_0^{(h)} \rangle = \sum_{j} \langle \phi_f^{(h)} | \psi_j^{(h)} \rangle
$$

where $|\psi_j^{(h)}\rangle \equiv C_j |\psi_0^{(h)}\rangle$. Thus we can express the transition amplitude as a sum over amplitudes, each amplitude corresponding to a specific fine-grained history $\tilde{j}$. The histories become maximally fine-grained in the limit $N \to \infty, \Delta t \to 0$. For an infinite-dimensional system we can consider projections corresponding to sharp values of the
Here, \( S[q(t)] \) is the fundamental action associated with history \( q(t) \). The physical meaning of \( q \) depends on the system at hand and its configuration space. For a particle living in a one-dimensional space it is a real spatial coordinate. More in general, \( q \) is a shorthand for an arbitrarily long string of values that specify coordinates in a configuration space of arbitrary dimension. In the extreme case, we may looking at histories of the whole universe: then \( q(t) \) should include the values of all fundamental physical fields.

### 4.2.3 Probabilities of histories

In the standard formulation of quantum mechanics, given a sequence of \( N \) projective measurements we can predict the probability of any sequence of outcomes \( j \equiv j_1 \ldots j_N \), provided that we know the initial state and the dynamics governing the system, which is unitary for a closed system. If the initial state is pure – hence represented by a vector \( |\psi_0\rangle \) – outcomes \( j = j_1 \ldots j_N \) are obtained at times \( t_1, \ldots, t_N \) with probability

\[
p_j = || P_{j_N}^{N}(t_N - t_{N-1}) P_{j_{N-1}}^{N-1}(t_{N-1} - t_{N-2}) \ldots P_{j_2}(t_1 - t_0) |\psi_0\rangle||^2 \equiv |||\psi_j\rangle||^2
\]

where \( |\psi_j\rangle \) is an un-normalized path-projected vector. After outcomes \( j = j_1 \ldots j_N \) are obtained at times \( t_1, \ldots, t_N \), the system is left in the state \( \frac{1}{\sqrt{p_j}} |\psi_j\rangle \).

Upon adopting the Heisenberg representation \( P_{j_N}(t) = U^\dagger(t-t_0) P_{j_1}(t) U(t-t_0) \) we can rewrite the formula above as

\[
p_j = || P_{j_N}^{N}(t_N) P_{j_{N-1}}^{N-1}(t_{N-1}) \ldots P_{j_2}(t_1) |\psi_0\rangle||^2
\]

(4.1)

If the initial state is mixed – hence represented by a density matrix \( \rho_0 \), outcomes \( j = j_1 \ldots j_N \) are obtained at times \( t_1, \ldots, t_N \) with probability \( p_j = \text{Tr}[|\rho_j\rangle\langle\rho_j|] \), where

\[
|\rho_j\rangle \equiv P_{j_N}^{N}(t_N - t_{N-1}) P_{j_{N-1}}^{N-1}(t_{N-1} - t_{N-2}) \ldots P_{j_2}(t_1 - t_0) |\rho_0\rangle \times
U^\dagger(t_1 - t_0) P_{j_1} \ldots U^\dagger(t_{N-1} - t_{N-2}) P_{j_{N-1}}^{N-1}(t_{N-1} - t_{N-2}) U(t_N - t_{N-1}) P_{j_N}^{N}
\]

is an un-normalized path-projected density matrix. After outcomes \( j = j_1 \ldots j_N \) are obtained at times \( t_1, \ldots, t_N \), the system is left in the state \( \frac{1}{p_j} |\rho_j\rangle \). In the Heisenberg representation, we can write

\[
p_j = \text{Tr}[P_{j_N}^{N}(t_N) \ldots P_{j_1}(t_1) |\rho_0\rangle P_{j_1}^\dagger(t_1) \ldots P_{j_N}^\dagger(t_N) |\rho_0\rangle]
\]

(4.2)

Introducing the history operators \( C_j \equiv P_{j_N}^{N}(t_N) \ldots P_{j_1}^\dagger(t_1) \), we thus have:

\[
p_j = || C_j |\psi_0\rangle||^2 \quad \text{(pure states)} \quad p_j = \text{Tr}[C_j^\dagger |\rho_0\rangle C_j] \quad \text{(mixed states)}
\]

(4.3)
In the decoherent histories formulation, formulas (4.3) are still of use, but the interpretation is different. Probabilities are not assigned to measurement outcomes, but to histories within an exhaustive set of exclusive histories $\Sigma$. Alternatives at each time are characterized by projectors, that are generally not associated with measurements, as they would be in the standard view. Probabilities are assigned to sequences of events, independent of whether a system interacts with an external measuring device (or any system whatsoever). However, probabilities cannot be consistently assigned to each and any $\Sigma$. Indeed, for an arbitrary $\Sigma$, probabilities (4.3) do not comply with the classical rules of probability logic, as we will shortly demonstrate. Probabilities can assigned only to those $\Sigma$ that satisfy a particular consistency condition, called *decoherence condition*.

### 4.2.4 the decoherence (or consistency) condition

Classically, for a coarse-grained history we would expect $p_{j\vee k} = p_j + p_k$. Instead, what we find applying formula (4.3) is

$$p_{j\vee k} = \text{Tr}[(C_j + C_k)\rho(C_j + C_k)\dagger] = p_j + p_k + 2\text{Re}((\text{Tr}[(C_j \rho C_k\dagger)]$$

Thus, the classical rule for the sum of probabilities is violated. The non-classical term $\text{Re}((\text{Tr}[(C_j \rho C_k\dagger)])$ represents quantum interference, or *coherence* between the two histories. The interference can be constructive or destructive depending on whether $\text{Re}((\text{Tr}[(C_j \rho C_k\dagger)]) > 0$ or $\text{Re}((\text{Tr}[(C_j \rho C_k\dagger)]) < 0$.

In the standard approach, coherence manifests itself in the fact that probabilities for a sequence of measurement outcomes depend on whether some of the experiments are performed or not, and with which accuracy. The most common example is the double slit experiment. Let us consider a photon emitted by a source $S$ at $t_0$, passing through either of two slits ($L$ or $R$) at time $t_1$ and hitting the screen at time $t_2$. The probabilities $p_x$ that the photon will hit different points $x$ on the screen depend on whether detectors are placed in front of the slit to determine which slit the photon goes through. If $A_L^x, A_R^x$ represent the amplitudes for the photon to reach $x$ having passed through $L$ or $R$ we have $p_x = |A_L^x|^2 + |A_R^x|^2$ if no detectors are present, else $p_x = |A_L^x|^2 + |A_R^x|^2$.

In the language of decoherent histories, the two histories $t_1, L, t_2, x$ and $t_1, R, t_2, x$ do not decohere, and thus the probability $p_{L\vee R}$ of the coarse grained history $t_2, x$ (which is a temporally coarse-grained history where we ignore the alternatives a time $t_1$ is not given by $p_L + p_R$.

The condition under which the classical probability rule holds is that interference vanish,

$$\text{Re}((\text{Tr}[(C_j \rho C_k\dagger)]) = 0 \quad (4.4)$$

Given a set $\Sigma$ of exclusive and exhaustive histories, if interference vanishes for all pairs of histories,

$$\text{Re}((\text{Tr}[(C_j \rho C_k\dagger)]) = 0, \forall j \neq k \quad (4.5)$$

we say that histories in $\Sigma$ are *weakly decoherent or weakly decohere*, and $\Sigma$ obeys *weak decoherence* (the specification “weakly” is needed to distinguish this criterion
Weak decoherence in $\Sigma$ is necessary and sufficient to ensure that the classical probability rules apply to histories in $\Sigma$. Assume indeed that weak decoherence holds for $\Sigma$ and consider a coarse-graining $\Sigma'$ of $\Sigma$. The probabilities the histories of $\Sigma'$ are

$$p_{\bar{j}} = \sum_{j_1 \in \bar{j}^1} \cdots \sum_{j_N \in \bar{j}^N} \text{Tr}[P_{j_N}(t) \cdots P_{j_1}(t) g P_{k_N}(t) \cdots P_{k_1}(t)]$$

where we have used the notation $j_\ell \in \bar{j}_\ell$ as a shortcut of $j_\ell \in \Sigma^\ell$.

Due to weak decoherence, this formula simplifies to

$$p_{\bar{j}} = \sum_{j_1 \in \bar{j}^1} \cdots \sum_{j_N \in \bar{j}^N} \text{Tr}[P_{j_N}(t) \cdots P_{j_1}(t) g P_{j_1}(t) \cdots P_{j_N}(t)] = \sum_{j_1 \in \bar{j}^1} \cdots \sum_{j_N \in \bar{j}^N} p_{j_1 \cdots j_N}$$

Obviously, if $S$ obeys weak decoherence, so does $S'$ as well as any further coarse-graining $S''$, since probability sum rules continue to be valid.

The basic axiom of the decoherent histories approach is the following: probabilities can be assigned only to individual members of a set of weakly decoherent histories. A set of exclusive, exhaustive, and weakly decoherent histories provides a set of alternative descriptions of the system in time that complies with the rules of classical probability theory. Within such a set, we can make predictions and retrodictions. The conditional probability of a subset of events $\{t_\ell, j_\ell\}, \ell \in A \subset \{1, \ldots, N\}$ given the remaining events $\{t_\ell, j_\ell\}, \ell \in \bar{A} = \{1, \ldots, N\}/A$ can be defined as

$$p_{\{j_\ell\}, \ell \in A \setminus \{j_\ell\}, \ell \in \bar{A}} = \frac{p_{j_1 \cdots j_N}}{p_{j_1 \cdots j_\ell}}$$

(4.6)

For instance, the probability of events $j_{\ell+1}, \ldots, j_N$ given that events $j_1, \ldots, j_\ell$ have already occurred (prediction) is

$$p_{j_{\ell+1} \cdots j_N|j_1 \cdots j_\ell} = \frac{p_{j_1 \cdots j_N}}{p_{j_1 \cdots j_\ell}}$$

(4.7)

The probability that events $j_1, \ldots, j_{N-1}$ happened in the past, given the present event $j_N$ (retrodiction) is

$$p_{j_1 \cdots j_{N-1}|j_N} = \frac{p_{j_1 \cdots j_N}}{p_{j_N}}$$

(4.8)

Weak decoherence ensures that all the above defined conditional probabilities correctly add up to 1.

A particular usefulness of retrodictions is in cosmology, where an important goal is to reconstruct the past of our universe on the base of current data. Within the standard interpretation, no statement can be made about what happened in the far past, not even in probabilistic terms, because no measurement was performed at that time. On the contrary, the framework of decoherent histories can easily accommodate such statements. Within this framework, one can legitimately speak of what “happens” or “happened” in the universe (the number of possible histories for the observable universe has been evaluated in Ref. [182]).
4.2.5 The decoherence matrix

The matrix

\[ D_{jk} = \text{Tr}[C_j \rho C_k^\dagger] = \text{Tr}[P_{j N}^N(t_N) \ldots P_{j1}^1(t_1) \theta_0 P_{j1}^{1\dagger}(t_1) \ldots P_{j N}^{N\dagger}(t_N)]. \] (4.9)

is called the decoherence matrix or decoherence functional (I will reserve the latter term to the case of infinite-dimensional systems). The diagonal elements in \( D \) are probabilities of histories and its off-diagonal elements are coherences between pairs of histories. Weak decoherence implies that the real parts of the off-diagonal elements of the decoherence matrix vanish.

We can immediately verify that \( D_{jk} \) is diagonal in \( j_N, k_N \).

\[ D_{jk} = \text{Tr}[P_{j N}^N(t_N - t_{N-1}) \ldots P_{j1}^1(t_1 - t_0) \theta_0 U^\dagger(t_1 - t_0) P_{k1} \ldots U(t_N - t_{N-1}) P_{k N}^{N\dagger}] = \delta_{jk} \text{Tr}[P_{j N}^N U(t_N - t_{N-1}) \ldots P_1 U(t_1 - t_0) \theta_0 U^\dagger(t_1 - t_0) P_1 \ldots U(t_N - t_{N-1})] \]

due to the orthogonality \( P_{j N} P_{k N} = \delta_{jN k_N} \). Stated otherwise, \( D_{jk} \) is block diagonal with each block corresponding to a fixed \( j_N \). Furthermore, the following properties hold

- \( D = D^\dagger \) (\( D_{jk} = D_{kj}^* \))
- \( \text{Tr}[D] = 1 \), indeed \( \text{Tr}[D] = \sum_j D_{jj} = \sum_j p_j = 1 \)
- the size of the off-diagonal elements is bounded by the size of diagonal elements,

\[ |D_{jk}|^2 \leq D_{jj} D_{kk} \] (4.10)

and hence the matrix is positive (semidefinite), \( D \geq 0 \).

For a pure initial state, the last property immediately follows from the Schwartz inequality for the scalar product in \( \mathcal{H} \), since

\[ D_{jk} = \langle \psi_0 | C_j^\dagger C_k | \psi_0 \rangle = \langle \psi_j | \psi_k \rangle, \quad D_{jj} = \langle \psi_0 | C_j^\dagger C_j | \psi_0 \rangle = || \psi_j ||^2, \quad D_{kk} = \langle \psi_0 | C_k^\dagger C_k | \psi_0 \rangle = || \psi_k ||^2. \]

For a general density matrix, consider

\[ \text{Tr}[C_j \rho C_k^\dagger] = \text{Tr}[C_j \theta^{1/2} \theta^{1/2} C_k^\dagger] = \text{Tr}[C_j \theta^{1/2} (C_k \theta^{1/2})^\dagger] \] (4.11)

Since the Hilbert-Schmidt scalar product between two operators is defined as \( (A, B) \equiv \text{Tr}[A^\dagger B] \), the last expression is just the Hilbert-Schmidt product of \( C_j \theta^{1/2} \) and \( C_k \theta^{1/2} \).

The Hilbert-Schmidt respects the Schwarz inequality \( |\text{Tr}[A^\dagger B]|^2 \leq \text{Tr}[A^\dagger A] \text{Tr}[B^\dagger B] \).

By applying the latter, the desired result follows. Finally, the expression \( D_{jk} = \text{Tr}[C_j \theta^{1/2} (C_k \theta^{1/2})^\dagger] \) implies that \( D_{jk} \) is the Gram matrix of the set of linearly independent vectors \( \{C_j \theta^{1/2}\} \). Thus, it is a semipositive definite matrix.

The decoherence matrix is a Hermitian, positive, trace-one matrix and thus has the same properties of a density matrix. In the next chapter (§ 5.1) we will show that such an interpretation is indeed warranted, because \( D \) can be seen as the density matrix of a set of registers interacting with the system in such a way as to effectively induce the projective measurements \( P_{jN} \) on it.
4.2.6 Medium decoherence

While the weak decoherence condition is sufficient to ensure that the probability rules apply, several authors – most notably, Gell-Mann and Hartle – have proposed to replace it with the stronger condition that both the real and imaginary parts of the off-diagonal terms of the decoherence matrix vanish:

$$\text{Tr}[C_j \rho C_k^\dagger] = 0, \forall j, k$$  \hspace{1cm} (4.12)

This condition is called medium decoherence in the literature. It implies that the decoherence matrix is diagonal, $D_{jk} = \delta_{jk} p_j$. There are several strong arguments in favour of medium decoherence, as opposed to weak decoherence as the right condition to assign probabilities to a set of histories. First, there are several physical mechanisms that can lead to medium decoherence, but it is hard to think of any that may lead to weak decoherence alone, without inducing medium decoherence at the same time. Indeed, in most situations weak decoherence between histories arises only as a consequence of coarse-graining (see § 4.3) and environmental noise. In this case, weak decoherence is always accompanied by medium decoherence. Second, there are strong conceptual arguments [179] pointing out the inadequacy of weak decoherence, of which I will mention the most striking.

Consider two independent systems $A$ and $B$ with density matrices $\rho_A$ and $\rho_B$ and two independent sets of histories $\Sigma_A = \{j\}$ and $\Sigma_B = \{j'\}$ for $A$ and $B$ respectively. Independence implies that the compound system $AB$ has density matrix $\rho_{AB} = \rho_A \otimes \rho_B$. From $\Sigma_A$ and $\Sigma_B$ we obtain a natural set of histories $\Sigma = \{jj'\}$ for the joint system by taking $P_{\ell j}^A = P_{\ell j'}^A \otimes P_{\ell j'}^B$, with a decoherence matrix

$$D_{jj'}^{AB} = \text{Tr}[C_j^{A} \otimes C_{j'}^{B} \rho_1 \otimes \rho_2 C_k^{A\dagger} \otimes C_{k'}^{B\dagger}] = D_{jk}^A D_{j'k'}^B.$$  \hspace{1cm} (4.13)

If $\Sigma_A$ and $\Sigma_B$ are weakly decoherent, we would expect $\Sigma$ to be weakly decoherent as well. However, we can immediately verify that

$$\text{Re}(\text{Tr}[C_j^A \rho_A C_k^A]) = 0, \forall j \neq k, \quad \text{Re}(\text{Tr}[C_{j'}^B \rho_B C_{k'}^B]) = 0, \forall j' \neq k'$$

does not ensure

$$\text{Re}(D_{jj'}^{AB}^{kk'}) = 0, \forall jj' \neq kk'.$$

If weak decoherence holds for two statistically independent systems, it is not guaranteed that it holds for the composite system that joins them. In other words, if we can separately assign well-defined probabilities to given sets of histories for $A$ and $B$, which are independent systems, it might be impossible to assign well-defined probabilities to the corresponding histories for the joint $AB$ system. This can be regarded as a serious drawback, since it collides with any notion of statistical independence. By inspection, on can see that the medium decoherence condition does not suffer from the same flaw: medium decoherence for independent component systems does imply medium decoherence for the composite system.

For the case of pure states, medium decoherence is equivalent to the presence of so-called generalized records. Indeed the medium decoherence condition can be rewritten
as $\langle \psi_j | \psi_k \rangle = \langle \psi_0 | C_k^\dagger C_k | \psi_0 \rangle = 0$. The orthogonality of the $|\psi_j\rangle$ is equivalent to the existence of orthogonal projectors

$$P_j P_k = \delta_{jk} P_j, \quad \sum_j P_j = I, \quad P_j C_k |\psi_0\rangle = \delta_{jk} C_j |\psi_0\rangle$$

Remind that $C_j$ need not be themselves projectors. The $P_j$ together constitute a projective measurement on different histories of the system, and so they yield generalized records of the history. This suggests that medium decoherence may arise as a consequence of physical decoherence, when each branch $|\psi_j\rangle$ becomes correlated with orthogonal states of the degrees of freedom that are traced over by the coarse-graining procedure (see the discussion in § 4.3).

### 4.2.7 Decoherent histories and generalized measurements

In the literature, one finds also a more general definition of event [180, 181]. Instead of a (time,projector) pair $t, P$, we can specify a time $t$ and a positive operator $E$. A positive operator has an eigendecomposition $E = \sum_{\lambda} q_\lambda P_\lambda$ where $P_\lambda$ are orthogonal projectors and $q_\lambda > 0$. As a weighted sum of orthogonal projectors, a positive operator defines and “unsharp” event where Hilbert subspaces $P_\lambda$ are assigned weights $q_\lambda$. An exhaustive set of events at time $t$ can be defined as a set $\Sigma$ of $n \leq d^2$ positive operators $E_j$ such that $\sum_{j=1}^n E_j = I$. An exhaustive set of events thus defines a generalized measurement, or POVM at time $t$. Events in the set are not required to be exclusive, i.e. we can have $E_j E_k > 0$ for $k \neq j$.

Given an ordered sequence of times $t_1 < \cdots < t_N$, a history is defined as a sequence of events $h = E^1, t_1, \ldots, E^N, t_N$. If we have $N$ exhaustive sets of events $\{t_i, E^j_{t_i}\}, j = 1, \ldots, n_t$ with, $\sum_{j_t} E_{j_t} = I$, we can define an exhaustive set of (non-exclusive) histories as

$$\Sigma = \{h_j\} = \{t_1, E^1_{j_1}, \ldots, t_N, E^N_{j_N}\}$$

where the multi-index $j = j_1, \ldots, j_N$ labels different alternative histories. As already done in the case of projective measurements, we will denote a history with the corresponding multi-index, $j$ instead of the “heavier” notation $h_j$.

When a POVM is performed on a state $|\psi\rangle$, the post-measurement state corresponding to $E_i$ is given by $\frac{1}{p_j} A_j \rho A_j^\dagger$, where $A_j$ is a square-root of $E_i$, i.e., an operator such that $A_j^2 = E_i$ and where $p_j = Tr[\rho E_j] = Tr[A_j \rho A_j^\dagger]$. In other terms, the effect of a POVM on a state is specified only if we specify a corresponding quantum operation with Kraus operators given by the $A_j$. Given a given a sequence of generalized measurements, we can predict the probability of each sequence of outcomes $j = j_1, \ldots, j_N$, provided that i) we know the initial state and the unitary dynamics governing the system. ii) for each $E^j_{t_i}$ we specify a quantum operation with Kraus operators $A_j^{t_i}$ such that that $E^j_{t_i} = A_j^{t_i} A_j^{t_i\dagger}$.

If the initial state is pure, outcomes $j = j_1, \ldots, j_N$ are obtained at times $t_1, \ldots, t_N$ with probability $p_j = |||\psi_j|||^2$, where

$$|\psi_j\rangle \equiv A_{j_N}^{t_N} U(t_N - t_{N-1}) A_{j_{N-1}}^{t_{N-1}} U(t_{N-1} - t_{N-2}) \cdots A_{j_1} U(t_1 - t_0) |\psi_0\rangle$$
The decoherence matrix is expressed as

\[
\begin{align*}
\rho_{j,j'} &= A_{jn}^{N} U(t_N - t_{N-1}) A_{jn-1}^{N-1} U(t_{N-1} - t_{N-2}) \cdots A_{j_1} U(t_1 - t_0) \rho_0 \times \\
& \quad U^\dagger(t_1 - t_0) A_{j_1} \cdots U^\dagger(t_{N-1} - t_{N-2}) A_{jn-1}^{N-1} U(t_N - t_{N-1}) A_{jn}^{N}
\end{align*}
\]

is an un-normalized path-projected vector (after outcomes \(j_1 \ldots j_N\) are obtained, the state of the system is \(|\psi_j\rangle\)).

If the initial state is mixed, outcomes \(j = j_1 \ldots j_N\) are obtained at times \(t_1, \ldots, t_N\) with probability \(p_j = \text{Tr}[\rho_j]\), where

\[
\begin{align*}
\rho_{j,j'} &= A_{jn}^{N} U(t_N - t_{N-1}) A_{jn-1}^{N-1} U(t_{N-1} - t_{N-2}) \cdots A_{j_1} U(t_1 - t_0) \rho_0 \times \\
& \quad U^\dagger(t_1 - t_0) A_{j_1} \cdots U^\dagger(t_{N-1} - t_{N-2}) A_{jn-1}^{N-1} U(t_N - t_{N-1}) A_{jn}^{N}
\end{align*}
\]

is an un-normalized path-projected density matrix (after outcomes \(j = j_1 \ldots j_N\) are obtained the system is left in the state \(\frac{1}{\sqrt{p_j}} |\psi_j\rangle\)).

Upon adopting the Heisenberg representation \(A_{jn}(t) = U^\dagger(t) A_{j_1} U(t)\) and the history operators \(C_j \equiv A_{jn}^{N}(t_N) \cdots A_{j_1}^N(t_1)\), we can rewrite formulas above as

\[
p_j = ||C_j|\psi_0||^2 \quad \text{(pure states)} \quad p_j = \text{Tr}[C_j \rho_0 C_j^\dagger] \quad \text{(mixed states)} \quad (4.14)
\]

In the decoherent histories formulation for generalized measurements, formulas (4.14) represent the probabilities of histories within an exhaustive set. Again, probabilities are to be assigned only to sets of histories that satisfy the weak decoherence (consistency) condition

\[
\text{Re}(\text{Tr}[C_j \rho_0 C_k^\dagger]) = 0, \forall j \neq k
\]

or the medium decoherence condition

\[
\text{Tr}[C_j \rho_0 C_k^\dagger] = 0, \forall j \neq k
\]

The decoherence matrix is expressed as

\[
D_{jk} = \text{Tr}[C_j \rho_0 C_k^\dagger] = \text{Tr}[A_{jn}^{N}(t_N) \cdots A_{j_1}^N(t_1) \rho_0 A_{j_1}^\dagger(t_1) \cdots A_{jn}^\dagger(t_N)]. \quad (4.15)
\]

### 4.2.8 criticisms to the histories interpretation

To close this section, we briefly mention some main criticisms that have been raised against the decoherent histories interpretation (for a critical review, see [174]). The first issue is that several consistency conditions have been proposed in the literature: in addition to weak decoherence and medium decoherence, other authors have proposed different criteria called feasibility [178], linear consistency [177], ordered consistency [175]. There is disagreement over which condition is the most appropriate. Second, and more important, the weak decoherence condition (or for what matters, any other consistency condition among those proposed) is in general insufficient to single out a single set of histories. Thus the pictures of physics given by the many different consistent sets have to be assigned equal fundamental status, even if they are generally incompatible with one another. Third, examples can be found where two contrary propositions – statements corresponding to orthogonal projections – can be retrodicted from the same data, each with probability one, in different sets [176]. Fourth, given a proposition \(P\) that should be logically implied by \(Q\), \(PQ = QP = P\) (or \(P \leq Q\)), if \(Q\) can be assigned a given probability within a decoherent set of histories, it is not guaranteed that also \(P\) can. Thus strictly speaking \(P\) cannot be inferred from \(Q\). For
instance, we cannot generally infer from the observation that a particle was in a given region at a given time that the particle was in a larger region containing the first [175]. While these points are of fundamental importance for interpretational concerns, and affect the status of decoherent histories as a theory, we will not dwell longer in this discussion since it is outside the scope of this thesis. As mentioned above, we take a rather pragmatic view and regard decoherent histories mainly as a useful language to discuss physics, independent of interpretational subtleties.

4.3 quantum histories and decoherence

In Hartle and Gell-Mann’s view, one of the central goals of the decoherent histories approach is to explain the transition from the quantum world to the classical world of familiar experience. In the latter domain, one can give a consistent description of a system where the values of all classical variables (such as position and momentum) can be simultaneously specified, and, furthermore, show correlation patterns that are well described by classical laws. Such a description can be formulated in terms of classical histories, that are always decoherent no matter what variables they include. On the contrary, in the quantum domain the consistency (decoherence) condition forces the observer to choose between different alternative, incompatible descriptions of a system that can include only some observables but not others.

To explain how the loss of coherence is achieved in the macroscopic domain, one should, not surprisingly, invoke decoherence. But now by decoherence we intend what is normally intended in the quantum physics paradigm, i.e., a loss of quantum features due to the limited information that is available to the observer. In a word, decoherence - in the sense of histories - can be related to decoherence - as a physical process. This is indeed the ultimate justification behind Gell-Mann and Hartle’s choice of the name “decoherent histories”. In standard decoherence theory, a variety of physical mechanisms cause quantum information (usually encoded in quantum phases) to be scattered in quantum correlations among a huge number of degrees of freedom, most of which out of the observer’s control, so that coherent effects become locally inaccessible. Similarly, in the decoherent histories approach coherent features are washed out by a coarse-graining procedure that conceals correlations between the variables that are distinguished by the coarse-graining and those that are ignored.

4.3.1 Decoherence and coarse-graining

When sets of histories satisfy the consistency condition (4.5) as a result of physical decoherence and coarse-graining, they typically satisfy, in addition, medium decoherence.

Among the types of coarse-graining that can lead to (medium) decoherence, the most common is the type involving a factorization of the Hilbert space in a subsystem of interest and the rest, \( \mathcal{H} = \mathcal{H}_S \otimes \mathcal{H}_E \). In general, given such a factorization, the events of a history take the form \( \tilde{P}^t_{j',j} = \tilde{P}^t_{j,j'} \otimes \Pi^t_{j'} \) where \( \tilde{P}^t_{j,j'} \) and \( \Pi^t_{j'} \) are projectors onto Hilbert subspaces of \( \mathcal{H}_S \) and \( \mathcal{H}_E \). Histories for \( S \) alone can be obtained upon consid-
erating appropriate coarse-grainings over the environment degrees of freedom, such that the events are $\mathcal{P}_j^\ell \otimes \mathbb{I}_\mathcal{E}$ where $\mathbb{I}_\mathcal{E}$ is the identity over $\mathcal{H}_\mathcal{E}$.

The crucial point is that when histories for the joint system form a coherent set, coarse-grained histories for the system alone can decohere. In several cases, depending on the dynamics, the coarse-graining over the environment yields indeed a decoherent set of histories for the system for an appropriate choice of the $\mathcal{P}_j^\ell$. In particular, in many physical cases the resulting decoherent histories are composed by projectors in some given, fixed basis. In this case the standard rules of probability theory apply for histories in that basis. An important research effort has been devoted to the to show that (at least approximate decoherence) arises for macroscopically coarse-grained histories in the bases corresponding to the classical variables such as position, momentum, energy[172, 171]. The relation between physical decoherence and history decoherence will be explored more in detail in Chapter 7.

4.3.2 Example: decoherence for a particle coupled to a bath of oscillators

One can demonstrate how medium decoherence and quasiclassical trajectories follow from physical decoherence and coarse-graining, by looking at decoherent histories in a model where a particle is linearly coupled to a bath of oscillators [166]. Here we will briefly mention some main results (without a proof or discussion) for the purpose of illustration. For an infinite-dimensional system, the maximally fine-grained decoherence functional can be expressed in terms of the fundamental action as follows,

$$D[\varphi(t), \varphi'(t)] = \delta(\varphi(t_f), \varphi'(t_f))e^{i(S[\varphi(t)] - S[\varphi'(t)])} g(\varphi(t_0), \varphi'(t_0))$$ (4.16)

A coarse graining is performed where the coordinates are divided into those (e) of the particles, that are distinguished by the coarse graining, and those (Q) of the bath that are ignored. This division corresponds to a factorization of the total Hilbert space $\mathcal{H} = \mathcal{H}_e \otimes \mathcal{H}_Q$. The fine grained decoherence functional for the particles (upon coarse-graining over the bath modes) reads

$$D[x(t), x'(t)] = \int DQDQ' \delta(q(t_f), q'(t_f))e^{i(S[q(t)] - S[q'(t)])} g(q(t_0), q'(t_0))$$ (4.17)

The action for the system can be written as $S_{\text{free}}[x(t)] + S_0[Q(t)] + S_{\text{int}}[x(t), Q(t)]$. The term $S_{\text{free}}[x(t)]$ depends only on $x(t)$ (it is free of interaction with the $Q$). We can then express $D[x(t), x'(t)]$ as follows:

$$D[x(t), x'(t)] = \delta(x(t_f), x'(t_f))e^{i(S_{\text{free}}[x(t)] - S_{\text{free}}[x'(t)])} \int DQDQ' \delta(Q(t_f), Q'(t_f)) \times e^{i(S_0[Q(t)] + S_{\text{int}}[x(t), Q(t)] - S_0[Q'(t)] - S_{\text{int}}[x'(t), Q'(t)])} g(x(t_0), Q(t_0), x'(t_0), Q'(t_0))$$

The integral over the $Q$s defines $W$, a functional of the paths $x(t)$ and $x(t')$ and their endpoints $x(t_0)$ and $x'(t_0)$ as follows:

$$e^{iW[x(t); x'(t); x(t_0); x'(t_0)]} g(x(t), x'(t)) = \int DQDQ' \delta(Q(t_f), Q'(t_f)) \times$$

$$e^{-i(S_0[Q(t)] + S_{\text{int}}[x(t), Q(t)] - S_0[Q'(t)] - S_{\text{int}}[x'(t), Q'(t)])} g(x(t_0), Q(t_0), x'(t_0), Q'(t_0))$$
where $\tilde{q}(x(t), x'(t)) = \text{Tr}_Q[\rho(q(t), q'(t))]$ is the reduced density matrix associated with the coarse-graining. The functional $\mathcal{W}$ is called influence phase. It depends on the endpoints $x(t_0)$ and $x'(t_0)$ implicitly through the paths $x(t)$ and $x'(t)$ and explicitly $\rho(x(t_0), Q(t_0), x'(t_0), Q'(t_0))$. This double dependence is remarked through the notation $\mathcal{W}[x(t), x'(t); x(t_0), x'(t_0)]$. Conventionally, it is assumed that the initial density matrix of the system factorizes,

$$\rho(q(t_0), q'(t_0)) = \tilde{q}(x(t_0), x'(t_0)) \times \rho_B(Q(t_0), Q'(t_0))$$

In this case, $\mathcal{W}$ contains no explicit dependence on $x(t_0)$ and $x'(t_0)$; $\mathcal{W} = \mathcal{W}[x(t), x'(t)]$ and thus the fine-grained decoherence functional per the particle reads

$$\mathcal{D}[x(t), x'(t)] = \delta(x(t_f), x'(t_f))e^{-i(S_{free}[x(t)] - S_{free}[x'(t)] + \mathcal{W}[x(t), x'(t)])} \tilde{q}(x(t), x'(t))$$

The imaginary part of $\mathcal{W}$ causes an exponential suppression of the off-diagonal terms $x \neq x'$. If the particle is a linear oscillator, since all terms in the action are quadratic, $\mathcal{W}$ can be computed by performing Gaussian integrals (a strategy first suggested by a classical study of Feynman and Vernon). By looking at a linear oscillator with frequency $\omega_R$ interacting with an thermal bath of oscillators at temperature $T$ characterized by a spectral density with cut-off at a frequency $\Omega$ when the bath of oscillator is at a temperature $kT \gg h\Omega \gg h\omega_R$ one finds

$$\text{Im}\mathcal{W}[x(t), x'(t)] = \frac{i2M\gamma kT}{\hbar} \int dt(x' - x)^2$$

(4.18)

where $\gamma$ summarized the interaction strength with the bath of oscillators, and $M$ is the oscillator mass. $\text{Im}\mathcal{W}$ squeezes together the paths $x$ and $x'$, thus creating (approximate) decoherence for paths $q$ and $q'$ differing by $d$ will decohere after a time scale

$$t \geq \frac{1}{\gamma} \left( \frac{\hbar}{2M\gamma kT} \right)^2$$

(4.19)

Upon looking at the history probabilities $p(x(t)) = \mathcal{D}[x(t), x'(t)]$, one can verify the probability is peaked around the classical trajectory, and analyze non-classical deviations modeled as an effective Langevin force [166].

### 4.3.3 Decoherence, subsystems and Markovian dynamics

As was mentioned above, the most common type of coarse-graining involves the factorization of the system into a subsystem of interest $S$ and an environment $\mathcal{E}$. The physical theory of decoherence devotes significant attention to the problem of finding the reduced dynamics of $S$ when the environment is traced over. In the case of decoherent histories, one asks under which conditions the decoherence matrix can be written in terms of reduced quantities alone, i.e., in terms of the reduced density matrix $\hat{\rho}_S(t_0) = \text{Tr}_\mathcal{E}[\rho(t_0)]$ and a reduced propagator for $S$. One encounters thus problem whenever one wants to analyze deocoherent histories in open quantum systems, as we will see for instance in Chapter 7.
Given a factorization $\mathcal{H} = \mathcal{H}_S \otimes \mathcal{H}_E$, and considering a coarse graining over the environment degrees of freedom, such that the events are $\tilde{P}_{jk}^\ell \otimes 1_E$, the decoherence matrix for $S$ reads:

$$D_{jk} = \text{Tr}[\tilde{P}_{jk}^N U(t_N-t_{N-1}) \cdots \tilde{P}_{j1} U(t_1-t_0) \tilde{g}(t_0) U(t_1-t_0) \dagger \tilde{P}_{k1} \cdots U(t_N-t_{N-1}) \tilde{P}_{kN}]$$

where $U$ is the joint evolution of system and environment. For convenience, let us first introduce the propagator $K_{\tau}^t$ as

$$\tilde{g}(t) = U(t-t_0) \tilde{g}(t_0) U(t-t_0) \dagger \equiv K_{\tau}^t [\tilde{g}(t_0)] \quad (4.20)$$

We can rewrite the above equation as:

$$D_{jk} = \text{Tr}[\tilde{P}_{jk}^N K_{\tau}^{t_{N-1}} [\tilde{P}_{jN}^1 \cdots [\tilde{P}_{j1}^1, K_{\tau}^{t_{N-2}} [\ldots K_{\tau}^{t_1}, \tilde{\rho}_0] \ldots ] \tilde{P}_{kN}^1] \tilde{P}_{kN}^N] \quad (4.21)$$

If the initial state is factorized $\tilde{\rho}(t_0) = \tilde{\rho}_S(t_0) \otimes \tilde{\rho}_E(t_0)$, then the reduced density matrix $\tilde{\rho}_S(t) = \text{Tr}_E[\tilde{\rho}(t)]$ evolves according to $\tilde{\rho}_E(t) = K_{\tau}^t \tilde{\rho}_E(t_0)$ where $K$ is the (non-unitary) reduced propagator defined by

$$\text{Tr}[U(t-t_0) \tilde{\rho}_S(t_0) \otimes \tilde{\rho}_E(t_0) U(t-t_0) \dagger] = K_{\tau}^t \tilde{\rho}_S(t_0) \quad (4.22)$$

We would like to write the decoherence matrix in terms of reduced quantities alone, i.e., in the form:

$$D_{jk} = \text{Tr}[\tilde{P}_{jk}^N K_{\tau}^{t_{N-1}} [\tilde{P}_{jN}^1 \cdots [\tilde{P}_{j1}^1, K_{\tau}^{t_{N-2}} [\ldots K_{\tau}^{t_1}, \tilde{\rho}_0] \ldots ] \tilde{P}_{kN}^1] \tilde{P}_{kN}^N] \quad (4.23)$$

This reformulation is possible only if the trace over the environment $\text{Tr}_E$ can “seep in” inside expression (4.21) up to the initial density matrix, i.e. if we have

$$\text{Tr}_E[U(t_N-t_{N-1}) \tilde{P}_{jN}^1 \cdots \tilde{P}_{j1}^1 U[(t_1-t_0) \tilde{\rho}_0 \times \quad U(t_1-t_0) \tilde{P}_{k1} \cdots U(t_N-t_{N-2}) \tilde{P}_{kN}^1 \cdots U(t_{N-1}-t_{N-2}) \tilde{P}_{kN}^N] = \tilde{K}_{\tau}^{t_{N-1}} \text{Tr}_E[\tilde{P}_{jN}^1 \cdots \tilde{P}_{j1}^1 \cdots U(t_1-t_0) \tilde{\rho}_0 \times \quad U(t_1-t_0) \tilde{P}_{k1} \cdots U(t_{N-1}-t_{N-2}) \tilde{P}_{kN}^N] \quad (4.23)$$

This is true if the evolution of the system and environment is Markovian. In this case, the semigroup property holds $\tilde{K}_{\tau}^{t_2} \tilde{K}_{\tau}^{t_1} = \tilde{K}_{\tau}^{t_2 + t_1}$ and we can write $\tilde{K}_{\tau}^{t^\prime} = \tilde{K}_{\tau}^{t^\prime - t}$. The semigroup property implies

$$\text{Tr}[U(t-t^\prime) \tilde{\rho}(t^\prime) U(t-t^\prime) \dagger] = \tilde{K}_{\tau}^{t^\prime - t} [\tilde{\rho}_S(t^\prime)]$$

Obviously, the system evolution can be Markovian only over time intervals $\Delta t \gg \tau_C$ where $\tau_C$ is the system-environment correlation time. Thus, Eq. (4.23) is valid only if the time interval $\Delta t$ between projections (the temporal coarse-graining) is much higher than $\tau_C$. 

\[\text{CHAPTER 4. AN INTRODUCTION TO DECOHERENT HISTORIES}\]
Chapter 5

Decoherent histories and dynamical entropy

In this chapter, we will prove that quantum dynamical entropy (the quantum counterpart of the classical Kolmogorov-Sinai entropy) can be naturally embedded in the decoherent histories formulation of quantum mechanics, and will elucidate the consequences for its interpretation. The link between histories and dynamical entropy exists because partitions of the identity (which enter the definition of dynamical entropy) are equivalent to POVMs, and the latter can be used to define a set of quantum histories with the same POVM repeated at regular times. As we will show, the most widespread definition of dynamical entropy, the Alicki-Fannes (ALF) entropy, is determined the von Neumann entropy of the decoherence matrix for a set of histories constructed in this way (to be precise, ALF-entropy is obtained by maximizing over all POVMs, taking the limit of the von Neumann entropy per measurement step as of the number of measurements goes to infinity). As we will show, any decoherence matrix can be interpreted as a density matrix over a set of registers, that subsequently interact with the system, effectively performing the “measurements” that define the set of histories under attention. Thus the von Neumann entropy of the decoherence matrix that defines ALF entropy can be seen as the amount of quantum information stored in a set of registers. This will justify an interpretation of ALF entropy as the rate of production of quantum information by the dynamics, in the same way as the classical Kolmogorov-Sinai entropy can be interpreted as the rate at which classical information is produced by the dynamics.

As a byproduct of our analysis, we will be able to define a general measure of coherence between histories. Due to coherence, the von Neumann entropy of a decoherence matrix is lower the Shannon entropy of its diagonal entries (history probabilities). Upon taking the difference between the two, which can be also interpreted as the quantum relative entropy between the decoherence matrix and a corresponding diagonal decoherence matrix, we will define a measure of coherence between histories, called relative entropy of decoherence.

This chapter is organized as follows. In § 5.1 I will derive the interpretation of the
decoherence matrix as a density matrix. In § 5.2 I will review classical dynamical entropy. In § 5.3 I will discuss the quantum dynamical entropy. In § 5.3.1 I will introduce ALF entropy in a way that immediately show its connection with decoherent histories. Since ALF entropy is defined for infinite-dimensional systems, in § 5.3.2 I will briefly discuss how it can be extended to finite-dimensional ones. Finally, in § 5.3.3 I will introduce the relative entropy of decoherence.

To the best of my knowledge, the content of this chapter represents an original contribution, as neither the connection between decoherent histories and dynamical entropy nor the interpretation of the decoherence matrix as a density matrix over a set of registers have been presented in previous literature.

## 5.1 The decoherence matrix as a density matrix

In this section, we will prove that the decoherence matrix can be interpreted as the density matrix of an ensemble of registers that subsequently interact with the system, effectively performing the measurements that define the set of histories under attention. This feature will be crucial for our interpretation of the dynamical entropy in the following section.

Consider a projective measurement $P_j, j = 1 \ldots n$ at time $t$ on a system with Hilbert space $\mathcal{H}_S$. Assume that there is a register with Hilbert space $\mathcal{H}_R$, $\dim \mathcal{H}_R = n$. If $P_j = \sum a_j |a_j\rangle_S \langle a_j|$, the measurement can be realized by a unitary operator $W$ acting jointly on the system and register as follows

$$W|a_j\rangle_S\langle a_j| \otimes |0\rangle_R = |a_j\rangle_S \langle a_j| \otimes |j\rangle_R \langle j|$$  \hspace{1cm} (5.1)

The operator $W$ leaves the state of $S$ invariant and shifts $R$ according to $j$. We assume that $W$ has a duration $\tau$ and that the register does not change with time (its internal dynamics is given by $U_R = \mathbb{I}$).

If the initial system-register state is $|\psi_0\rangle_S \otimes |0\rangle_R$, and assuming that $W$ acts on a timescale much smaller than the system’s evolution timescales, the joint $SR$ evolution up to time $t_f > t$ can be approximated by

$$|\Psi(t_f)\rangle_{SR} \approx (U(t_f - t + \tau/2) \otimes \mathbb{I})W(U(t - t_0 - \tau/2) \otimes \mathbb{I})|\psi_0\rangle_S \otimes |0\rangle_R$$  \hspace{1cm} (5.2)

If $W$ acts quasi-instantaneously, within a time $\tau \to 0$, the approximation becomes exact,

$$|\Psi(t_f)\rangle_{SR} = (U(t_f - t) \otimes \mathbb{I})W(U(t - t_0) \otimes \mathbb{I})|\psi_0\rangle \otimes |0\rangle$$  \hspace{1cm} (5.3)

If $U(t-t_0)|\psi_0\rangle = \sum_j \sum_{a_j} c_{a_j}|a_j\rangle$, we find

$$|\Psi(t_f)\rangle_{SR} = \sum_j \sum_{a_j} c_{a_j}(U(t_f - t) \otimes \mathbb{I})|a_j\rangle \otimes |j\rangle = \sum_j U(t_f - t)P_jU(t-t_0)|\psi_0\rangle \otimes |j\rangle$$

By using the Heisenberg representation, $P_j(t) = U^\dagger(t-t_0)P_jU(t-t_0)$

$$|\Psi(t_f)\rangle_{SR} = U(t_f - t_0) \sum_j P_j(t)|\psi_0\rangle_S \otimes |j\rangle_R$$
A sequence of $N$ measurements $P^\ell_j$, at times $t_\ell, \ell = 1, \ldots, N$ can be realized by interaction with $N$ registers $R_1, \ldots, R_N$ with Hilbert space spaces $\mathcal{H}_{R_\ell}$, $\dim \mathcal{H}_{R_\ell} = n_\ell, \ell = 1, \ldots, N$. If $P^\ell_j = \sum \alpha^\ell_{j, \ell} |\alpha^\ell_{j, \ell}\rangle\langle \alpha^\ell_{j, \ell}|$, the interaction at time $t_\ell$ is given by unitary operator $W^\ell$ acting jointly on the system and register $\ell$ as follows:

$$W^\ell |\alpha^\ell_{j, \ell}\rangle_S |\alpha^\ell_{j, \ell}\rangle_R |k\rangle = |\alpha^\ell_{j, \ell}\rangle_S |\alpha^\ell_{j, \ell}\rangle_R |(j_\ell + k)\mod n_\ell\rangle$$

For all $R_\ell$, we assume that $W^\ell$ acts on a vanishing timescale $\tau \to 0$ and that the registers are static, i.e., their internal dynamics is $U_{R_\ell} = I$. If the initial system-registers state is $|\psi_0\rangle_S \otimes |0\rangle_{R_1} \otimes \ldots \otimes |0\rangle_{R_N}$, the joint evolution up to time $t_f > t_N$ can be easily computed as:

$$|\Psi(t_f)\rangle_{SR_1\ldots R_N} = \sum_{j_1 \ldots j_N} U(t_f - t_N)P^N_{j_N} U(t_N - t_{N-1})P^{N-1}_{j_{N-1}} \ldots P^1_{j_1} U(t_1 - t_0) \times$$

$$\times |\psi_0\rangle_S \otimes |j_1\rangle_{R_1} \otimes \cdots \otimes |j_N\rangle_{R_N}$$

(5.4)

By using the Heisenberg representation, the history operators $C_j = P^N_{j_N} \ldots P^1_{j_1}$ and the path-projected vectors $|\psi_j\rangle = U(t_f - t_0) C_j |\psi_0\rangle$ (see § 4.2.3), we can write:

$$|\Psi(t_f)\rangle_{SR_1\ldots R_N} = U(t_f - t_0) \sum_j C_j |\psi_0\rangle_S \otimes |j\rangle_{R_1\ldots R_N} =$$

$$= \sum_j |\psi_j\rangle_S \otimes |j\rangle_{R_1\ldots R_N}$$

Taking the trace over the registers, we obtain:

$$\varrho_S = \sum_j |\psi_j\rangle_S \langle \psi_j| = \sum_j p_j \left( \frac{1}{\sqrt{p_j}} |\psi_j\rangle_S \langle \psi_j| \right)$$

(5.5)

which is a weighted sum of all post-measurement states corresponding to successive outcomes $j$. If instead we take the trace over the system, the registers are left in the state

$$\varrho_{R_1\ldots R_N} = \sum_{j_k} \text{Tr}_S[C_j |\psi_0\rangle \langle \psi_0| C^\dagger_j |j\rangle \langle j|_{R_1\ldots R_N} = \sum_{j_k} D_{jk} |k\rangle_{R_1\ldots R_N}$$

(5.6)

where $D_{jk}$ is the decoherence matrix defined in Eq. (4.9). If the initial system state is mixed $(\varrho_0)$, by repeating essentially the same calculations we immediately arrive at a formula analogous to (5.4),

$$\varrho_{SR_1\ldots R_N} = \sum_{j_k} U(t_f - t_0) C_j \varrho_0 C^\dagger_j U^\dagger(t_f - t_0) \otimes |j\rangle \langle j|_{R_1\ldots R_N}$$

Taking the trace over the registers, we obtain:

$$\varrho_S = \sum_j \varrho_j = \sum_j p_j \left( \frac{1}{p_j} \varrho_j \right)$$

(5.7)
which is a weighted sum of all post-measurement states corresponding to successive outcomes $j$. If we take the trace over the system, the registers are left in the state

$$\varrho_{R_1 \ldots R_N} = \sum_{jk} \text{Tr}_S[C_j \varrho_0 C_j^\dagger] |j\rangle \langle k|_{R_1 \ldots R_N} = \sum_{jk} D_{jk} |j\rangle \langle k|_{R_1 \ldots R_N} \tag{5.8}$$

Therefore, we can identify the decoherence matrix with the density matrix of $N$ registers that, interacting subsequently with the system at times $t_1 \ldots t_N$ effectively produce on the latter the projective measurements $P_{j_1}^1 \ldots P_{j_N}^N$.

The same picture emerges also in the case of generalized histories with unsharp events. Indeed, an unsharp measurement (POVM) given by operators $E_j = A_j^\dagger A_j$ can be realized by a unitary dilation $W$ over an extended space comprising the system and a register $R$ with $\dim R = n \leq d^2$, initialized in some reference state $|0\rangle_R$ [227]:

$$\sum_j A_j^\dagger \varrho A_j = \text{Tr}_R[W \varrho \otimes |0\rangle_R \langle 0| W^\dagger]$$

where $A_j = R \langle j| W |0\rangle_R$. We have indeed:

$$W \varrho \otimes |0\rangle_R \langle 0| W^\dagger = \sum_{jk} \langle j|_R \langle R|_R |0\rangle_R \langle 0|_R \langle j|_R \langle k|_R = \sum_{jk} \langle j|_R \langle R|_R |0\rangle_R \langle 0|_R \langle j|_R \langle k|_R \otimes |j\rangle_R \langle k|_R = \sum_{jk} A_j \varrho A_j^\dagger \otimes |j\rangle_R \langle k|_R$$

and upon tracing $R$ we obtain $\sum_j A_j \varrho A_j^\dagger$.

Let us consider an unsharp measurement at time $t$. We assume, in the same way as above, that $W$ has a quasi-instantaneous duration $\tau \to 0$ and that the register is static (its internal dynamics is given by $U_R = 1$). If the initial system-register state is $|\psi_0\rangle \otimes |0\rangle$, the joint evolution up to time $t_f > t$ is

$$|\Psi(t_f)\rangle_{SR} = (U(t_f - t) \otimes I)W(U(t - t_0) \otimes I)|\psi_0\rangle_S \otimes |0\rangle_R = \sum_j U(t_f - t_j)A_j U(t - t_0)|\psi_0\rangle_S \otimes |j\rangle$$

A sequence of $N$ unsharp measurements $E_{j_\ell}^\ell$ at times $t_\ell$, $\ell = 1, \ldots, N$ can be realized by interaction with $N$ registers $R_1, \ldots, R_N$ with Hilbert spaces $\mathcal{H}_{R_\ell}$, $\dim \mathcal{H}_{R_\ell} = n_\ell$, $\ell = 1, \ldots, N$. The interaction at time $t_\ell$ is given by unitary operator $W^\ell$ acting jointly on the system and register $\ell$ as

$$\sum_{j_\ell} A_{j_\ell}^\dagger \varrho A_{j_\ell} = \text{Tr}_{R_\ell}[W^\ell \varrho \otimes |0\rangle_R \langle 0| W^\ell]$$

where $A_{j_\ell} = R_\ell \langle j_\ell| W^\ell |0\rangle_{R_\ell}$. For all $R_\ell$, we assume that $W^\ell$ has a vanishing duration $\tau$ and that the register does not change with time. If the initial system-registers state is
By using the Heisenberg representation, the history operators \( C_j = A_{jN}(t_N) \ldots A_{j1}(t_1) \) and the path-projected vectors \( |\psi_j\rangle = U(t_f - t_0)C_j|\psi_0\rangle \) we can write

\[
|\Psi(t_f)\rangle_{SR_1 \ldots R_N} = \sum_j U(t_f - t_0) C_j |\psi_0\rangle_S \otimes |j\rangle_{R_1 \ldots R_N} = \sum_j |\psi_j\rangle_S \otimes |j\rangle_{R_1 \ldots R_N}
\]

Taking the trace over the system, the registers are left in the state

\[
\theta_{R_1 \ldots R_N} = \sum_{jk} \text{Tr}_S[C_j|\psi_0\rangle\langle\psi_0|C_j^†] |j\rangle\langle k|_{R_1 \ldots R_N} = \sum_{jk} D_{jk}|j\rangle\langle k|_{R_1 \ldots R_N} \tag{5.11}
\]

where \( D_{jk} \) is the decoherence matrix for generalized measurements defined in Eq. (4.15). If the initial system state is mixed (\( \theta_0 \)) we obtain

\[
\theta_{R_1 \ldots R_N} = \sum_{jk} \text{Tr}_S[C_j \theta_0 C_j^†] |j\rangle\langle k|_{R_1 \ldots R_N} = \sum_{jk} D_{jk}|j\rangle\langle k|_{R_1 \ldots R_N} \tag{5.12}
\]

Therefore, we can identify the decoherence matrix with the density matrix of \( N \) registers that, interacting subsequently with the system at times \( t_1 \ldots t_N \) effectively produce on the latter the unsharp measurements \( E_{j1}^1 \ldots E_{jN}^N \).

## 5.2 Classical dynamical entropy

The concept of dynamical entropy made its appearance in attempts to discriminate between regular and chaotic classical dynamics. Classical chaos is often defined in terms of sensitive dependence to initial conditions. Consider two initially neighboring points in phase space, \( x(0) \) and \( x'(0) \) such that \( \Delta x(0) = |x - x'| = \epsilon \ll 1 \). After time \( t \), their distance usually diverges exponentially as \( \Delta x(t) = e^{\lambda t} \Delta x(0) \). This happens because the chaotic evolution “stretches” phase space along some directions as \( e^{\lambda_+ t} \), \( \lambda_+ > 0 \) and “squeezes” it along other directions as \( e^{\lambda_- t} \), \( \lambda_- < 0 \) so that distances in the “stretched” directions are exponentially amplified. The \( \lambda \)'s are called Lyapunov exponents. This behavior is possible only if the classical equations of motion are nonlinear, since a linear evolution corresponds to vanishing Lyapunov exponents. The essential consequence of sensitivity to initial conditions is a significant loss in predictability, i.e., the possibility of using current information about a system to predict its future evolution. Measurements of a chaotic system, however precise they may be, can never dispel uncertainty about its future state. This intuition can be classically formalized by means of a concept introduced by Kolmogorov and his school: dynamical
Dynamical entropy measures how much information we gain when we repeatedly measure the system in time. Given a partition $\Omega$ of phase space $\Phi_S$ into cells, $\Phi_S = \sum_j \Omega_j$, we can assess the information gained in a single measurement of $j$ via the Shannon entropy

$$h(\Omega) = - \sum_j p(\Omega_j) \log p(\Omega_j)$$

The weights $p_j$ are obtained as $p_j = \int_{\Omega_j} d\mu$ where $\mu$ is a suitable integration measure on the phase space (if we take the uniform measure then $p_j$ is simply the phase-space volume of cell $\Omega_j$).

A time evolution map $T^t$ maps each cell $\Omega_j$ into $T^t(\Omega_j)$ at time $t$, and conversely $T^{-t}\Omega_j$ into $\Omega_j$. Consequently, if we measure the system in cell $j$ at time $t$ and in cell $k$ at time $2t$ we can infer that the system was in $\Omega^{(2)}_{jk} \equiv \Omega_j \cap T^{-t}(\Omega_k)$ at time $t$. Thus the pair of measurements defines a refined phase space partition.

Extending to $N$ measurements at times $1, \ldots, N$ we define the increasingly fine grained partition

$$\Omega_{j_1 \ldots j_N}^{(N)} \equiv \Omega_{j_1} \cap T^{-t_1}(\Omega_{j_2}) \cap \cdots \cap T^{-t_N}(\Omega_{j_N})$$

In general, to measure the information of a sequence of measurements we can consider the Shannon entropy of the fine-grained partition,

$$h_N(\Omega) \equiv h(\Omega^{(N)}) = - \sum_{j_1 \ldots j_N} p(\Omega_{j_1 \ldots j_N}) \log (p(\Omega_{j_1 \ldots j_N}))$$

(5.13)

This represents the amount of information gained in the $N$ measurements. In general, of course, $h_N(\Omega) < N h(\Omega)$. Because of correlations, usually new measurements bring about less information than the preceding ones. This can be well understood in terms of conditional entropy:

$$h(\Omega^{(N)}) = h(\Omega^{(N-1)}) + h(\Omega_{j_N} | \Omega^{(N-1)})$$

where the conditional entropy can be expressed as

$$h(\Omega_{j_N} | \Omega^{(N-1)}) = \sum_{j_1 \ldots j_{N-1}} p(\Omega_{j_1 \ldots j_{N-1}}) \sum_{j_N} h(\Omega_{j_N} | \Omega^{(N-1)}_{j_1 \ldots j_{N-1}}) =$$

$$= - \sum_{j_1 \ldots j_{N-1}} p(\Omega_{j_1 \ldots j_{N-1}}) \sum_{j_N} p(\Omega_{j_N} | \Omega^{(N-1)}_{j_1 \ldots j_{N-1}}) \log (p(\Omega_{j_N} | \Omega^{(N-1)}_{j_1 \ldots j_{N-1}}))$$

In the (extreme) case where the first $N - 1$ measurements $j_1, \ldots, j_{N-1}$ are sufficient to predict with certainty $j_N$, then

$$h(\Omega_{j_N} | \Omega^{(N-1)}_{j_1 \ldots j_{N-1}}) = 0$$
and hence
\[ h(\Omega_{j_N}|\Omega^{(N-1)}) = 0 \Rightarrow h(\Omega^{(N)}) = h(\Omega^{(N-1)}) \]
This means that then no further information is gained in the measurement \( j_N \). The Kolmogorov-Sinai entropy is defined as the max (over partitions) of the (asymptotic) information gain rate:
\[ h_{KS} = \lim_{N \to \infty} \max_{\Omega} \frac{1}{N} h_N(\Omega) \]  
(5.14)
This is equivalent to the maximum of the asymptotic information gain per step
\[ h_{KS} = \lim_{N \to \infty} \max_{\Omega} (h_N(\Omega) - h_{N-1}(\Omega)) = \lim_{N \to \infty} \max_{\Omega} (h(\Omega_{j_N}|\Omega^{(N-1)}) \]  
(5.15)
For integrable systems, the more measurements we make (the more \( j \)'s we collect) the more effectively we can predict the future, i.e., later \( j \)'s. Therefore \( h(\Omega_{j_N}|\Omega^{(N-1)}) \) rapidly decreases with \( N \) and eventually \( h_{KS} \) vanishes when the limit \( N \to \infty \) is taken. Instead, a chaotic system has a positive \( h_{KS} \), implying that we can never collect enough information to definitively constrain the future evolution of the system. According to the theorems of Ruelle and Pesin we have
\[ h_{KS} = \sum_k \lambda_{+k} \]  
(5.16)
where the sum is over all positive Lyapunov exponents of the system. Thus KS entropy is intimately connected with classical chaos.

5.3 Quantum dynamical entropy

A quest for quantum generalizations of the KS entropy has led to several nonequivalent proposals [188, 191, 189], among wich the most important are the Connes-Thirring (CNT) [188] and Alicki-Fannes (ALF) [191] dynamical entropies. Both were developed as non-commutative extensions of the KS-entropy. The latter is based on the idea that repeated measurements at different times can provide information about the system. Its noncommutative extensions differ in that ALF explicitly takes into account measurements (and the corresponding disturbances), while CNT does not. By virtue of semiclassical approximations with generalized coherent states, it has been rigorously shown that both ALF and CNT entropies tend to the KS entropy in the classical limit [192, 187].

5.3.1 ALF entropy and decoherent histories

In the following I will focus on ALF entropy, since it is the proper conceptual device needed to discuss issues related to predictability and chaos. I will derive the ALF entropy following a route that slightly differs from the one taken in original papers. I will stress physical aspects like measurements and information rather than strictly mathematical concerns that were a central motivation for the ALF entropy proposal (for the
same reason, we prefer not to frame our discussion into the original $C^*$-algebraic language, but in Hilbert space language).

The construction of ALF entropy can be regarded as a paraphrase of the KS entropy construction into the quantum language, where measurements and phase space partitions are to be replaced by POVMs and identity decompositions. A generic measurement process can be described by a POVM defined by operators $E_j = A_j^* A_j$.

Since $\sum \limits_{j=1}^n E_j = I$, any POVM defines a partition of unity, which is the quantum analogue of a phase space partition. Similar to the commutative case, given an initial partition $E$, the dynamics (that is assumed to be a unitary $\hat{U}(t)$) naturally leads to a sequence of refined partitions. Upon adopting the Heisenberg representation, we can define $A_j(t) = U(t - t_0) A_j U(t - t_0)$. If we consider the evolution of the partition at times $t, \ldots, Nt$, a sequence of refined partitions $E^{(N)}_j$ is thus obtained:

$$E^{(N)}_j = C^{(N)}_j C^{(N)*}_j, \quad C^{(N)}_j = A_{j_N} (Nt) \ldots A_{j_1} (t) \quad (5.17)$$

Given a density matrix $\hat{\rho}$ and a partition $E^{(N)}_j$, the probability of each partition element is given as:

$$p_j = \text{Tr} [\hat{\rho} E_j] = \text{Tr} [C^{(N)}_j \hat{\rho} C^{(N)*}_j] \quad (5.18)$$

As we immediately notice, the definition of $C_j$ in Eq. (5.17) and the partition probability $p_j$ in Eq. (5.18) are the same as in Eq. (4.14) defining histories and their probabilities for unsharp measurements. This is not surprising since refined partitions are in fact defined through a set of histories $\Sigma$ where we take the same projections at each times and equal time intervals between projections.

As we know, the $p_j$’s are not true probabilities (they do not obey the sum rule) unless $\Sigma$ obeys the consistency condition. Correspondingly, a definition of dynamical entropy as

$$h^{(c)}_N (E) = - \sum \limits_j p_j \log p_j \quad (5.19)$$

is meaningful only if histories decohere. In this case, as we stress with the apex (c), $h^{(c)}$ represents the amount of classical information generated by the decoherent dynamics of the system. If histories do not decohere, then coherent correlations between different histories have to be taken into account. Correspondingly, we can define a dynamical entropy as the von Neumann entropy of the decoherence matrix,

$$h_N (E) = - \text{Tr} [D^{(N)} \log D^{(N)}] \quad (5.20)$$

where $D^{(N)} = \text{Tr} [C^{(N)*}_j \hat{\rho} C^{(N)}_j]$. In § 5.1 we proved that the decoherence matrix can be interpreted as the density matrix of an ensemble of registers that subsequently interact with the system. This allows to give a different interpretation to $h_N (E)$. Since $h_N (E)$ is the von Neumann entropy of the state of the registers, it represents the amount of quantum information stored therein. Therefore, we can look at $h_N$ as the amount of quantum information produced by the dynamics.
Mirroring the KS construction, a dynamical entropy is defined as the max (over POVMs) of the (asymptotic) information production rate:

$$h_{ALF} = \lim_{N \to \infty} \max_E \frac{1}{N} h_N(E)$$  \hspace{1cm} (5.21)

This is exactly the ALF-entropy defined in [192], even if the original derivation was never referring to the decoherent histories formalism. By casting ALF entropy in the decoherent histories language, we can endow it with a physical interpretation as the (maximal) amount of quantum information produced by the dynamics per time step.

### 5.3.2 Finite systems

From definition (5.21), ALF entropy can be nonzero only for infinite-dimensional systems. This follows from the general bound [191, 192]

$$h_N \leq \log d + \log(\text{rank}(\rho))$$  \hspace{1cm} (5.22)

that can be simply derived from the discussion in § 5.1. If the initial state is not pure, let us purify the initial $\rho$ by adding an external rank$(\rho)$-dimensional ancilla $A$, $\rho = \text{Tr}_A[|\psi_0\rangle_{SA}\langle \psi_0|]$. Then after the interaction with the $N$ registers, the pure system + ancilla + registers state is

$$\sum_{jk} |\psi_j\rangle_{SA} \langle \psi_k| \otimes |j\rangle_{R_1}...|k\rangle_{R_N}$$

where $U^\dagger(t_f - t_0)|\psi_j\rangle_{SA} = C_j|\psi\rangle_{SA}$ and $C_jG_{k}^\dagger = \text{Tr}_A[|\psi_j\rangle_{SA}\langle \psi_k|_{SA}]$. The von Neumann entropy of the registers must be equal to the entropy of the system + ancilla state. Since the system - ancilla state has dimension $d + \text{rank}(\rho)$, the entropy of the registers latter is bounded by $\log d + \log(\text{rank}(\rho))$. But the entropy of the registers is exactly $h_N$. QED. If the initial state is pure, then $h_N \leq \log d$.

From the bound 5.22 we conclude that

$$\lim_{N \to \infty} \max_E \frac{1}{N} h_N(E) \leq \lim_{N \to \infty} \frac{2 \log d}{N} = 0$$  \hspace{1cm} (5.23)

When considering finite-dimensional systems, one can observe a growth of $h_N$ up to a finite $N_{\text{sat}}$, after which a saturation effect must happen. In this case, a non-vanishing dynamical entropy reflects into a linear growth of $h_N$ up to the $N_{\text{sat}}$. A dynamical entropy for a finite-dimensional system of dimension $d$ can be defined as

$$h_{ALF}^d = \frac{h_{N_{\text{sat}}(d)}}{N_{\text{sat}}(d)}$$  \hspace{1cm} (5.24)

which correspond to the slope of the initial growth of $h_N$. The saturation time $N_{\text{sat}}(d)$ is $d$-dependent with $N_{\text{sat}}(d) \to \infty$ as $d \to \infty$. In particular, if the entropy is evaluated for coarse-grained partitions with $\Delta$-dimensional projectors, then the maximum possible entropy $h_N$ is given by $N \log f$ where $f = d/\Delta$. Thus, we can expect maximal
entropy production up to time $N_{sat} < \frac{\log d}{\log f}$, after which a saturation effect must happen.

Often, one considers quantum systems that are quantizations of classical systems defined on a compact phase space. In this case, the quantized system has a finite dimension $d$ that plays the role of a Planck constant, $\hbar = 1/d$. The classical limit corresponds to taking $d \to \infty$. To address the classical limit of the dynamical entropy, one needs to evaluate $h_{ALF}^d$ for each $d$ and then take $d \to \infty$. This is equivalent to first $d \to \infty$, and then $N \to \infty$ (the limits do not commute).

The saturation effect of dynamical entropy is known as logarithmic breaking time in the literature on quantum chaotic systems. Such systems can follow semiclassical trajectories up to the timescale $\log d/\lambda_+ + \log d/\Delta$. This can be intuitively explained as follows. After $N$ steps on the dynamics an initial uncertainty $\Delta x = \Delta x/d$ in the direction that is exponentially according to $\lambda - = -\lambda_+$ is reduced as $(\Delta x/d)^{-N\lambda_+}$. At the logarithmic breaking time, this quantity reaches the value $1/d$, that minimal phase-space coarse-graining due to the finite dimension. After this time quantum effects become dominant.

### 5.3.3 The relative entropy of decoherence

The two quantities $h_N(E)$ and $h_N^{(c)}(E)$ defined in § 5.3.1 differ the wider, the more the set of histories is coherent. In fact, we have:

$$C_N \equiv h_N^{(c)} - h_N = S(D^{(N)} || \tilde{D}^{(N)}) \geq 0$$  \hspace{1cm} (5.25)

where $S(A||B)$ is the quantum relative entropy, and we have defined a matrix $\tilde{D}^{(N)}_{jk} = \delta_{jk} D^{(N)}_{jk}$ where the off-diagonal entries are set to zero. To prove (5.25), notice that $\text{Tr}[D^{(N)} \log \tilde{D}^{(N)}] = \sum_j D^{(N)}_{jj} \log D^{(N)}_{jj} = \text{Tr}[\tilde{D}^{(N)} \log \tilde{D}^{(N)}]$, hence:

$$h_N^{(c)} - h_N = -\text{Tr}[\tilde{D}^{(N)} \log \tilde{D}^{(N)}] + D^{(N)} \log D^{(N)} =$$

$$= -\text{Tr}[\tilde{D}^{(N)}(\log \tilde{D}^{(N)} - \log D^{(N)})] = S(D^{(N)} || \tilde{D}^{(N)})$$

Since $h_N^{(c)}$ neglects coherences between different histories, it gives a higher estimate of information production than $h_N$. The two quantities coincide in the case of medium decoherence. In this case, the state of the registers is classical (there are no quantum correlations between the registers) and they effectively store classical information.

The quantity $C_N$ define is suited to be used as a general measure of coherence within a set of histories. We will call it relative entropy of decoherence. Recently, Baumgratz et al. [132] have introduced a similar quantity to assess the amount of coherence of a density matrix in a given basis and emphasized that it has the properties of a bona fide measure of coherence.
Chapter 6

Randomness, decoherence, and dynamical entropy

6.1 Introduction

In classical physics, the major source of unpredictability is chaos. If the dynamics is chaotic, data collected on the system in time are never sufficient to predict its future behavior because any finite uncertainty is exponentially amplified. A good measure of the ensuing unpredictability is given by the Kolmogorov-Sinai entropy, that measures the amount of information “produced” by the dynamics per unit of time, i.e., the amount of information that cannot be predicted on the basis of previous data on the system. Chaotic systems keep producing information indefinitely as the dynamics unfolds, whereas integrable ones do so only for a short transient.

In the quantum domain, it is less trivial to identify sources of unpredictability. Due to the intrinsic linearity of the theory, sensitive dependence to initial conditions in Hilbert space is strictly forbidden, and Lyapunov exponents cannot be defined. What are commonly referred to as “quantum chaotic systems” in the literature are just quantum systems whose classical limit is chaotic. Such systems are characterized by some relevant properties, as their Hamiltonians exhibit some universal features of the random matrix ensembles (level spacing distribution, spectral rigidity, two-point correlations [186]), but it is not immediately clear how these properties reflect into unpredictability and dynamical entropy production. Conversely, quantum mechanics allows for sources of unpredictability that have no classical analogue, as they essentially stem from noncommutativity. Since almost all observables do not commute with the dynamics, measurement outcomes are generally probabilistic and create an effective source of randomness that impairs predictability reflecting into a positive value of dynamical entropy. This feature is apparent in Ref. [192], where Alicki et al. show that ALF entropy (5.21) can achieve a maximum for random POVMs (random partitions) independent of the unitary evolution between measurements and the degree of “chaoticity” the evolution has in the classical limit. The distinction between systems that are chaotic or integrable in the classical limit can be retrieved only by bringing to the surface the classical phase-
space structure underlying the quantum model. Upon restricting to measurements and initial states with a well defined phase-space limit, ALF entropy necessarily tends to the classical KS entropy [187] and hence gleaming differences between the “chaotic” and the “integrable” case appear, as shown, for instance, in Ref. [190].

In this chapter we consider dynamical entropy production for closed quantum systems within the framework of decoherent histories (where ALF entropy can be naturally formulated as we discussed in § 5.3), and address its behavior in presence of two sources of randomness:

- (R1) randomness in the dynamics
- (R2) randomness in the measurements

Our choice of formalism allows us to address for the first time an aspect that was so far neglected, or given only marginal attention in relation to quantum dynamical entropy: history decoherence and the role of coarse-graining. Some previous numerical works [190] have considered coarse-grained partitions, but they did not explicitly examine the role of coarse-graining. In Ref. [193], a set of coarse-grained histories for a quantum chaotic system (the quantum baker’s map) was studied, and it was shown that it decoheres. However, the generality of this result was not discussed.

The relevance of history decoherence in relation to entropy production is that it allows to see quantum dynamical entropy as a measure of predictability. From the point of view of an observer who wishes to make classical predictions, the relevant sets of histories are only the decoherent ones, that yield alternative descriptions of the system in time with well-defined probabilities. For such sets of histories we have, in the notation introduced in § 5.3.1, $h_N(E) \simeq h_{\text{c}}^\text{c}(E)$, i.e., the system effectively produces classical information at a rate given by $h_N(E)/N$. In order to achieve decoherence, a (large) degree of coarse-graining is in general necessary, as the literature on decoherent histories has extensively shown.

The general picture that we aim to draw is that for $d \to \infty$ both (R1) and (R2) can lead to the same results: Sufficiently coarse-grained histories decohere and yield maximal dynamical entropy production compatible with the coarse-graining size. This picture is supported by a general argument. Unfortunately, the latter is not conclusive, as it is based on an unproven statistical hypothesis, and hence it mandates a search for a more rigorous proof. By using random matrix techniques, we will be able to fully justify the results in the case of dynamical randomness (R1). We still lack a proof for case (R2).

Our general picture will be illustrated upon studying decoherent histories and quantum dynamical entropy in the quantum standard map (QSM) [195, 196, 197, 198, 199, 200], a paradigmatic toy model to study quantum chaos, that has an integrable/chaotic transition. Our numerical data strongly support our general theoretical understanding.

This chapter is organized as follows. First, in § 6.2 we address decoherent histories in presence of randomness of type (R1) and (R2). We provide a heuristic argument showing that sufficiently coarse-grained histories decohere and lead to non-vanishing entropy production. The consequences of this result in chaotic vs. integrable systems are briefly discussed. Then, in § 6.3 we will present a rigorous argument, based on random matrix techniques, that confirms the results of § 6.2 for the case of (R1). For the sake of conciseness, we only report the main results, postponing their derivation to
§ 6.6. In § 6.4 we analyze DH and dynamical entropy in the quantum standard map (QSM) that undergoes an integrable/chaotic transition. We study histories in the integrable and chaotic regime, considering different kinds of partitions, and show how results conform to the analysis in § 6.2,6.3. Finally, § 6.5 summarizes the main conclusions of this chapter.

To the best of my knowledge, the entire content of this chapter is original and has never appeared in any previous publication.

### 6.2 Randomness and decoherence

In this section we show how randomness of type (R1) and type (R2) can cause decoherence between sufficiently coarse-grained histories and lead to a non-vanishing production of dynamical entropy. Our heuristic argument will be corroborated by the rigorous random-matrix argument provided in § 6.3 (which, however, only holds for randomness of type (R1)), and justified by our numerical findings for the QSM.

The general setting we consider is the following. We consider

1. a *closed* quantum system with dimension \(d \gg 1\).
2. *pure initial states*, \(\rho_0 = |\psi_0\rangle \langle \psi_0|\).
3. a dynamics given by a *discrete-time unitary map* \(U\).
4. a set of histories defined by *fixed orthogonal projectors* \(P_j\) for all times, and a *single iteration of the map* \(U\) between projections.

The decoherence matrix for such a set of histories can be written as

\[
D_{jk}^{(N)} = \text{Tr} \left[ P_{jN} U \ldots P_{j1} U \rho U^\dagger P_{k1} \ldots U^\dagger P_{kN} \right]
\]  

(6.1)

Let us now precisely define the sources of randomness (R1) and (R2) mentioned in the introduction.

In case (R1), randomness is provided by the dynamics (R1). We extract \(U\) from the circular random matrix ensemble CUE, which corresponds to the unitary group equipped with Haar measure. Such a \(U\) has well-defined spectral properties, represented by a Wigner distribution of the level spacing \(P(s) \propto se^{-s^2}\). Its eigenvectors also have well-defined statistical properties [205]: they form a basis of Haar-distributed orthogonal vectors.

A second source of randomness (R2) may come from measurements, i.e., from the projectors defining the history. We take random projections, meaning that \(P_{i,n} = W P_{i,n} W^\dagger\) where the \(P_{i,n}\) are fixed projectors \(W\) is a unitary selected from CUE, i.e., from the unitary group with Haar measure. For the purpose of evaluating decoherence matrix elements, the randomness in the measurement can be reinterpreted as a randomness on the dynamics. Indeed, introduce

\[
\tilde{U} = W^\dagger U W
\]  

(6.2)
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If we write histories in terms of $\tilde{P}_j$ and $\tilde{U}$, then $D_{jk}^{(N)}$ reads:

$$\tilde{D}_{jk}^{(N)} = \text{Tr}[\tilde{P}_{jN} \tilde{U} \ldots \tilde{P}_{j1} \tilde{U} \tilde{P}_{kN} \tilde{U} \tilde{P}_{k1} \ldots \tilde{U} \tilde{P}_{kN}]$$  \hspace{1cm} (6.3)

where $\tilde{g} = W^\dagger g W$. In (6.3), all the randomness has been transferred from the projectors to the evolution operator. Thus the case (R2) looks very similar to the previous case (R1), except for one relevant particular: $\tilde{U}$ has the same spectrum as $U$, that in general does not conform to the predictions of random matrix theory since $U$ is assumed to be completely generic. Thus, the statistical properties of $\tilde{U}$ are not the same as those of a matrix extracted from CUE. Nevertheless, due to the “randomization” afforded by $W$, the eigenvectors of $\tilde{U}$ will have the same statistical properties of the eigenvectors of an $U$ taken from CUE, i.e., they will also form a basis of Haar-distributed, randomly selected orthogonal vectors.

We aim to show that in presence of randomness of type (R1) and (R2), coarse-grained histories approximately decohere and lead to non-vanishing entropy production.

This is what emerges from our numerical results in § 6.4, and it is also suggested by results in Ref. [190]. At present, we cannot rigorously prove this fact, and we will only present an admittedly heuristic argument that is based on a plausible, yet unproven statistical hypothesis.

Let us consider a pure initial state $\varrho = |\psi_0\rangle\langle\psi_0|$ and a pair of non-coincident histories $j \equiv j_1, \ldots, j_N$ and $k \equiv k_1, \ldots, k_N$. If we select an intermediate time $\ell$, $1 < \ell < N$, the decoherence matrix element $\tilde{D}_{jk}^{(N)}$ reads

$$\tilde{D}_{jk}^{(N)} = \text{Tr}[\tilde{P}_{jN} \tilde{U} \ldots \tilde{P}_{j\ell} \tilde{U} \tilde{P}_{j\ell-1} \tilde{U} \ldots \tilde{P}_{j1} \tilde{U} |\tilde{\psi}_0\rangle \langle\tilde{\psi}_0| \times$$

$$\tilde{U} \tilde{P}_{k1} \ldots \tilde{U} \tilde{P}_{k\ell-1} \tilde{U} \tilde{P}_{k\ell} \ldots \tilde{U} \tilde{P}_{kN}]$$  \hspace{1cm} (6.4)

where $\tilde{P} = \{\tilde{P}, \tilde{P}\}$, $\tilde{U} = \{U, \tilde{U}\}$, $|\tilde{\psi}_0\rangle = \{|\psi_0\rangle, W^\dagger |\psi_0\rangle\}$ for (R1) and (R2) respectively. By introducing the notation

$$C_{mn} = \tilde{P}_{j_m} \tilde{U} \ldots \tilde{P}_{j_n} \tilde{U} \quad C_{mn}' = \tilde{P}_{k_m} \tilde{U} \ldots \tilde{P}_{k_n} \tilde{U}$$  \hspace{1cm} (6.5)

for any $m, n \in 1, \ldots, N$, and the path-projected states $\langle\chi | \langle\chi'$

$$|\chi\rangle = C_{1\ell-1} |\tilde{\psi}_0\rangle, \quad |\chi'\rangle = C_{1\ell-1}' |\tilde{\psi}_0\rangle$$  \hspace{1cm} (6.6)

we can express (6.4) as

$$\tilde{D}_{jk}^{(N)} = \text{Tr}[C_{1N} |\chi\rangle \langle\chi' | C_{1N}']$$  \hspace{1cm} (6.7)

We choose $\ell$ such that $j_{\ell-1} \neq k_{\ell-1}$, so $|\chi\rangle$ and $|\chi'\rangle$ are orthogonal vectors. There must be at least one such $\ell$ since we are assuming $j \neq k$. Actually, for most pairs of histories $\{j, k\}$ we will have $j_{\ell} \neq k_{\ell}$, for all $\ell = 1, \ldots, N$ (see Lemma 2 in § 6.6.3).

The degree of coherence between histories $j$ and $k$ can be assessed by the coherence ratio, i.e., the ratio between the off-diagonal and the diagonal elements of the decoherence matrix

$$\delta^2 = \frac{D_{jk}D_{jk}'}{D_{jk}D_{kk}} = \frac{\langle\chi' | C_{1N} C_{1\ell-1} |\chi\rangle \langle\chi | C_{1N} C_{1\ell-1}' |\chi'\rangle}{\langle\chi | C_{1N} C_{1\ell-1} |\chi\rangle \langle\chi' | C_{1N} C_{1\ell-1}' |\chi'\rangle}$$  \hspace{1cm} (6.8)
Recall that from (4.10) we have $|D_{jk}|^2 \leq D_{jj}D_{kk}$, hence $\delta^2 \leq 1$. History decoherence is equivalent to $\delta^2 \ll 1$.

For (R1) and (R2), the operator $U$ in Eq. (6.4) is selected at random from a matrix ensemble. In the case of (R1), $U = U$ is selected at random from the circular ensemble CUE. In the case of (R2), $\bar{U}$ is selected from a matrix ensemble obtained by the adjoint action of matrices $W$ from the CUE ensemble on a fixed unitary, $\bar{U} = W^\dagger U W$.

The key assumption that will enable us to estimate $\delta^2$ for (R1) and (R2) is that the statistical distribution of $|\chi\rangle$ and $|\chi'\rangle$ induced by the statistical distribution of $U$ can be approximated by the uniform distribution over the Hilbert space. Our statistical hypothesis thus reads:

- (H0) For randomness of type (R1) or (R2), i.e., of the evolution operator between projections is given by an $U$ taken from CUE or a $\bar{U} = W^\dagger U W$ where $W$ is taken from CUE, the path-projected vectors $|\chi\rangle$ and $|\chi'\rangle$ can be assumed to be orthogonal vectors randomly selected according to the uniform measure in Hilbert space.

The statistical hypothesis (H0) essentially amounts at assuming that for a “random dynamics” the path-projected vectors $|\chi\rangle, |\chi'\rangle$ are sufficiently randomized that they can be approximated by random vectors selected according to the uniform measure in the Hilbert space $\mathcal{H}$ (note that at between time-step $\ell - 1$ and $\ell$, $U$ takes the path-projected vector $P_{j_{\ell-1}} U \ldots U P_{j_1} |\psi_0\rangle$ into an effectively random vector).

Assuming the validity of H0, we can find an estimate of $\delta^2$ by averaging the numerator and the denominator in (6.9) separately over $|\chi\rangle, |\chi'\rangle$, finding:

$$\delta^2 \lessapprox \frac{1}{\text{Tr}(C^\dagger_{\ell N} C_{\ell N})} = \frac{1}{d \langle p_{j_{\ell-1} ... j_N | \chi \rangle_{\mathcal{H}}}}$$

(6.10)

where $\langle p_{j_{\ell-1} ... j_N | \chi \rangle_{\mathcal{H}}}$ is the conditional probability of $j_{\ell-1} ... j_N$, given that the path-projected state at step $\ell$ is $|\chi\rangle$, averaged over $|\chi\rangle \in \mathcal{H}$.

**Proof of (6.10).** If (H0) holds, $|\chi\rangle$ and $|\chi'\rangle$ are random orthogonal vectors selected with uniform measure in Hilbert space. Therefore we can write $|\chi\rangle = V |0\rangle$, $|\chi'\rangle = V |1\rangle$, where $V$ is a unitary matrix selected from $\mathcal{U}(d)$ according to the Haar measure (one should add a normalization factor for $|\chi\rangle, |\chi'\rangle$, but we neglect those terms because they drop from Eq. (6.9) ). The average over $|\chi\rangle, |\chi'\rangle \in \mathcal{H}$ can be replaced by an average over $V \in \mathcal{U}(d)$. For $d \gg 1$, averages over the Haar measure can be computed by means of formulas

$$\langle V_{1m_1} V^*_{2m_2} \rangle_{\mathcal{U}(d)} = \frac{1}{d^2} \delta_{1_2} \delta_{m_1 m_2}$$

$$\langle V_{1m_1} V^*_{2m_2} V_{3m_3} V^*_{4m_4} \rangle_{\mathcal{U}(d)} = \frac{1}{d^2} (\delta_{1_2} \delta_{m_1 m_2} \delta_{3_4} \delta_{m_3 m_4} + \delta_{1_3} \delta_{m_1 m_4} \delta_{2_4} \delta_{m_2 m_3})$$

(6.11)

where $\langle \langle V | m \rangle \rangle \equiv V_{mm}$. These formulas stem from a “Wick calculus” for the unitary group that be explained in detail in § 6.3 (for details see Eq. (6.29) below). From
(6.11), we get for any two operators $O_1$, $O_2$:

$$\langle \langle 1 | V^\dagger O_1 V | 0 \rangle \langle 0 | V^\dagger O_2 V | 1 \rangle \rangle_{\|d(\|)} = \sum_{ijkl} V^*_{i} (O_1)_{ij} V_{j0} V^*_{k0} (O_2)_{kl} V_{l1} \rangle_{\|d(\|)} \]_{\|d(\|)} (6.12)

$$= \sum_{ijkl} (O_1)_{ij} (O_2)_{kl} \langle V^*_{i} V_{1l} V_{j0} V^*_{k0} \rangle_{\|d(\|)} = \frac{1}{d^2} \sum_{ijkl} (O_1)_{ij} (O_2)_{kl} \delta_{ij} \delta_{jk} = \frac{1}{d^2} \text{Tr}[O_1 O_2]

By repeating the same method, we find

$$\langle \langle 0 | V^\dagger O_1 V | 0 \rangle \langle 1 | V^\dagger O_2 V | 1 \rangle \rangle_{\|d(\|)} = \frac{1}{d^2} \text{Tr}[O_1] \text{Tr}[O_2] \]_{\|d(\|)} (6.13)

An estimate of $\delta^2$ can be obtained by averaging the numerator and the denominator separately over $V$:

$$\delta^2 \approx \frac{\langle \langle X|C^{\dagger C_{\ell N}}C^\dagger_{\ell N} |X\rangle \rangle_{\|H}}{\langle \langle X|C^{\dagger C_{\ell N}}C^\dagger_{\ell N} |X\rangle \rangle_{\|H}} = \frac{\langle \langle 1 | V^\dagger C^{\dagger C_{\ell N}} C^\dagger_{\ell N} V | 0 \rangle \langle 0 | V^\dagger C^\dagger_{\ell N} C^\dagger_{\ell N} V | 1 \rangle \rangle_{\|d(\|)}}{\langle \langle 0 | V^\dagger C^\dagger_{\ell N} C^\dagger_{\ell N} V | 0 \rangle \langle 1 | V^\dagger C^\dagger_{\ell N} C^\dagger_{\ell N} V | 1 \rangle \rangle_{\|d(\|)}} (6.14)

Upon performing the average of (6.14) over $V$ with (6.12) and (6.13) we obtain:

$$\delta^2 \approx \frac{\text{Tr}[C^{\dagger C_{\ell N}}C_{\ell N}C^\dagger_{\ell N}C^\dagger_{\ell N}]}{\text{Tr}[C^\dagger_{\ell N}C_{\ell N}][\text{Tr}[C^{\dagger C_{\ell N}}C^\dagger_{\ell N}]]}

Since $||C^{\dagger}_{\ell N}||_{\infty} \leq 1$, for any vector $|\phi\rangle$, we have $||C^{\dagger}_{\ell N}C^\dagger_{\ell N} |\phi\rangle||^2 \leq ||C^\dagger_{\ell N} |\phi\rangle||^2$, therefore $\text{Tr}[C^{\dagger C_{\ell N}}C^\dagger_{\ell N}C^\dagger_{\ell N}] \leq \text{Tr}[C^{\dagger C_{\ell N}}C^\dagger_{\ell N}]$. Hence,

$$\delta^2 \lesssim 1/\text{Tr}(C^{\dagger}_{\ell N}C_{\ell N})$$

Now, the quantity in the denominator in the r.h.s. is

$$\text{Tr}(C^{\dagger}_{\ell N}C_{\ell N}) = \langle \langle X|C_{\ell N} C^\dagger_{\ell N} |X\rangle \rangle_{\|H} = \langle \langle \text{Tr}(C_{\ell N}) |X|C^\dagger_{\ell N} |X\rangle \rangle_{\|H}

where averages are over $|\chi\rangle$ in $\|H\$. The expression $\text{Tr}(C_{\ell N}) |X|C^\dagger_{\ell N}$ can be seen as the diagonal element $j_{N} \ldots j_{N}$ of a decoherence matrix where the “initial state” at step $\ell$ is $|\chi\rangle$, and thus it represents the conditional probability of $j_{N} \ldots j_{N}$, given that the path-projected state at step $\ell$ is $|\chi\rangle$: $p_{j_{N} \ldots j_{N}} |\chi\rangle$. Therefore, we can finally write

$$\text{Tr}(C^{\dagger}_{\ell N}C_{\ell N}) = \frac{1}{d(p_{j_{N} \ldots j_{N}} |\chi\rangle)_{\|H}}

QED.$$

The condition under which histories decohere is

$$d \gg 1/\langle p_{j_{N} \ldots j_{N}} |\chi\rangle \rangle_{\|H} (6.15)$$
A high degree of coarse-graining is sufficient to ensure that this condition holds. Indeed, let \( \Delta = d/f \) be the rank of the \( P_{j_1 \ldots j_N} \), i.e., the coarse-graining dimension. Assuming that the probabilities \( \langle p_{j_1 \ldots j_N} | \chi \rangle \) are all of the same order of magnitude for all choices of \( j_1, \ldots, j_N \), then \( \langle p_{j_1 \ldots j_N} | \chi \rangle \) should be of the order of \( f^{N-\ell} \). Approximate decoherence occurs for \( d \gg f^{N-\ell} \) which can be achieved for sufficiently small \( f \), i.e., sufficiently gross coarse-graining.

If all \( \langle p_{j_1 \ldots j_N} \rangle \) are approximately equal (which is likely for very high coarse-graining), then classical information is produced at a rate given by the (un-maximized) dynamical entropy

\[
\frac{h_N(P)}{N} = \frac{h_N^{(c)}(P)}{N} = \log f
\]  

(6.16)

For \( d < \infty \), finite-size effects become eventually dominant, as discussed at length in \( \S \) 5.3.2. Indeed the bound \( h_N \leq \log d \) holds [191, 192]. For coarse-grained histories, the maximum entropy \( h_N \) is \( N \log f \) and thus entropy production must saturate after \( N_{\text{sat}} \sim \frac{\log d}{\log f} \). Thus, under the assumption that (H0) is valid, we have shown that both (R1) and (R2) can lead to history decoherence and non-vanishing entropy production.

Comment: chaotic and integrable systems. Let us now briefly discuss what the picture obtained in the previous paragraph entails for the behavior of decoherent histories and dynamical entropy for quantum chaotic and integrable systems respectively.

Let us first address chaotic systems. Discrete-time quantum chaotic maps are represented by unitary Froquet operators that exhibit some universal features of the unitary random matrix ensembles [186]). Therefore a chaotic Floquet operator \( U \) can be usually approximated by a typical element of the circular ensembles (CUE, COE or CSE). Depending on the type of ensemble, \( U \) will have different spectral properties, represented by different Wigner distributions of the level spacing \( P(s) \propto s^\alpha e^{-s^2} \) where \( \alpha = 1, 2, 4 \) for CUE, COE and CSE respectively. Also the eigenvectors will present different statistics [205]. Our argument was derived under the hypothesis that \( U \) can be taken from CUE, but its generality suggests that if it holds for CUE it may also hold for COE and CSE (essentially, we only require that the dynamics sufficiently randomizes path-projected vectors). If this is true, we conclude that chaotic maps lead to decoherence between coarse-grained histories, and production of classical entropy at a non-vanishing rate.

As for integrable systems, classically their entropy production vanishes because the high degree of symmetry severely constrains the evolution of the system – the latter can only describe a linear motion onto the phase space surface identified by the constants of motion. Quantum mechanically, the constants of the motion imply that the evolution operator \( U \) is block diagonal, each block being identified with a set of conserved quantum numbers (if the constants of the motion form a complete set of observables, then they suffice to fully diagonalize \( U \)). The dynamics creates no coherence between Hilbert space sectors corresponding to different quantum numbers. Consequently, if we take measurements with projections \( \tilde{P}_j \) that commute with the constants of the motion, we expect no entropy production in the quantum case as well. However, let us consider a random measurement, that can be written as \( \tilde{P}_{i_n} = W \tilde{P}_{i_n} W^\dagger \) where \( W \) is a random
unitary. The entropy production associated to $P$ and $U$ is equivalent to that associated to $\tilde{P}$ and $\tilde{U} = W^\dagger U W$. The latter is a “randomized” dynamics that coherently couples all Hilbert space sectors corresponding to different values of the quantum numbers. In other words, a generic measurement clamorously breaks the symmetry of the system. Consequently, even an integrable system can keep producing (classical) information at a rate given by the (nonzero) dynamical entropy.

### 6.3 Decoherence and dynamical entropy for a random chaotic dynamics

For a discrete time dynamics given by a random Floquet operator $U$ we can do much more than simply providing an estimate of the coherence ratio $\delta^2$. We are able to derive estimates of the decoherence matrix elements, and achieve much more precise and detailed results. By using Weingarten calculus [201], we can take averages of arbitrary products of matrix elements of the evolution operator $U$ over the suitable circular ensemble (CUE, COE or CSE). Therefore, we can take averages in the decoherence matrix elements and obtain estimates of the diagonal and off-diagonal entries in the limit $d \gg 1$.

In the following, we shall restrict for simplicity to a $U$ belonging to the CUE ensemble, which coincides with the Haar measure over the unitary group. This is of relevance for the model studied in § 6.4. Indeed, the evolution operator of the QSM in the strongly chaotic regime can be assumed to be a typical element of the CUE ensemble [186].

The calculations of this section only hold for randomness of type (R1), because we assume that $U$ is taken from the CUE ensemble and it has both the spectrum and the eigenvectors of a random matrix from CUE. As we already discussed, this is not true of $\tilde{U}$ in Eq. (6.2) that defines (R2), as $\tilde{U}$ only has a random eigenbasis. Therefore, generalizing the results presented in this section to the case of random measurements would require different techniques than those used here.

In order not to divert the reader’s attention from the main line of discussion, here we will only report results. Their derivation is postponed to § 6.6.

We first consider fine-grained histories, i.e., the projectors are one-dimensional. Assuming for simplicity that that the initial state is a pure state $|j_0\rangle$ belonging to the “measurement basis” defined by the projectors, the fine-grained decoherence matrix element can be expressed as:

$$D_{jk} = \delta_{jNkN} U_{jNjN-1} \ldots U_{j_{N-1}j_0} U_{j_{N-1}j_{N-2}}^* \ldots U_{j_1j_0}^* U_{j_1j_0} \ldots U_{k_{N-1}k_0}^* U_{k_{N-1}k_0} \ldots U_{k_1k_0}^* U_{k_1k_0} (6.17)$$

where matrix elements $\langle l | U | m \rangle$ are taken in the same basis of the projectors. $D_{jk}$ can be averaged over $U$ by using Weingarten’s formula [202] (for more details, see § 6.6).
that allows to compute the average of products of arbitrary matrix elements of $U$:

$$
⟨U_{l_1 m_1} \cdots U_{l_N m_N} U_{l'_1 m'_1}^* \cdots U_{l'_N m'_N}^*⟩_{U(d)} = \sum_{σ, τ} δ_{l_1 l'_1(1)} \cdots δ_{l_N l'_N(N)} δ_{m_1 m'_1(1)} \cdots δ_{m_N m'_N(N)} Wg(d, στ^{-1})
$$

where $Wg$ is the so-called Weingarten function [202]. Note that the matrix elements in (6.18) are completely general, i.e. the indices $l_1 \ldots l_N$ and $m_1 \ldots m_N$ are totally arbitrary. Instead, matrix elements in (6.17) have many indices in common, and a few passages are required to apply the general formula (6.18) to (6.17) (for details, see § 6.6).

**Fine-grained decoherence matrix elements.** For the fine-grained elements of the decoherence matrix, we obtain:

$$
⟨D_{jj}⟩_{U(d)} = \frac{N_P(j)}{d^N} + O\left(\frac{1}{d^{N+1}}\right),
$$

$$
⟨D_{jj}D_{jj}⟩_{U(d)} - ⟨D_{jj}⟩^2_{U(d)} = \frac{N'_P(j)}{d^N} + O\left(\frac{1}{d^{2N+1}}\right),
$$

$$
⟨D_{jk}⟩_{U(d)} = δ_{jN kN} \frac{F_P(j, k)}{d^N} + Γ_P(j, k)O\left(\frac{1}{d^{N+1}}\right)
$$

where $N_P, N'_P, F_P, F'_P, Γ_P$ are symmetry factors. The derivation of Eq. (6.20) is presented in § 6.6.1. While the evaluation of symmetry factors is in principle hard, in § 6.6.3 we prove two statistical lemmas showing that for the overwhelming majority of pairs $\{j, k\}$ we simply have

$$
N_P = 1, \quad N'_P = 2^N - 1, \quad F_P = 0, \quad F'_P = 1, \quad Γ_P = 0
$$

By "overwhelming majority" we mean all pairs $j, k$ except a fraction that vanishes in the limit $N/d \to 0$. The proofs in § 6.6.3 are based on statistical arguments inspired by statistical mechanics and graph theory.

Therefore, for almost all cases Eqs. (6.19) simply reduce to:

$$
⟨D_{jj}⟩_{U(d)} = \frac{1}{d^N}(1 + O\left(\frac{1}{d}\right)),
$$

$$
⟨D_{jj}D_{jj}⟩_{U(d)} = \frac{2^N - 1}{d^{2N}} + O\left(\frac{1}{d^{2N+1}}\right),
$$

$$
⟨D_{jk}⟩_{U(d)} = 0
$$

$$
⟨D_{jk}D_{jk}⟩_{U(d)} = δ_{jN kN} \frac{1}{d^{2N}}(1 + O\left(\frac{1}{d}\right))
$$

**Coarse-grained decoherence matrix elements.** Upon evaluating the fine-grained decoherence matrix elements, we can look at a general coarse-graining where we sum over
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δ fine-grained projectors for each time. Then any coarse-grained decoherence matrix element $D_{jk}$ is obtained by summing over $\Delta^{2N}$ histories,

$$D_{jk} = \sum_{l \in J} \sum_{k \in K} D_{lk}. \quad (6.21)$$

Indices $J = J_1 \ldots J_N$, $K = K_1 \ldots K_N$ identify a $\Delta^N \times \Delta^N$ submatrix of the fine-grained decoherence matrix. In § 6.6.2 we evaluate the mean and the variance of both diagonal elements $D_{jj}$ and off-diagonal ones $D_{jk}$. For almost all $J, K$, up to corrections of order $O(1/\Delta)$ we get:

$$\langle D_{jj} \rangle_{(d)} = f^{-N} , \quad \langle D_{jj} D_{kk} \rangle_{(d)} - \langle D_{jj} \rangle_{(d)}^2 = \frac{1}{\Delta} f^{-2N} \quad (6.22)$$

$$\langle D_{jk} \rangle_{(d)} = 0 , \quad \langle D_{jk} D_{kj} \rangle_{(d)} = \delta_{jk} \frac{1}{\Delta} f^{-2N}$$

where $f = d/\Delta$.

Decoherence and entropy production. The results (6.22) can be used to estimate the coherence ratio between histories. We obtain

$$\delta^2 = \frac{\langle D_{jk} D_{jk} \rangle_{(d)}^{1/2}}{\langle D_{jj} \rangle_{(d)}^{1/2}} \approx \frac{1}{\Delta} \quad (6.23)$$

This means that fine-grained histories ($\Delta = 1$) have a significant degree of coherence. On the contrary, for a high coarse-graining $\Delta \gg 1$ the off-diagonal elements are suppressed with respect to diagonal ones as $\delta \sim 1/\sqrt{\Delta}$. Furthermore, the fluctuations of the diagonal elements $D_{jj}$ are suppressed with respect to their mean, and thus coarse-grained histories tend to acquire equal probabilities $1/f^N$.

The degree of coherence between histories can be evaluated by the relative entropy of decoherence (5.25) introduced in § 5.3.3:

$$C_N = S(\tilde{D}^{(N)}) - S(D^{(N)}) = S(D^{(N)} || \tilde{D}^{(N)}) \geq 0$$

where $S(A || B)$ is the quantum relative entropy and $\tilde{D}_{jk}^{(N)} = \delta_{jk} D_{jk}^{(N)}$. An upper bound to the latter can be found by Fannes inequality

$$|S(\rho) - S(\sigma)| \leq T_1 \log d/T_1$$

where $T_1 = \frac{1}{2} || \rho - \sigma ||_1$. By applying Fannes inequality to $D^{(N)}$ and $\tilde{D}^{(N)}$, we can compute $C_N$. To obtain an estimate of $T_1$, consider that $D^{(N)} - \tilde{D}^{(N)}$ has $f$ blocks of size $f^{N-1} \times f^{N-1}$. In each block, diagonal elements vanish, while off-diagonal ones are bounded above by $f^{-N}/\sqrt{\Delta}$. Assuming that for each block all-off diagonal elements are equal to $f^{-N}/\sqrt{\Delta}$, we get a bound for $||D^{(N)} - \tilde{D}^{(N)}||_1$:

$$T_1 \leq f(f^{-N}/\sqrt{\Delta}) \cdot (f^{N-1} - 1) < 1/\sqrt{\Delta}$$

since if a matrix $A$ of size $l$ has constant off-diagonal entries equal to $a$, it has $||A||_1 = 2(l-1)a$. Thus $C_N$ is upper-bounded by

$$C_N < \frac{1}{\sqrt{\Delta}} \log(d\sqrt{\Delta}) \quad (6.24)$$
that tends to 0 for $\Delta \gg 1$. Thus we obtain $h_N \simeq h_N^{(c)} \simeq N \log f$. The chaotic system produces classical information at a rate given by the (un-maximized) dynamical entropy $h_N / N \sim \log f$.

### 6.4 Decoherent histories in the quantum standard map

In this section, we will numerically address decoherent histories in the quantum standard map [195, 196, 197, 198, 199, 200] and test the predictions of preceding sections. From § 6.2 and § 6.3 we expect to see approximate decoherence among coarse-grained histories, as well as maximal entropy production for the following cases: (R1) random chaotic dynamics (R2) random projections.

The quantum standard map. Starting from the quantum kicked rotor

$$H = \frac{p^2}{2} + k/T \cos q \delta(t/T)$$

(6.25)

where $p$ and $q$ are the rotor’s position and momentum variable respectively, and $\delta(t/T) = \sum_{j=-\infty}^{\infty} \delta(t - jT)$, the quantum standard map is defined by integrating the dynamics over a period $T$. One obtains the Floquet operator:

$$U = e^{-ip^2T} e^{-k \cos q}$$

(6.26)

For $k = 0$ the system is integrable and it becomes chaotic for $k > k_c \sim 1$. For $k \gg 1$ the system is strongly chaotic. In our model, following Ref. [215], the phase space is discretized on a torus, i.e., both position and momentum variables are subject to periodic boundary conditions. Thus the Hilbert space has a finite dimension $d$ and $T = \frac{2\pi}{d}$ where $\frac{1}{d}$ plays the role of an effective Planck constant for the system (the classical limit is $d \to \infty$). In our numerics, we take $d = 1024 = 2^{10}$.

Since the phase space is compact, the “angle” observable $q$ has eigenstates

$$|n\rangle, \quad n = 0, 1, \ldots, d - 1, \quad q|n\rangle = \frac{\pi}{N}(2n + 1)|n\rangle$$

The momentum eigenstates are obtained via discrete Fourier transform:

$$|k\rangle = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} e^{ik\frac{2\pi}{N}n}|n\rangle \quad p|k\rangle = \frac{\pi}{N}(2k + 1)|k\rangle$$

Decoherent histories in the QSM. We consider coarse-grained histories with projectors of dimension $\Delta = d/f$. Without loss of generality, we take $f$ to be a power of 2, $f = 2^n$. Thus $n$ is the effective “number of qubits” that are “measured”. The coarse-grained history projectors are obtained as $P_J = \sum_{j=-(j-1)\Delta}^{j-1} |e_j\rangle \langle e_j|$ where $\{|e_j\rangle\}$ is an orthogonal basis in the Hilbert space.

From the discussion in § 5.3.2, we know that since the system is finite-dimensional, we can observe a growth of $h_N$ (5.20) up to a finite $N_{sat}$, after which a saturation
effect must happen. In this case, a non-vanishing dynamical entropy reflects into a linear growth of $h_N$ up to $N_{\text{sat}}$ and the entropy production rate is defined as the slope of the initial growth of $h_N$. If the entropy is evaluated for coarse-grained partitions with $\Delta$-dimensional projectors, then the maximum possible entropy $h_N$ is given by $N \log f$ where $f = d/\Delta$ and we can expect maximal entropy production up to time $N_{\text{sat}} \ll \log d$. After this time, histories can no longer decohere and the relative entropy of decoherence $C_N > 0$ due to coherent effects. That histories must show coherent effects after a give time is also confirmed by refs. [184, 185], that prove that the maximum number of exactly decoherent histories is $n_d \leq d$. Following other numeric studies, e.g. Ref. [192], we will focus on the initial transient $N \lesssim \log d$, which represents an upper bound to $N_{\text{sat}}$ achieved for maximal coarse-graining. We have performed numerical computations for different bases, different pure initial states, different degrees of coarse-graining and different values of the chaos parameter $k$ in the range $[0, 100]$. In Figs. 6.1 and 6.2 we present a selection of results that best illustrate the conclusions reached in § 6.2 and § 6.3. We show the average over all histories of the coherence ratio $\delta^2 = \frac{D_k D_{j,k}}{D_{j,j,k} D_{k,k}}$ as well as the dynamical entropies $h_N^{(c)}$ and $h_N$ (Eqs. (5.19) and (5.20)) in different regimes: $k = 0$ (integrable regime), $k = 10$ (weakly chaotic regime), $k = 100$ (strongly chaotic regime).
In Fig. 6.1 (a) and (c) we consider histories in the $X$ basis for $f = 2$, i.e., the partition is composed by two projections for each time (maximal coarse-graining). The initial state $|0\rangle$ is an eigenstate of $X$. With this choice of partition and initial state (that both have a well-defined phase space limit) we expect significant differences between the chaotic and integrable regime according to the analysis above and the results of Ref. [190, 187]. We can see that histories approximately decohere in the chaotic regime, where randomness of type (R1) is present. We find $\delta^2 < 10^{-3}$, consistent with the value $1/\Delta \simeq 2 \cdot 10^{-3}$ expected from Eq. (6.23). Instead, histories have a significant amount of coherence in the integrable regime, where no (R1) randomness is present.

In the chaotic regime we have a vanishing relative entropy of decoherence,

$$C_N = h_N^{(c)} - h_N \simeq 0$$

The system is producing classical entropy at a rate $\sim 1 = \log 2$ (recall that we are taking logs in base 2), which is the maximum allowed by the partition size. In the integrable regime the entropy production is significantly lower. In Fig. 6.1 (b) and (d) we give the same figures for a different coarse-graining $n = 3$ (i.e., 8 projections for each time). We observe the same qualitative features of the previous $n = 1$ case. However, while the system in the chaotic regime starts producing classical entropy at a rate given
by \( h_N \sim h_N^{(c)} = 3 \), for \( N \gtrsim 3 \) we can observe finite size effects in the deviation of \( h_N \) from \( h_N^{(c)} \) for \( N \gtrsim 3 \) due to the finite-size bound \( h_N \leq 10 \).

In Fig. 6.2, we show that in presence randomness of type (R2) decoherence and entropy production are the same in the chaotic and in the integrable regime. In Fig. 6.2 (a) and (c), we consider histories in a random basis for \( n = 1 \) and initial state \( |0\rangle \) that is an eigenstate of \( X \). In both regimes, histories decohere and there is production of classical entropy at a rate \( \sim 1 \), i.e., the same behavior of the strongly chaotic regime. In Fig. 6.2 (b) and (d), we consider histories in the \( X \) basis for \( n = 1 \) and initial state \( |\psi_r\rangle \) that is a randomly generated state. In both regimes, histories decohere and there is production of classical information, even if the rate of entropy production is higher in the chaotic regime. This data suggest that also randomization of the initial state can lead to history: at present we don’t have a proof of this feature, and further investigations are needed to establish whether it may hold in general.

### 6.5 Conclusions

In this chapter, we have addressed the problem of dynamical entropy production by quantum systems in presence of two sources of randomness: (R1) randomness in the dynamics, i.e., in the evolution operator (R2) randomness in the choice of measurements. Our analysis of entropy production has been carried over in the decoherent histories formalism, with a focus on decoherence and coarse-graining. We have shown that (R1) and (R2) can lead to i) decoherence between coarse-grained histories ii) maximal entropy production compatible with coarse-graining size. As a consequence, both chaotic and integrable quantum systems can produce classical information at a rate given by the (un-maximized) dynamical entropy \( h_N^{(c)}/N \approx h_N/N \).

To conclude this chapter, we mention a link between our analysis and a well-known paper [165] where Gell-Mann addressed the general problem of unpredictability in physics. Gell-Mann identified four fundamental sources of unpredictability: (a) the coarse-graining required to make predictions (b) the probabilistic nature of future events (c) limited information about past and present events coupled with unpredictability amplification mechanisms such as chaos (d) limits to computational power. Computational power (d) depends on the nature of the observer - in the terminology of Gell-Mann, the information gathering and utilizing system [229]. Casting aside (d), one can focus on (a)-(c) that are are intrinsic to the system under observation. In this chapter we have analyzed the behavior of dynamical entropy by taking into account (a),(b) and (c) together. In fact, (c) includes dynamical randomness related to chaos (R1), while (b) includes unpredictability caused from measurements (R2). The analysis of (a), i.e., coarse-graining and decoherence, is essential for a physical interpretation of the ALF entropy in terms of predictability, and it is what distinguishes the present work by previous ones in the literature. We have demonstrated that (a),(b) and (c) together lead to the production of classical information at a non-vanishing rate given by the dynamical entropy.
The decoherence matrix element for a pair of histories reads:

\[ D_{jk} = \text{Tr} \left[ |j_N \rangle \langle j_N| U|j_{N-1} \rangle \langle j_{N-1}| \ldots |j_1 \rangle \langle j_1| U_0 \right] \]

where we use the notation \(|I|U|m\rangle \equiv U|m\rangle\) and we assume that the initial state \(|j_0\rangle\) belonging to the measurement basis. We assume that the unitary \(U\) is selected at random with the Haar measure on \(U(d)\) where \(d \gg 1\). For almost all \(U\) the value of

\[ U_{jNjN-1} \ldots U_{j2j1} U_{j1j0} U_{k1j0}^* U_{k2k1}^* \ldots U_{kN-1kN}^* \]

will be close to its Haar-average. The latter can be evaluated by Weingarten’s calculus [201], which is a generalization of Wick’s calculus to unitary group. Weingarten’s formula reads [202]:

\[ \langle U_{l_1 m_1} \ldots U_{l_N m_N} U_{l_1' m_1'}^* U_{l_N' m_N'}^* \rangle_{U(d)} = \sum_{\sigma, \tau} \delta_{l_1 \tau_{\{1\}}} \ldots \delta_{l_N \tau_{\{N\}}} \delta_{m_1 \tau_{\{1\}}} \ldots \delta_{m_N \tau_{\{N\}}} \ W_g(d, \sigma \tau^{-1}) \]

where \(\sigma\) and \(\tau\) are permutations of \(\{1, \ldots, N\}\) and \(W_g(d, \sigma \tau^{-1})\) is the so-called Weingarten function, that depends on the dimension \(d\) and on the permutation \(\sigma \tau^{-1}\). The \(\delta\) functions imply that the multi-index \(\tau'\) must be a permutation of the multi-index \(I\), and at the same time the multi-index \(\sigma'\) must be a permutation of the multi-index \(m\). The Weingarten function can be further evaluated as:

\[ W_g(d, \sigma) = d^{-(N+|\sigma|)}(\text{Mob}(\sigma) + \mathcal{O}(d^{-2})) \]

where \(|\sigma|\) is the length of \(\sigma\), i.e., the minimum number of permutations that multiply to \(\sigma\) and \(\text{Mob}(\sigma)\) is the so called Möbius function. Therefore \(W_g(d, \sigma \tau^{-1})\) is suppressed by a factor \(d^{\sigma \tau^{-1}}\) that grows larger the more \(\sigma\) and \(\tau\) differ. If \(\sigma = \tau\), then \(W_g(d, \sigma \tau^{-1}) = W_g(d, \epsilon) = \frac{1}{d}\) where \(\epsilon\) is the identical permutation. To first order, we thus find:

\[ \langle U_{l_1 m_1} \ldots U_{l_N m_N} U_{l_1' m_1'}^* U_{l_N' m_N'}^* \rangle_{U(d)} = \]

\[ \frac{1}{d^N} \sum_{\sigma} \delta_{l_1 \tau_{\{1\}}} \ldots \delta_{l_N \tau_{\{N\}}} \delta_{m_1 \tau_{\{1\}}} \ldots \delta_{m_N \tau_{\{N\}}} + \mathcal{O}\left(\frac{1}{d^{N+1}}\right) \]

that is essentially a Wick’s theorem for the unitary group, asymptotically as \(d \rightarrow \infty\). The \(U_{lm}\) must be coupled with the corresponding complex conjugates \(U_{lm}^*\). The essential reason behind the effectiveness of Weingarten calculus is that for \(d \rightarrow \infty\), given a
random (Haar-distributed) unitary, the matrix elements of any finite $k \times k$ matrix converge (in distribution) to independent complex Gaussians with mean 0 and variance 1, renormalized by $\sqrt{d}[203]$: 

$$P[U_{1m}] = P[|U_{1m}|e^{-i\phi_{1m}}] \to \frac{1}{2\pi \sqrt{d}} e^{-1/2|U_{1m}|^2}$$

As a consequence, unitary matrix elements become Gaussian variables and we can apply the original Wick’s theorem: the average vanishes unless each $U_{1m}$ is matched by the corresponding $U_{1m}^*$. In order to apply formula (6.27) to the decoherence matrix

$$\langle D_{jk}\rangle_{U(d)} = \langle D_{j_1\ldots j_N k_1\ldots k_N}\rangle_{U(d)} = \delta_{j_N k_N} \delta_{j_0 k_0} \langle U_{j_N j_{N-1}} \cdots U_{j_2 j_1} U_{j_1 j_0} U_{k_1 k_0} U_{k_2 k_1} \cdots U_{k_{N-1} k_N}\rangle_{U(d)}$$

we must implement the following substitutions:

$$l_\ell \to j_\ell, \quad l'_\ell \to k_\ell, \quad m_\ell \to j_{\ell-1}, \quad m'_\ell \to k_{\ell-1}$$

for all $1 \leq \ell \leq N$. We have to satisfy the following constraints

- $k_1 \ldots k_N$ is a permutation of $j_1 \ldots j_N$, $k_{\sigma(\ell)} = j_\ell$
- $k_0 \ldots k_{N-1}$ is a permutation of $j_0 \ldots j_{N-1}$, $k_{r(\ell)-1} = j_{\ell-1}$
- $k_N = j_N$ and $k_0 = j_0$.

By plugging the third condition into the first two, we get:

- $k_1 \ldots k_N$ is a permutation of $j_1 \ldots j_N$, $k_{\sigma(\ell)} = j_\ell$ satisfying $k_{\sigma(N)} = j_N$
- $k_0 \ldots k_{N-1}$ is a permutation of $j_0 \ldots j_{N-1}$, $k_{r(\ell)-1} = j_{\ell-1}$ satisfying $k_{r(1)-1} = k_0$

So, we obtain a fortiori the following proposition 1: unless $j$ is a permutation of $k$ we have $\langle D_{jk}\rangle_{U(d)} = 0$.

By virtue of (6.28), to first order only the permutations $\tau = \sigma$ contribute. We must then have up to corrections of $O(1/d)$:

$$k_{\sigma(\ell)} = j_\ell, \quad k_{\sigma(\ell)-1} = j_{\ell-1}$$

the transition pairs $\{k_0 k_1\}, \ldots, \{k_{N-1} k_N\}$ must be a permutation of the transition pairs $\{j_0 j_1\}, \ldots, \{j_{N-1} j_N\}$ into transition pairs $\{k_{\sigma(\ell)-1} k_{\sigma(\ell)}\}$. Notice that this is a much stronger condition than saying that $k$ is a permutation of $j$.

Thus we obtain the following proposition 2: Up to corrections of $O(1/d)$, $\langle D_{jk}\rangle_{U(d)} = 0$ unless the list of pairs $\{j_0 j_1\}, \ldots, \{j_{N-1} j_N\}$ is a permutation of the list pairs $\{k_0 k_1\}, \ldots, \{k_{N-1} k_N\}$.
We denote by \( P(j, k) \) the set of permutations on \( j_1, \ldots, j_N \) such that the pairs 
\( \{j_0j_1, \ldots, j_{N-1}j_N\} \) are a permutation of the pairs 
\( \{k_0k_1, \ldots, k_{N-1}k_N\} \). Under this notation, for the matrix element \( D_{jk} \) we obtain:

\[
\langle D_{j_1 \ldots j_N k_1 \ldots k_N} \rangle_U(d) = \delta_{k_N j_N} d_N \sum_{\sigma \in P(j, k)} \delta_{j_1 k_{\sigma(1)}} \cdots \delta_{j_N k_{\sigma(N)}} + O\left(\frac{1}{d^{N+1}}\right) \quad (6.30)
\]

Note that this formula could have been obtained directly from (6.29) - we choose not to follow this route as we wanted to derive proposition 1 first.

**Diagonal elements.** Let us use Eq. (6.30) to evaluate

\[
\langle D_{jj} \rangle_U(d) \equiv \langle D_{j_1 \ldots j_N j_1 \ldots j_N} \rangle_U(d)
\]

If all transition pairs \( \{j_0j_1, \ldots, j_{N-1}j_N\} \) are different from one another we must have \( \sigma = e \) and we get:

\[
\langle D_{jj} \rangle_U(d) = \frac{1}{d^N} + O\left(\frac{1}{d^{N+1}}\right) \quad (6.31)
\]

If some of the transition pairs \( \{j_0j_1, \ldots, j_{N-1}j_N\} \) coincide, let us partition them into \( r < N \) equivalence classes, each class comprising \( m_i \) elements with \( \sum_{i=1}^r m_i = N \). Then we have to add a symmetry factor

\[
N_P(j) = m_1! \cdots m_r!
\]

that properly accounts for the number of possible permutations among equal transition pairs. As a result,

\[
\langle D_{jj} \rangle_U(d) = \frac{N_P(j)}{d^N} + O\left(\frac{1}{d^{N+1}}\right) \quad (6.32)
\]

In the in § 6.6.3, we shall prove that \( N_P(j) = 1 \) for the overwhelming majority of histories (Lemma 2).

In order to evaluate fluctuations, we compute the variance:

\[
\langle D_{jj} D_{jj}^\dagger \rangle_U(d) - \langle D_{jj} \rangle_U(d)^2
\]

Assuming that all pairs \( \{j_1j_2, \ldots, j_{N-1}j_N\} \) differ, since now each pair \( \{j_{i-1}j_i\} \) appears twice we get a symmetry factor 2 for each pair, hence a global factor \( 2^N \). Thus, we obtain:

\[
\langle D_{jj} D_{jj}^\dagger \rangle_U(d) - \langle D_{jj} \rangle_U(d)^2 = \frac{2^N - 1}{d^{2N}} + O\left(\frac{1}{d^{2N+1}}\right) \quad (6.33)
\]

If some of the pairs \( \{j_1j_2, \ldots, j_{N-1}j_N\} \) coincide, we have a symmetry factor

\[
N_P'(j) = (2m_1)! \cdots (2m_r)!
\]

Again, because of Lemma 2, \( N_P'(j) = 1 \) for the overwhelming majority of histories.

Equation (6.33) implies that fluctuations of the diagonal elements (as measured by the
standard deviation) will remain of order $O(d^{-N})$.

**Off-diagonal elements.** Let us use Eq. (6.30) to evaluate

$$\langle D_{jk}\rangle_{U(d)} = \langle D_{j_1 \ldots j_N k_1 \ldots k_N}\rangle_{U(d)}$$

with $j \neq k$. If $j_N \neq k_N$, we have $D_{jk} = 0$ (exactly). From (6.30) we get

$$\langle D_{jk}\rangle_{U(d)} = \delta_{j_N k_N} \left( \frac{F_P(j, k)}{d^N} + \Gamma_P(j, k) O\left(\frac{1}{d^{N+1}}\right) \right) \quad (6.34)$$

In (6.34), $F_P(j, k)$ represents the number of permutations such that bring the list of pairs $\{j_0 j_1\}, \ldots, \{j_{N-1} j_N\}$ into the list pairs $\{k_0 k_1\}, \ldots, \{k_{N-1} k_N\}$ (from proposition 2, unless such a permutation exists, the lowest order term in $1/d$ vanishes). It is an immediate consequence of Lemma 2 that for the overwhelming majority of pairs $j, k$ transition pairs cannot be matched (Corollary 1). Thus, for almost all histories $F_P = 0$. As for $\Gamma_P(j, k)$, it includes permutations that bring $j$ into $k$. From proposition 1 we have that $\Gamma_P = 0$ unless $k$ is a permutation of $j$. We shall prove below that $k$ is not a permutation of $j$ for the overwhelming majority of histories (Lemma 1), so for most pairs $j, k$, both the factors $F_P, \Gamma_P$ vanish and $\langle D_{jk}\rangle_{U(d)} = 0$.

In order to estimate the deviation from the mean, we can evaluate the variance. For pairs of histories with $k_N \neq j_N$ the variance of course vanishes, since $D_{jk} = 0$ exactly. For all other pairs,

$$\langle D_{jk} D_{jk}^*\rangle_{U(d)} = \langle D_{j_1 \ldots j_N k_1 \ldots k_N} D_{j_1 \ldots j_N k_1 \ldots k_N}^*\rangle_{U(d)} = \quad (6.35)$$

$$\langle U_{j_0 j_1 \ldots j_{N-1}} U_{j_0 j_1 U_{k_0 k_1} U_{k_2 k_2} \ldots U_{k_{N-1} k_{N-1}}}^* \rangle_{U(d)} =$$

$$\langle U_{j_0 j_1 \ldots j_{N-1}}^* U_{j_0 j_1 U_{k_0 k_1} U_{k_2 k_2} \ldots U_{k_{N-1} k_{N-1}}} \rangle_{U(d)}$$

Since now all pairs of indices can be matched, we get

$$\langle D_{jk} D_{jk}^*\rangle_{U(d)} = F_P^2 d^{2N} + O\left(\frac{1}{d^{2N+2}}\right) \quad (6.36)$$

where the symmetry factor $F_P$ accounts for permutations that bring the list $\{j_1 j_2\}, \ldots, \{j_{N-1} j_N\}$ into the list $\{k_1 k_2\}, \ldots, \{k_{N-1} k_N\}$. From Corollary 1 we can assume that transition pairs $\{j_1 j_2\}, \ldots, \{j_{N-1} j_N\}$ and $\{k_1 k_2\}, \ldots, \{k_{N-1} k_N\}$ in the two sets differ, obtaining

$$\langle D_{jk} D_{jk}^*\rangle_{U(d)} = \frac{1}{d^{2N}} + O\left(\frac{1}{d^{2N+2}}\right) \quad (6.37)$$

Thus, we can predict a standard deviation scaling as $\frac{1}{d^{2N}}$. This means that off-diagonal elements have a size of $O\left(\frac{1}{d^{2N}}\right)$. The estimation of diagonal and off-diagonal elements of the decoherence matrix is summarized in Table 6.6.1.

Putting together Eqs. (6.31) and (6.37), we obtain an estimate of coherences, that are of $O(1)$:

$$\frac{\langle D_{jk} D_{jk}^*\rangle_{U(d)}}{\langle D_{jk}\rangle_{U(d)} (D_{kk})_{U(d)}} \sim O(1)$$

Thus, fine-grained histories have a significant degree of coherence. The situation will change when we consider coarse-grained histories.
Table 6.1: Estimation of fine grained elements of the decoherence matrix. Summary.

<table>
<thead>
<tr>
<th>Case</th>
<th>Element</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$D_{jj}$</td>
<td>$\frac{1}{\pi^2}$</td>
<td>$\frac{2}{\pi^2}$</td>
</tr>
<tr>
<td>2</td>
<td>$D_{jk}$, $j_N = k_N$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>$D_{jk}$, $j_N \neq k_N$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### 6.6.2 Coarse-graining

In the following paragraph, we start from the above Eqs. (6.31), (6.34), (6.37), (6.33) and consider coarse-grained histories for a random basis (or equivalently for a random evolution). We will show that coarse-graining leads to stronger decoherence between histories and also enforces approximately equal weights for histories.

We consider a coarse-graining where we sum over $\Delta$ projectors for each time. Then any coarse-grained decoherence matrix element $D_{JK}$ is obtained by summing over over $\Delta^2$ histories:

$$D_{JK} = \sum_{j \in J} \sum_{k \in K} D_{jk} \quad (6.38)$$

The values of $J = J_1 \ldots J_N$, $K = K_1 \ldots K_N$ identify a $\Delta^N \times \Delta^N$ submatrix of the fine-grained decoherence matrix. We take $1 \ll \Delta < d$.

**Off-diagonal elements.** Consider first $J \neq K$. Then $D_{JK}$ is obtained by summing $\Delta^2$ off-diagonal elements of the fine-grained decoherence matrix $D_{jk}$ and we get

$$\langle D_{JK} \rangle = \sum_{j \in J} \sum_{k \in K} \langle D_{jk} \rangle$$

If $J_N \neq K_N$, then for all terms in the sum (6.6.2) $j_N \neq k_N$, thus from Table 6.6.1, case 2, we have $D_{jk} = 0$. Therefore also $\langle D_{JK} \rangle$ vanishes exactly.

Let us assume $J_N = K_N$. Only pairs of histories with $j_N = k_N$ contribute to the sum (6.6.2), that is then over $\Delta^{2N-1}$ terms:

$$\langle D_{JK} \rangle = \sum_{j \in J} \sum_{k \in K} \delta_{j_N k_N} \langle D_{jk} \rangle$$

From Lemma 2, we can assume that for nearly all terms in the sum, $\langle D_{jk} \rangle = 0$. We thus get $\langle D_{JK} \rangle = 0$. The fluctuations around this value can be evaluated as:

$$\langle D_{JK} D_{JK}^* \rangle = \sum_{j \in J} \sum_{k \in K} \sum_{j' \in J} \sum_{k' \in K} \delta_{j_N k_N} \delta_{j'_N k'_N} \langle D_{jk} D_{j'k'}^* \rangle$$

To this sum only terms $j = j'$, $k = k'$, contribute:

$$\langle D_{JK} D_{JK}^* \rangle = \sum_{j \in J} \sum_{k \in K} \delta_{j_N k_N} \langle D_{jk} D_{jk}^* \rangle$$
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and from the previous analysis we finally obtain

\[ \langle D_{JK} D_{JK}^* \rangle = \frac{1}{\Delta} \frac{\Delta^{2N}}{d^{2N}} = \frac{1}{\Delta} f^{-2N} \quad (6.39) \]

where \( f = d/\Delta \).

**Diagonal elements.** Now \( J = K \). Then \( D_{JK} \) is obtained by summing \( \Delta^N (\Delta^N - 1) \) off-diagonal and \( \Delta^N \) diagonal elements of the fine-grained decoherence matrix \( D_{jk} \),

\[ \langle D_{JJ} \rangle = \sum_{j \in J} \sum_{k \in J} \delta_{j,k} \langle D_{jk} \rangle \]

where again only pairs of histories with \( j_N = k_N \) contribute to the sum, that effectively includes only \( \Delta^N (\Delta^N - 2) \) off-diagonal terms. From Lemma 2, we can assume that for nearly all off-diagonal terms in the sum, \( \langle D_{jk} \rangle = 0 \). We thus get the estimate:

\[ \langle D_{JJ} \rangle = \frac{\Delta^N}{d^N} = f^{-N} \quad (6.40) \]

The fluctuations around this value can be evaluated as \( \langle D_{JJ} D_{JJ}^* \rangle - \langle D_{JJ} \rangle^2 \). We have:

\[ \langle D_{JJ} D_{JJ}^* \rangle = \sum_{j \in J} \sum_{k \in J} \sum_{j' \in J} \sum_{k' \in J} \delta_{j,k,j'} \delta_{j',k} \langle D_{jk} D_{j'k'} \rangle \]

To this sum contribute i) \( \Delta^N \) terms such \( j = k = j' = k' \) ii) \( \Delta^N (\Delta^N - 1) \) terms such \( j = k \neq j' = k' \) iii) \( \Delta^N (\Delta^N - 1 - 1) \) terms such \( j = j' \neq k = k' \)

\[ \langle D_{JJ} D_{JJ}^* \rangle = \sum_{j \in J} \langle D_{jj} D_{jj}^* \rangle + \sum_{j \in J} \sum_{j' \in J} \langle D_{jj} D_{j'j}^* \rangle \]

From the previous analysis we know the magnitudes of each contribution. Summing up all contributions, we obtain

\[ \langle D_{JK} D_{JK}^* \rangle = \Delta^N \frac{2N}{d^{2N}} - 1 + \Delta^N (\Delta^N - 1) \frac{1}{d^{2N}} + \Delta^N (\Delta^N - 1 - 1) \frac{1}{d^{2N}} (\Delta^N (2N - 3) + \Delta^{2N} + \Delta^{2N-1}) \]

Upon subtracting \( \langle D_{JJ} \rangle^2 \), the variance is:

\[ \langle D_{JJ} D_{JJ}^* \rangle - \langle D_{JJ} \rangle^2 = \frac{1}{d^{2N}} (\Delta^N (2N - 3) + \Delta^{2N-1}) = \frac{1}{\Delta} \frac{\Delta^{2N}}{d^{2N}} (1 + \Delta \cdot O(\frac{\Delta^N}{d^N})) = \frac{1}{\Delta} f^{-2N} (1 + \Delta \cdot O(f^{-N})) \quad (6.41) \]
6.6.3 Proofs of statistical lemmas

In this section we prove some lemmas anticipated above. The proofs require simple heuristic arguments based on statistical-mechanical analogies and graph theory.

**Lemma 1**

Consider the set of pairs \( \{j, k\} \). if \( d \gg N \), the overwhelming majority of them, except a fraction that vanishes in the limit \( N/d \to 0 \), are such that \( j \) is not related to \( k \) by a permutation.

**Proof.** The total number of histories is \( d^N \). The problem of choosing the multi-index \( j \) is equivalent to the problem in statistical mechanics of placing \( N \) particles into \( d \) phase-space cells. By adopting a statistical-mechanical language, we can say consider each choice of \( j \) as a microstate. Then if the microstates \( j \) and \( k \) are related by a permutation they belong to the same macrostate \( M(n) \), defined by the occupation numbers \( n = n_1 \ldots n_d \) of each cell. Its volume is given by the multinomial factor:

\[
V(n) = \frac{N!}{n_1! \ldots n_d!}
\]

and the corresponding probability is then:

\[
p(n) = \frac{1}{d^N} \frac{N!}{n_1! \ldots n_d!}
\]

The total number of macrostates equivalent to the number of ways one can distribute \( N \) objects to \( d \) parties, which is known in combinatorics as number of combinations of \( N \) objects of class \( d \) and is given by:

\[
\binom{d-1+N}{N} = \frac{(d+N-1)!}{N!(d-1)!}
\]

The probability that \( j \) and \( k \) are related by a permutation is thus equivalent to the probability that two microstates belong to the same macrostate. This is simply given by

\[
P = \sum_n p(n)^2 = \sum_n \frac{V(n)^2}{d^{2N}}
\]

In the “thermodynamic limit” \( N \gg d \), most microstates will be absorbed in the Maxwell-Boltzmann macrostate where the \( n_k \) are equal and we will have \( P \to 1 \): very long histories “equilibrate” in the sense that most of them have the same number of projections on each partition member. However, in the opposite limit \( N \ll d, N \leq \log d \) that is relevant for our calculations we can easily find a bound to this quantity. Since \( V(n) \leq N! \) we get

\[
P \leq \frac{(d+N-1)!}{N!(d-1)!} \frac{N!^2}{d^{2N}}
\]

(6.42)
Upon expanding in series of $1/d$, we get:

$$\mathcal{P} \leq \frac{1}{d^{N+3}} N! (1 + \mathcal{O}(1/d)) \leq \frac{1}{d^{N+3}} (\log d)^{\log d} (1 + \mathcal{O}(1/d))$$

whence we conclude that $\mathcal{P} \ll 1$ when $d \gg 1$.

**Lemma 2**

Consider the set of histories $j$. The overwhelming majority of them, except a fraction that vanishes in the limit $N/d \to 0$, is such that all transition pairs $\{j_1, j_2\}, \ldots, \{j_{N-1}, j_N\}$ differ, hence the combinatorial factor $N^d$ in (6.32) is 1.

**Proof.** Our argument will be based on graph theory. There are $d^N$ possible choices of the indices $j_1, \ldots, j_N$. We ask how many choices are such that the transition pairs $\{j_1, j_2\}, \ldots, \{j_{N-1}, j_N\}$ all differ. We look at $j_1, \ldots, j_N$ as describing possible paths on a directed graph $\hat{G}$ whose vertices are $1, \ldots, N$. The graph is totally connected, i.e., there is an edge between all ordered pairs of nodes (including loops $j \to j$). Therefore the graph’s adjacency matrix is $A_{jk} = 1, \forall j, k$. The total number of edges is $N^2$. Each edge corresponds to a transition pair $\{j, k\}$ with $j, k \in \{1, \ldots, N\}$. The transition pairs can be seen as the vertices of another graph, which is the dual graph $\hat{G}$ of $G$. We can label the $N^2$ vertices of $\hat{G}$ as follows: transition $\{i, j\}$ is labeled with the number $N \cdot (j - 1) + k$. Under this labeling, we can easily compute the adjacency matrix of $\hat{G}$. The upper $N \times N^2$ block comprising the first $N$ rows looks as follows:

$$A = \begin{pmatrix}
1 & 1 & 0 & \ldots & 0 & \ldots & 0 & \ldots & 0 & \ldots & 0
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 & \ldots & 0 & \ldots & 0 & \ldots & 0 & \ldots & 0
0 & 1 & 1 & \ldots & 0 & \ldots & 0 & \ldots & 0 & \ldots & 0
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots
0 & 0 & 0 & \ldots & 1 & 1 & \ldots & 0 & \ldots & 0 & \ldots & 0
\end{pmatrix}
$$

and all $N \times N^2$ blocks comprising rows $m \cdot N \ldots (m + 1) \cdot N$, $m = 1 \ldots N - 1$ have the same form. This structure simply reflects the fact that each pair $\{j_1, j_2\}$ is linked only to pairs of the form $\{j_2, j_3\}$ (the second element in the first pair is the same as the first element in the second pair). The powers of $A$ are easily calculated as $(A^i)_{jk} = d^{i-2}, \forall j, k$.

Now, each of the $d^N$ admissible paths $j_1, \ldots, j_N$ of length $N$ on $G$ induces an admissible “dual” path $j_1, j_2, \ldots, j_{N-1}, j_N$ of length $N - 2$ on $\hat{G}$. It is known that the number of paths of length $l$ between $j$ and $k$ is given by $(A^l)_{jk}$. From above we can easily calculate the total number of dual paths of length $N - 2$ as $\sum_{jk} (A^{N-2})_{jk} = d^N$ which corresponds (correctly) to the number of paths on $\hat{G}$.

Now, let us turn back to our original problem. If there are recurring transition pairs $\{j, k\}$ in the path on $G$ (i.e. if some pairs of consecutive indices coincide) then the dual path on $\hat{G}$ must contain some loops. Thus, the total number of paths of length $N$ on $G$ without recurrent transition pairs is equal to the number of loop-free paths of length $N - 2$ on $\hat{G}$. This number can be estimated as follows. On $G$, each of the $d^2$ vertices just has outgoing edges to a subset of $d$ vertices. Hence there is a probability
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Figure 6.3: Fraction of histories for which all transition pairs \( \{j_1, j_2\}, \ldots, \{j_{N-1}, j_N\} \) differ. Exact calculation (dots) and approximate formula \( f(N) = \frac{(d^2 - 2)!}{(d^2 + 1 - N)!} d^{2N+6} \) (dashed line). The space dimension is \( d = 3 \).

\( p = 1/d \) for the existence of a direct link between a specific pair of vertices. As all links of a path have to exist if the path should exist, the probability for the existence of a specific path of length \( l \) is \( p_{\text{path}} = p^l \). Taking this into account, an estimate for the number of loop-free paths between two vertices can be expressed as:

\[
\#(l) = \frac{(d^2 - 2)!}{(d^2 - 1 - l)!} p^l = \frac{(d^2 - 2)!}{(d^2 - 1 - l)!} d^{-l}
\]

Thus, the total fraction of loop-free paths of length \( N - 2 \) is given as

\[
d^4 \cdot \frac{(d^2 - 2)!}{(d^2 + 1 - N)!} d^{-N+2} = \frac{(d^2 - 2)!}{(d^2 + 1 - N)!} d^{-N+6}
\]

and the total fraction of loop-free paths of length \( N - 2 \) is finally:

\[
f(N) = \frac{(d^2 - 2)!}{(d^2 + 1 - N)!} d^{-2N+6}
\]

In Fig. 6.3 we plot the exact fraction of loop-free paths, numerically evaluated, and our approximation for \( d = 3 \). It can be seen that there is a very good agreement (note that the approximation is expected to be increasingly accurate as \( d \) grows). Upon taking the limit \( d \to \infty \), and expanding in powers of \( 1/d \), we get

\[
f(N) = 1 - \left( 1 - \frac{N}{2} - \frac{N^2}{2} \right)(1/d^2) + \mathcal{O}(1/d^3)
\]

which proves that in the limit \( d \to \infty \), the decoherence matrix is dominated by elements of the form (6.31) that have \( N_P = 1 \).

**Corollary 1.** Consider the set of pairs \( \{j, k\} \) such that \( k \) is a permutation of \( j \). if \( d \gg N \), the overwhelming majority of them, except a fraction that vanishes in the limit \( N/d \to 0 \), are such that transition pairs \( \{j_1, j_2\}, \ldots, \{j_{N-1}, j_N\} \{k_1, k_2\}, \ldots, \{k_{N-1}, k_N\} \) differ, hence the factor \( \mathcal{F}_P \) in (6.34) can be assumed to be is 0 and the factor \( \mathcal{F}_P' \) in (6.36) can be assumed to be is 1.
Chapter 7

Einselection and decoherent histories

7.1 Introduction

Since its modern incipit, physics has been in conflict with intuition. According to Newton’s mechanics, an object in motion tends to stay in motion with the same speed and in the same direction unless acted upon by an external force. In the light of our ordinary experiences this assertion looks paradoxical, namely, at odds with common sense. In fact, what we usually observe is rather the opposite: bodies do not stay in motion unless acted upon by a constant force. Accordingly, before Newton people used to split the whole into two domains, the celestial one, where bodies would naturally retain perpetual motions, and the terrestrial one, where bodies would rest in their natural positions and move only when “violently” acted upon by some force. Newton overcame this dichotomy, postulating that the same laws hold everywhere in the universe. What impairs direct observation of the first law in the terrestrial domain we live in is the fact that bodies are never really isolated, which results in friction leading to momentum and energy dissipation.

With quantum mechanics, bigger paradoxes came out. One of the main conundrums of quantum theory is that everyday experience seems to contradict one of its cornerstones [206, 207]: the superposition principle. The linearity of the Schrödinger equation entails that the manifold of allowed kinematic states is a linear space. Consequently, for any two orthogonal states corresponding to different values of some observable (say, position), there should exist states where those different values are coherently superposed. Furthermore, most initial conditions are likely to evolve into such a superposition. Yet, we never happen to observe such coexistence of alternatives. In particular, familiar macroscopic systems tend to be well localized with respect to the usual phase-space observables such as position and momentum. The traditional interpretation elaborated by Bohr[225] coped with this issue by splitting the universe into two domains, the quantum one and the classical one. The interaction of a quantum object with the ultimate macroscopic “classical apparatus” would automatically reduce
the plurality of alternatives to a single one. Thus, the paradox was solved at the price of denying the universal validity of quantum mechanics.

The dissatisfaction with this interpretation has motivated a huge effort aimed at restoring the universality of quantum mechanics, while giving at the same time a satisfactory account of the disappearance of coherent effects in macroscopic reality. Contrary to proposals that require a significant modification of quantum theory (such as nonlinear stochastic models[226]), the two most successful approaches to the problem do not involve a change in the fundamental equations. These approaches are environment-induced superselection (EIS) and decoherent histories (DH). Both strive to consistently apply quantum mechanics to closed systems, including the universe as a whole. Yet, both recognize that a consistent description must acknowledge that the objects we observe, especially in the macroscopic realm, are never isolated, hence never closed. They do not interact with an elusive “classical domain”, but with their (quantum) surroundings, and must be consequently treated as open quantum systems.

Openness is identified as the root of the problem: like friction prevents observation of the uniform rectilinear motion predicted by Newton’s law, so interaction with the environment prevents observation of superposition and interference phenomena predicted by Schrödinger’s equation. Indeed the theory of open quantum systems shows that open systems evolution generally results in a dynamical suppression of superpositions. In the EIS approach, this suppression reflects into the emergence of preferred pointer bases in Hilbert space such that coherent superpositions in those bases are dynamically ruled out. The off-diagonal entries of the density matrix of the in the preferred bases tend to vanish. In the DH approach, we observe history decoherence within preferred sets of coarse-grained histories. The off-diagonal entries of the decoherence matrix for these sets tend to vanish.

Thus the aim to understand the quantum/classical transition from a fundamental standpoint fueled interest in the problem of the suppression of coherence, or, simply, decoherence. Driven by this goal, research in decoherence initially focused on simple, solvable models devised to realize a well-defined classical macroscopic limit, like a particle interacting linearly with a set of oscillators. In these “semiclassical” models coherence is simultaneously suppressed in several bases, corresponding to phase-space observables (position, momentum, etc.), which is in agreement with the emergence of classicality. From the EIS viewpoint, semiclassical models not exhibit a single pointer basis, but several ones: Superpositions of eigenstates of phase-space observables with macroscopically different eigenvalues are simultaneously suppressed [211]. Analogously, from the DH viewpoint, coarse-grained histories with projections over macroscopically different values of several phase-space observables decohere [165, 171].

A comparison between EIS and DH for a bosonic mode subject to a Markovian noise including dissipation and thermal hopping from the environment has been done by Twamley [221]. He showed that off-diagonal elements of the density matrix in the position, momentum and coherent-state bases are suppressed, while histories defined by Gaussian quasiprojections in the same bases approximately decohere.

As Zurek stressed, these results cannot be regarded as a complete phenomenological characterization of decoherence in any possible regime [212]. In particular, the behavior of decoherence for microscopic systems with a low number of degrees of freedom and undergoing different interactions with the environment can be richer, more various
and more complicated than the initial results on semiclassical systems might suggest. Thus decoherence becomes an interesting phenomenon in its own right, and not just as a mechanism for achieving classical behavior. Studies of decoherence in microscopic systems have been carried in the EIS picture, and have shown that the emergence of pointer bases crucially depends on the magnitude of the coupling between the system of interest and the environmental degrees of freedom. It has been established that pointer bases emerge in the opposite limits of strong and weak coupling: for weak coupling, a pointer basis is given by the system’s energy eigenbasis, while for strong coupling the pointer basis is the eigenbasis of the interaction Hamiltonian. In a recent paper [217], some evidence has been presented that for intermediate values of the coupling there exist pointer bases that interpolate between those two extremes in a continuous fashion. In Refs. [219, 220] a comparison of the EIS and DH pictures for the decoherence of a microscopic system was presented. It was concluded that the relation between pointer bases and sets of decoherent histories is not one-to-one: the existence of a pointer basis is sufficient, but not necessary to construct a set of decoherent histories.

In the present chapter, I analyze decoherence in a microscopic system comparing the EIS and the DH approach in a wide range of system-environment coupling regimes. My aim is twofold. One one side, I will better clarify the relation between the two approaches (EIS and DH) in characterizing a decoherence process. On the other side, I will shed more light onto the intermediate coupling regime. I will cast doubt on previous results in [217], arguing that no stable pointer bases arise in this regime, a result that will be confirmed by the analysis of DH. A crucial tool to compare DH and EIS will be the relative entropy of decoherence (5.25) defined in § 5.3.3, that will hold as a quantifier of coherence within a set of histories. The system under attention is a two-level system interacting with a non-Markovian environment composed by another two level system (near environment) interacting in a Markovian way with a bath (far environment). The choice of this model is motivated by several considerations. First, this is the simplest non-trivial model of small system subject to decoherence. While the choice of a Markovian bath may be unduly restrictive for such a system, studying a non-Markovian bath is non-trivial from the DH viewpoint, as the decoherence matrix cannot be simply expressed in terms of reduced quantities alone (see § 4.3.3). Second, this is essentially the same model studied in Ref. [217], except that the far environment is a Markovian bath instead of a chaotic system (this replacement is convenient if not mandatory for numerically analyzing DH, and should not affect results, at least qualitatively, as discussed below). Therefore, this will allow for immediate comparison with results in [217].

This chapter is organized as follows. In § 7.2 I will review EIS and discuss previous results comparing EIS and DH. § 7.3 contains the core of the chapter, presenting numeric results for the model under study. § 7.4 will close the chapter summarizing the main conclusions.

To the best of my knowledge, the entire content of this chapter is original and has never appeared in any previous publication.
7.2 Environment-induced superselection

7.2.1 EIS in a nutshell

Environment-induced superselection [209, 210, 207, 206, 208] or einselection is grounded on the idea that most kinematically admissible superpositions are dynamically ruled out from observation due to the effect of the unavoidable interaction with external degrees of freedom collectively denoted as environment. Interaction of the system $S$ with the environment $E$ leads to an entangled $S\otimes E$ state. As a result, under general conditions $E$ “monitors” an observable $\mathcal{A} = \sum_i \alpha_i |a_i\rangle_S \langle a_i|$ of the system, in the sense that the $|a_i\rangle_S$ become correlated, and remain stably correlated, with quasi-orthogonal states of the environment $|\phi_i\rangle_E$:

$$\sum_i \alpha_i |a_i\rangle_S \otimes |\phi_i\rangle_E \rightarrow \sum_i \alpha_i |a_i\rangle_S \otimes |\phi_i\rangle_E$$

where $\langle \phi_i | \phi_j \rangle_E \ll 1$ for $i \neq j$. In other words, $|a_i\rangle_S |\phi_i\rangle_E$ is an approximate Schmidt basis of the entangled $S\otimes E$ state, irrespective of the initial state of $S$. If the environment is sufficiently big, irreversibility appears. We have $\langle \phi_i | \phi_j \rangle_E \simeq \delta_{ij}$ and the reduced density matrix of the system becomes approximately diagonal in the preferred basis or pointer basis $|a_i\rangle_S$. The time required for entanglement to be created between $S$ and $E$ is usually much shorter that the time required for $S$ and $E$ to thermally equilibrate. Therefore decoherence of $S$ in the pointer basis usually occurs within a decoherence time time $\tau_D$ that is much shorter than the relaxation time $\tau_R$.

The original goal of EIS theory was to depict a measurement process, whence the name “pointer basis” stems. Consider a measurement situation where the system $S$ interacts with a measuring apparatus $A$ so as to produce the entangled state

$$|\psi\rangle_{SA} = \sum_i \alpha_i |s_i\rangle_S |a_i\rangle_A$$

where $|s_i\rangle$ and $|a_i\rangle$ are orthogonal bases of $S$ and $A$ respectively. A mentioned above in § 1.2, correlations in $|\psi_{SA}\rangle$ show a basis ambiguity problem: they can be expressed in several different bases. Nevertheless, if the apparatus $A$ is subject to interaction with the environment, that “monitors” $A$, one ends up with the entangled $SAE$ state

$$\sum_i \alpha_i |s_i\rangle_S \otimes |a_i\rangle_A \otimes |\phi_i\rangle_E$$

(7.1)

where states $|a_i\rangle_A$ of the apparatus become correlated with quasi-orthogonal states of the environment $|\phi_i\rangle_E$. The reduced $SA$ state is now

$$\sum_i |\alpha_i|^2 |s_i\rangle \langle s_i| \otimes |a_i\rangle \langle a_i|$$

(7.2)

displaying only classical correlations between $S$ and $A$. In particular, correlations are between states $|s_i\rangle_S$ of $S$ and states $|a_i\rangle_A$ of $A$. The latter are called pointer states because they can be seen as states of the measuring apparatus allowing to discriminate unambiguously the states $|s_i\rangle_S$ of $S$. Whenever such a pointer basis exists, superpositions
in that basis cannot be registered by observers: the environment imposes effective superselection rules in the Hilbert space. The only system-observer correlations that are stable under environmental noise are classical correlations in the preferred basis.[207] The environment thus creates well-defined, classical outcomes for any (macroscopic) observation. Correlations that are spoiled by noise are useless: the observer cannot use his records to make inferences on the future behavior of the system.

7.2.2 Pointer bases

Pointer bases depend on a subtle balance between the system’s self-Hamiltonian and the interaction Hamiltonian. Let

\[ H = H_S + H_E + \lambda H_{\text{int}} \]  

(7.3)

be the Hamiltonian that generates the joint system-environment evolution, where \( \lambda \) is the system-environment coupling strength and

\[ H_S = \sum_i E_{S,i} |E_i\rangle_S \langle E_i|, \quad H_E = \sum_j E_{E,j} |E_j\rangle_E \langle E_j| \]

Strong coupling

If the system-environment coupling is large, the pointer basis is dictated by \( H_{\text{int}} \).[209] In this limit, we can neglect \( H_S \) and \( H_E \) and just focus on \( H_{\text{int}} \). Exact pointer states emerge if there is a pointer observable, i.e., a local observable \( A = \sum_i a_i |a_i\rangle \langle a_i| \) of the system that commutes with the interaction Hamiltonian,

\[ [A, H_{\text{int}}] = 0 \]  

(7.4)

This implies that the interaction Hamiltonian has a form of the type

\[ H_{\text{int}} = \sum_{ijk} \gamma_{ijk} |a_i\rangle_S \langle a_i| \otimes |b_j\rangle_E \langle b_j| + H.c. \]

In this case eigenstates of \( A \) are perfectly stable under interaction with the environment. Furthermore, they become correlated with states of the environment in such a way as to suppress off-diagonal terms in the density matrix. We can illustrate this process for the simplified case where \( H_{\text{int}} \) is approximately diagonal in a product basis:

\[ H_{\text{int}} = \sum_{ij} \gamma_{ij} |a_i\rangle_S \langle a_i| \otimes |b_j\rangle_E \langle b_j| \]

Starting from the initial state:

\[ |\psi\rangle_S \otimes |\phi\rangle_E = \sum_i \alpha_i |a_i\rangle_S \otimes \sum_j \beta_j |b_j\rangle_E \]

the time evolution yields:

\[ \sum_{ij} \alpha_i \beta_j e^{-i\gamma_{ij}t} |a_i\rangle_S \otimes |b_j\rangle_E = \sum_i \alpha_i |a_i\rangle_S \otimes |\phi_i(t)\rangle_E \]
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where \(|\phi_i(t)\rangle_E = \sum_j \beta_j e^{-i\omega_{ij}t} |b_j\rangle_E\) The reduced density matrix for \(S\) is given by:

\[
g_S(t) = \sum_{ij} \alpha_i \alpha_j^* |a_i \rangle_S \langle a_j | \langle \phi_j(t) | \phi_i(t) \rangle_E = \sum_i |a_i|^2 |a_i \rangle_S \langle a_i | + \sum_{i \neq j} \alpha_i \alpha_j^* |a_i \rangle_S \langle a_j | \langle \phi_j(t) | \phi_i(t) \rangle_E
\]

If the environment states \(|\phi_i(t)\rangle_E\) become orthogonal, the state becomes diagonal in the \(|a_i \rangle_S\) basis. This can occur, for instance, if the environment is large. Consider

\[z_{ij}(t) \equiv \langle \phi_j(t) | \phi_i(t) \rangle_E = \sum_k |\beta_k|^2 e^{-i(\gamma_{ik} - \gamma_{jk})t} = \sum_k p_k e^{-i\omega_{ij}t}\]

That \(z_{ij}(t)\) give a decay can be easily seen. Indeed compute the long-time average \((t \to \infty)\)

\[\langle |z_{ij}|^2 \rangle_T = \frac{1}{T} \int_0^T |z_{ij}(t)|^2 dt = \sum_k p_k p_k' \left( \delta(\omega_{ij}^k - \omega_{ij}^{k'}) + \frac{1 - e^{-i(\omega_{ij}^k - \omega_{ij}^{k'}) T}}{i T (\omega_{ij}^k - \omega_{ij}^{k'})} \right) \]

\[\xrightarrow{t \to \infty} \sum_k p_k \delta(\omega_{ij}^k - \omega_{ij}^{k'})\]

If all \(\omega_{ij}^k\) are distinct, we get

\[\Delta_s^2 = \langle |z_{ij}|^2 \rangle_T - \langle z_{ij} \rangle_T^2 = \sum_{k=1}^N p_k^2\]

If the dimension \(N\) of the environment is large, assuming that all \(p_k \sim 1/N\) then \(\Delta_s \sim 1/\sqrt{N}\).

Weak coupling

In the opposite limit of small system-environment coupling \(\lambda\), several nontrivial and diverse arguments based on adiabaticity [214], echo dynamics [215] and ergodicity [216] lead to the conclusion that the pointer basis is the energy eigenbasis of the system, i.e., the eigenbasis of \(H_S\). We briefly sketch the “adiabatic” argument. Assume that the frequencies (i.e., the energies) of the environment are much lower than those of the system. Consider an initial state \(|\Psi(0)\rangle_{SE} = \sum_k c_k |E_k\rangle_S \otimes |\phi_k(0)\rangle_E\). Since the environment is “slow”, from the adiabatic theorem, we have

\[|\Psi(0)\rangle_{SE} = \sum_k c_k e^{-iE_k^t} |E_k\rangle_S \otimes |\phi_k(t)\rangle_E\]

where \(|\phi_k(t)\rangle_E = e^{-iH_{int,k}t} |\phi(0)\rangle_E\) with \(H_{int,K} = \langle E_k | H_{int} | E_k \rangle_S\). As discussed in [214], often \(H_{int,k}\) acts as a “displacement operator” for the environment, then the states \(|\phi_k(t)\rangle_E\) of the environment tend to become orthogonal as

\[\langle \phi_k(t) | \phi_i(t) \rangle_E \sim e^{-\gamma_{int}t^2}\]
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Therefore, for the off-diagonal elements of the reduced density matrix in the energy eigenbasis of the system we get

$$\langle E_k | \rho^S | E_l \rangle \sim c_k c_l^* e^{-i(E_k - E_l)t} e^{-\gamma_{kl}t^2}$$

More general cases

For intermediate coupling, it has been argued that approximate pointer bases exist and interpolate between the pointer basis and the energy eigenbasis[217]. This case will be discussed in detail below (§ 7.3).

In general, it is nontrivial to identify the set of pointer states for a given system/environment dynamics. In the simplest models, such pointer states are eigenstates of the pointer observable which commutes with the system-environment interaction. In more general cases, one may resort to several criteria aimed at identifying the set of states that is least affected by the interaction. One such criterion is the so-called predictability sieve [207].

The evolution of a pure state $|\psi\rangle_S$ is considered predictable if it is deterministic, i.e., if the state maintains its purity. The loss of predictability, in this sense, is measured by the von Neumann entropy of the evolved state $S(\rho(t))$ where $\rho(0) = |\psi\rangle_S \langle \psi|$. If states are ranked according to their predictability, the environment is seen as a sieve that selects the states that “survive” best to the interaction with the environment. The set of states that minimize $S(\rho(t))$ is a good candidate to represent the set of pointer states. In fact, when a true pointer observable exists its eigenstates can be retrieved with this predictability sieve criterion.

7.2.3 EIS and consistent histories

EIS and DH yield two possible descriptions of a decoherence process. The goal of understanding the relation between the two pictures has prompted several studies [218, 219, 220]. These works have shown that there is an asymmetric relation between pointer bases and decoherent sets of histories, that may be summarized as follows. One one side, the mere existence of a set of decoherent histories may not be related to a physical process of einselection. The vanishing of interference between histories may or may not be caused by decoherence. In fact, it can occur even in closed systems, as we saw in Chap. 6. On the other side, the existence of a pointer basis implies that a decoherent set of histories can be obtained by fixing projectors in the pointer basis for all times, since histories in the pointer basis will have vanishing interference.

history decoherence $\neq$ EIS

Systematic procedures to find a decoherent set of histories exist irrespective of whether einselection is acting or not. Let us consider generic histories defined by projectors $P_{j\ell}$, where $\ell = 1, \ldots, N$. The superscript $\ell$ indicates that projectors for each $t_\ell$ may be different, while the subscript $j_\ell$ labels the alternative at time $t_\ell$ (notations are the same introduced in § 4.2.1).

For a closed system we can simply take $P_{j\ell} = |e_{j\ell}(t_\ell)\rangle\langle e_{j\ell}(t_\ell)|$ where the $|e_{k}(t)\rangle$ form
the instantaneous eigenbasis of the density matrix,
\[ \rho(t_f)|e_k(t_f)\rangle = |e_k(t_f)\rangle|e_k(t_f)\rangle \] where \( \rho(t_f) = U(t_f)|\theta(t_0)\rangle U(t_f)\)

Indeed the decoherence matrix reads
\[ D_{jk} = \text{Tr}[\ldots P_{jk}^2 U(t_2 - t_1) P_{j_1}^1 U(t_1 - t_0)\rho(0) U(t_1 - t_0)P_{k_1} U(t_2 - t_1) P_{k_2} \ldots ] = \]
\[ = \text{Tr}[\ldots P_{jk}^2 U(t_2 - t_1) P_{j_1}^1 \rho(t_1) P_{k_1} U(t_2 - t_1) U(t_1 - t_0) P_{k_2} \ldots ] \]

In order to get decoherence in the first index, one simply chooses \( P_{j_1}^1 = |e_{j_1}(t_1)\rangle\langle e_{j_1}(t_1)| \), getting
\[ D_{jk} = \delta_{j_1k_1} \text{Tr}[\ldots P_{jk}^2 U(t_2 - t_1)|e_{j_1}(t_1)\rangle\langle e_{j_1}(t_1)| U(t_2 - t_1) P_{k_2} \ldots ] = \]
\[ = \delta_{j_1k_1} \text{Tr}[\ldots P_{jk}^2 |e_{j_1}(t_2)\rangle\langle e_{j_1}(t_2)| P_{k_2} \ldots ] = \]

Taking \( P_{jk}^2 = |e_{j_2}(t_2)\rangle\langle e_{j_2}(t_2)| \) one gets decoherence in the second index, etc. This choice requires to adjust the measurement at \( t_f \) align the projectors to the instantaneous eigenbasis of \( \rho \). However, there is another way to get a decoherent set. It suffices to take histories in the energy eigenbasis of for all times, \( P_{jk}^t = |E_{j_k}\rangle\langle E_{j_k}| \). Now the projectors commute with the dynamics, hence we have
\[ D_{jk} = \text{Tr}[U(t_N - t_0) P_{j_N}^N \ldots P_{j_1}^1 \rho(0) P_{k_1}^1 \ldots P_{k_N}^N U(t_N - t_0)] = \]
\[ = \delta_{jk}\delta_{i_1j_1}\delta_{i_2j_2}\ldots \delta_{i_{N-1}j_{N-1}} \text{Tr}[P_{j_1}^1 \rho(0) P_{j_1}^1] \]

Again, we can have no interference and we achieve a decoherent set of histories.

For an open system a set of exactly decoherent histories can be automatically constructed in the Markovian limit (i.e., for time intervals \( \Delta t > \tau_A \)) where the evolution of \( S \) is described by a reduced propagator \( \tilde{K}_{c't'} \). From Eq. (4.23) we see that the decoherence matrix \( D_{ij} \) will be diagonal in the first index \( j_1 \) if the projectors \( P_{j_1}^t \) are taken in the eigenbasis of \( \rho(t_1) = \tilde{K}_{t_1} t_0|\theta(t_0)| \), referred to as Schmidt basis in the literature (obviously, \( \tilde{K} \) does not coherently couple the eigenbases of \( \rho(t_1) \) and \( \rho(t_0) \)). Next, \( D_{ij} \) will be diagonal in the second index \( j_2 \) if projectors \( P_{j_2}^N \) are taken in the eigenbasis of the path-projected reduced density matrix
\[ \rho_{j_1}(t_2) = \tilde{K}_{t_2} t_1|P_{j_1}^1 \rho(0) P_{j_1}^1| \]

for each \( j_1 \). As thoroughly discussed by Zurek [218], in general the eigenbasis of \( \rho_{j_1}(t_2) \) conditionally depend on \( j_1 \). In fact, non-unitary evolution does not preserve commutators (environment-induced noncommutativity). So, the states \( \rho_{j_1}(t_2) \) obtained for different \( j_1 \) may not commute, even if \( P_{j_1}^t, \rho(0) P_{j_1}^t \) did. In order to achieve full decoherence, projectors at each \( t_f \) must be taken in the eigenbasis of the path-projected density matrix
\[ \rho_{j_2 \ldots j_1}(t_f) = \tilde{K}_{t_f} t_{f-1}|P_{j_2 \ldots j_1}^t \rho(t_{f-1}) P_{j_2 \ldots j_1}^t| \]

Due to environment-induced noncommutativity, in general the eigenbasis of \( \rho_{j_2 \ldots j_1}(t_f) \) conditionally depends on previous projectors at times \( t_1 \ldots t_{f-1} \):
\[ P_{j_1}^{t_f} = P_{j_1}^{t_{f-1} \ldots t_1} \]
EIS \Rightarrow \text{history decoherence}

An einselection process, leading to well-defined pointer basis $|a_j\rangle$, guarantees the existence of a preferred set of decoherent histories. If the environment is ignored and we take for all times coarse-grained projections in the pointer basis, $P_{\ell} = |a_{j_{\ell}}\rangle\langle a_{j_{\ell}}|$, we observe history decoherence as soon as the time interval $\Delta t$ between projections is $\Delta t \geq \tau_D$. In this case, the Schmidt basis becomes stable (i.e. it does not depend on previous results) and coincides with the pointer basis for all $\ell$ for all $\Delta t > \tau_D$.

In particular, if a true pointer observable exists, and we are in the strong coupling regime (so that $H_S$ and $H_E$ can be neglected), it is immediate that histories in the pointer basis decohere however the times $t_{\ell}$ are chosen.

This case is analogous to the case of the energy eigenbasis for closed systems. In fact, the states $|a_j\rangle$ are stationary states, as the $|E_j\rangle$ in the closed system case.

To sum up, the DH approach yields a necessary, but not sufficient condition for the existence of a stable pointer basis. If $|a_i\rangle$ is a stable pointer basis, then histories with fixed projections in this basis must decohere, at least for sufficiently large $\Delta t$. Conversely, if histories in a given, fixed basis $|a_i\rangle$ decohere, this does not imply that einselection in a stable pointer basis is acting. It only implies that transitions between the basis elements have vanishing interference. This condition that can be realized both by a coherent (unitary) dynamics that does not couple different basis elements, and by a decoherent (non-unitary) dynamics under which the basis elements are stable. For instance, the DH approach cannot distinguish the situation where the system is weakly coupled to the environment - and hence einselection in the system’s eigenbasis occurs - from the situation where the system is closed - and hence, no einselection occurs. In both cases, histories in the system energy eigenbasis will decohere.

### 7.3 EIS and DH in a simple model

The model

In the following, we shall investigate the relation EIS and DH in a simple model: a qubit coupled to a non-Markovian environment. The system $S$ is a qubit coupled to a
second qubit $E$ that plays the role of the near environment. The two-qubit Hamiltonian is:

$$H = H_S + H_E + H_{int} = (\sin \alpha \sigma_x + \cos \alpha \sigma_z) \otimes I + I \otimes \sigma_x + \lambda \sigma_x \otimes \sigma_x$$  \hspace{1cm} (7.6)

with $\alpha = \frac{\pi}{6}$ (we have chosen to rotate $H_S$ away from $\sigma_z$ in the x-z plane for reasons that will become apparent later). The near environment $E$ is further coupled to an external reservoir (far environment) whose effect is to cause decoherence on $E$. We will analyze two kinds of Markovian decoherence.

- dephasing in the $\sigma_x$ basis of $E$. The joint $SE$ evolves under the Lindblad equation:

$$\dot{\rho}_{SE} = -i[H, \rho_{SE}] + \gamma L[I \otimes \sigma_x](\rho_{SE})$$  \hspace{1cm} (7.7)

where $L[a](\rho) = 2a\rho a^\dagger - a^\dagger a \rho - \rho a^\dagger a$ and $\gamma$ is the dephasing constant.

- thermal relaxation in the energy eigenbasis of $E$. The joint $SE$ system evolves under the Lindblad equation:

$$\dot{\rho}_{SE} = -i[H, \rho_{SE}] + \frac{\Gamma}{2}(n_T + 1)L[I \otimes \sigma_+](\rho_{SE}) + \frac{\Gamma}{2}n_T L[I \otimes \sigma_-](\rho_{SE})$$  \hspace{1cm} (7.8)

where $\sigma_+ = \frac{1}{2}(\sigma_x + i\sigma_y)$, $\Gamma$ is the thermal relaxation constant, and $n_T$ is the thermal number.

In both cases, the reduced dynamics of $S$ is non-Markovian. A similar model was studied in [217], with the major difference that the role of the far environment was played there by a quantum kicked rotor $R$ with Hamiltonian

$$H_R = \frac{p^2}{2} + v \cos q \delta(t/T)$$  \hspace{1cm} (7.9)

where $\delta(t/T) = \sum_{j=-\infty}^{\infty} \delta(t - jT)$, coupled to $E$ through an interaction Hamiltonian

$$H_{RE} = \kappa \sigma_x \cos q \delta(t/T)$$  \hspace{1cm} (7.10)

Although this model appears to be much more complicated than ours due to chaotic dynamics induced by the kicked rotor, in the limit $T \to 0$ the sole effect of the coupling with the rotor is to induce a Markovian dephasing on $E$ [204]. In [217], a relatively short kick period $T = \frac{2\pi}{2\pi} \sim 1.5 \cdot 10^{-3}$ was used. Therefore, we do not expect strong qualitative differences between our model and that model as for the general features of decoherence on $S$.

**Methods to predict and find pointer bases**

In [217] it was argued that the system $S$ admits approximate pointer bases for intermediate values of the system-near environment coupling $\lambda$, a feature that was explained by the following heuristic argument. Given an orthogonal basis $\mathcal{B} = \{ |b_0 \rangle, |b_1 \rangle \}$ of $S$, the $SE$ state can be expanded as

$$|\psi(t)\rangle = |b_0 \rangle |\phi_0(t)\rangle + |b_1 \rangle |\phi_1(t)\rangle$$  \hspace{1cm} (7.11)
so that the off-diagonal elements of $g_S(t)$ are $\langle \phi_0(t)|\phi_1(t) \rangle$. Approximate decoherence in the $B$ basis corresponds to approximate orthogonality of the “expansion states” $|\phi_0(t)\rangle$ and $|\phi_1(t)\rangle$. If we neglect the effect of the far environment, the expansion states $|\phi_\alpha\rangle$ ($\alpha = 0, 1$) evolve according to

$$i\frac{d}{dt}|\phi_\alpha\rangle = H_{\alpha\alpha}|\phi_\alpha\rangle + i|\xi_\alpha\rangle$$

(7.12)

where $H_{\alpha\alpha} = \langle b_\alpha|H|b_\alpha \rangle$ and $|\xi_\alpha\rangle = -i H_{\alpha\beta}|\phi_\beta\rangle$ with $\alpha \neq \beta$. The $|\xi_\alpha\rangle$ evolve according to

$$i\frac{d}{dt}|\xi_\alpha\rangle = Z_\alpha|\xi_\alpha\rangle - iJ_\alpha|\phi_\alpha\rangle$$

(7.13)

where $Z_\alpha = H_{\alpha\beta}H_{\beta\alpha}^\dagger$, $J_\alpha = H_{\alpha\beta}H_{3\alpha}$. Thus, the expansion states $|\phi_0(t)\rangle$ and $|\phi_1(t)\rangle$ undergo two distinct evolutions. The discrepancy is due to the difference between $H_{00}, \{\xi_0\}$, and $H_{11}, \{\xi_1\}$. It can be estimated by considering the operator differences $\Delta H = H_{00} - H_{21}$, $\Delta Z = Z_0 - Z_1$, $\Delta J = J_0 - J_1$. Actually, one can easily verify that $\Delta J = 0$ in the model and it can be further shown that $\Delta Z \simeq -\Delta H$, so that the discrepancy can be assessed by the single quantifier $||\Delta H||$. The crucial hypothesis in [217] is that the basis $B$ maximizing $||\Delta H||$ should correspond to an approximate pointer basis for the system. In my point of view, this argument must be taken with a grain of salt for at least reasons: i) the argument totally neglects the effect of the far environment ii) a high $\Delta H$ entails that the two expansion states undergo divergent evolutions, but this does not necessarily and immediately imply their quasiorthogonality, $\langle \phi_0(t)|\phi_1(t) \rangle \simeq 0$.

Whether an approximate pointer basis actually exists can be verified with the following procedure, that was also described in [217] (including both the method to find a pointer basis candidate, Eq. (7.16) and the method to verify its stability, Eq. (7.19)). Ideally, if a stable pointer basis exists all initial states should approximately decohere into the same basis after a decoherence time $\tau_D$. The existence of an approximate pointer basis should mirror in the temporal stability of the Schmidt basis, (i.e., the eigenbasis of $g_S(t)$) for all times $t > \tau_D$ as well as in the stability with respect to the choice of initial states. Notice that it is possible that each initial state decoheres into some basis (i.e., shows a stable Schmidt basis for all times $t > \tau_D$) but this basis differs depending on the initial state. We will talk about the existence of a pointer basis only if the stable Schmidt basis is the same for all initial states.

A stable Schmidt basis can be identified through the following procedure. Consider the Schmidt states $|e_k(t)\rangle$, $k = 0, 1$ with

$$g_S(t)|e_k(t)\rangle = e_k(t)|e_k(t)\rangle$$

(7.14)

with $0 \leq e_k(t) \leq 1$, $e_0(t) + e_1(t) = 1$. If a stable Schmidt basis exists, the $|e_k(t)\rangle$ should be approximately time independent after an initial transient $\tau_D$, so that

$$g_S(t) = \sum_k e_k(t)|e_k(t)\rangle\langle e_k(t)| \simeq \sum_k e_k(t)|e_k\rangle\langle e_k| \quad t \gg \tau_D$$

(7.15)
Upon integrating $\rho_S(t)$ in time, $\bar{\rho}_S = \frac{1}{t_b - t_a} \int_{t_a}^{t_b} \rho_S(t) dt$ (for sufficiently large $t_a, t_b, t_b - t_a \gg \tau_D$) we thus get

$$\bar{\rho}_S = \frac{1}{t_b - t_a} \sum_{k} \int_{t_a}^{t_b} e_k(t)|e_k\rangle\langle e_k|dt = \left(7.16\right)$$

So the stable Schmidt basis can be identified with the eigenbasis of $\bar{\rho}_S$: $\bar{\rho}_S|\bar{e}_k\rangle = |\bar{e}_k\rangle$. This basis is well-defined only if the eigenvalue difference $\Delta = \bar{e}_1 - \bar{e}_0$ is non-vanishing. If $\Delta \ll 1$ no unique eigenbasis can be well defined. For the Schmidt basis to be stable, the instantaneous eigenbasis of $\rho_S(t)$ must be close to the basis identified by the $|\bar{e}_k\rangle$, and we must have

$$|e_k(t)\rangle \simeq |\bar{e}_k\rangle, \forall t \gg \tau_D \quad \left(7.17\right)$$

The “distance” between the two bases can be evaluated as

$$D(t) = 1 - \langle (e_k(t)|\bar{e}_k\rangle\rangle^2 \quad \left(7.18\right)$$

(we can choose both $k = 0$ or $k = 1$). Hence, the average quantity

$$\delta_s = \frac{1}{t_a - t_a} \int_{t_a}^{t_b} D(t) dt \quad \left(7.19\right)$$

is a measure of the stability of the Schmidt basis. If all initial states decohere into the same (approximately) stable Schmidt basis, then the latter is an (approximate) pointer basis. In [217], a specific initial state was considered and it was shown that a stable Schmidt basis exists for $\lambda \ll 1$ and $\lambda \gg 1$ and it coincides respectively with the $H_S$ eigenbasis and with the eigenbasis of $H_{int}$ (henceforth we will follow a commonplace abuse of notation and call “eigenbasis of $H_{int}$” the eigenbasis of $\text{Tr}[E[H_{int}]]$, as expected from previous studies. In case of intermediate coupling, a stable Schmidt basis was found to lay in between these two extremes, interpolating in a continuous fashion between the two. The interpolation was shown upon evaluating the angles $\theta_1(\lambda), \theta_2(\lambda)$ needed to rotate the stable Schmidt basis for a given value of $\lambda$ into the eigenbasis of $H_S$ and that of $H_{int}$.

Environment-induced superselection

We now follow the procedures described in [217] and sketched in the previous paragraph. We first give a prediction about the pointer bases, following the heuristic argument based on $||\Delta H||$. Next, we check whether pointer bases actually emerge in a wide range of values of $\lambda$.

Any basis can be parametrized by an angle $-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}$ and a phase $-\frac{\pi}{2} \leq \chi \leq \frac{\pi}{2}$:

$$|b_0\rangle = \cos \theta |0\rangle + e^{i\chi} \sin \theta |1\rangle, \quad |b_1\rangle = -\sin \theta |0\rangle + e^{i\chi} \cos \theta |1\rangle \quad \left(7.20\right)$$
Figure 7.1: Expected pointer basis as a function of $\lambda$ for $\alpha = \frac{\pi}{6}$ (red) and $\alpha = 0$ (black, dashed)

where $|0\rangle$ and $|1\rangle$ represent the $\sigma_z$ eigenstates. We can evaluate $||\Delta H||$ as a function of $\theta, \chi$:

$$\frac{||\Delta H||^2}{8} = (\cos \alpha \cos \theta + \sin \alpha \sin \theta \cos \chi)^2 + \lambda^2 \sin^2 \theta \cos^2 \chi$$  \hspace{1cm} (7.21)

$||\Delta H||$ is maximised by $\chi = 0$ and:

$$\theta = \theta_{min} = \frac{1}{4} \arctan \left( \frac{\sin 2\alpha}{\cos 2\alpha - \lambda^2} \right) \quad \text{for} \quad \lambda < \sqrt{\cos 2\alpha}$$ \hspace{1cm} (7.22)

$$\theta = \theta_{min} = \frac{\pi}{4} - \frac{1}{4} \arctan \left( \frac{\sin 2\alpha}{\lambda^2 - \cos 2\alpha} \right) \quad \text{for} \quad \lambda > \sqrt{\cos 2\alpha}$$

Thus the basis maximizing $||\Delta H||$ lies in the x-z plane. For $\lambda \to 0$ we get $\theta = \alpha/2$, that corresponds to the eigenbasis of $H_S$. For $\lambda \to \infty$ we get $\theta = \pi/4$, that corresponds to the eigenbasis of $H_{int}$. For intermediate values of $\lambda$, we get a basis interpolating between the two. In Fig. 7.1 we plot $\theta_{min}$ as a function of $\lambda$. It can be seen that if $\alpha = 0$ the change between $\theta = \frac{\pi}{4}$ and $\theta = \frac{\pi}{2}$ is expected to be abrupt, so that no smooth interpolation is actually expected. This motivates us to choose $\alpha > 0$ in order to look for possible interpolating pointer bases. For $\alpha = \frac{\pi}{6}$ we expect to find $\theta = \frac{\pi}{12} = 0.26$ for $\lambda \ll 1$, corresponding to the eigenbasis of $H_S$, and $\theta = \frac{\pi}{4} = 0.78$ for $\lambda \gg 1$, corresponding to the eigenbasis of $H_{int}$ and smooth interpolation for intermediate values of $\lambda$.

Next, we numerically calculate the eigenbasis of $\hat{\rho}_S$ for different initial states. We consider an ensemble of $M = 100$ pure $SE$ states, generated randomly according to the uniform measure on $\mathcal{H}_{SE} \simeq \mathbb{C}^4$. We first let the ensemble evolve under the dephasing noise. The dephasing constant is $\gamma = 10^{-3}$. We find that all initial states approximately decohere in some basis before $\tau_D \ll \tau_\gamma = 1/\gamma$. In conformity with expectation, we find such stable Schmidt bases to lie in the x-z plane (we always find $\text{Im}(\langle 0 | \hat{\rho}_S | 1 \rangle) < 10^{-3}$). Therefore, we can characterize any basis with the single parameter $\theta$. 
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Figure 7.2: Schmidt bases for state evolving under dephasing noise with $\gamma = 0.001$
(a) Schmidt basis angle $\theta$ as a function of $\lambda$ for some random initial states
(b) average distance from the $\sigma_z$ basis $\langle |\theta| \rangle$, average inter-basis angle $\langle \beta \rangle$ and average stability parameter $\langle \delta_s \rangle$ as a function of $\lambda$; the average is over $M = 100$ random initial states.

For $\lambda \ll 1$ all initial states yield $\theta \sim \frac{\pi}{12}$ as expected. For $\lambda \gg 1$, we have $\theta \rightarrow \pm \frac{\pi}{4}$ (notice that the values $\pm \frac{\pi}{4}$ correspond to the same basis), again in conformity with expectation. For intermediate values, we would expect to observe a smooth transition with values of $\theta$ in the range $\frac{\pi}{12} \leq \theta \leq \frac{\pi}{4}$. However, contrary to this expectation, we find two kinds of interpolating behavior: i) $\theta$ increases from $\frac{\pi}{12}$ to $\frac{\pi}{4}$ ii) $\theta$ decreases from $\frac{\pi}{12}$ to $-\frac{\pi}{4}$ passing through negative values. This is shown in Fig.7.2(a) where $\theta$ is plotted for four different initial states. In Fig. 7.2(b), we plot $\langle |\theta| \rangle$ (that simply measures the average distance of the dephasing basis from the $\sigma_z$ basis) as a function of $\lambda$, and observe a steady increase from $\langle |\theta| \rangle \sim \frac{\pi}{12}$ to $\langle |\theta| \rangle \sim \frac{\pi}{4}$. The behavior of $\langle |\theta| \rangle$ obscures the fact that the values $\pm \frac{\pi}{4}$ are reached through different pathways. To further highlight this feature, we also consider all pairs of initial states and evaluate the angle $\beta$ between their respective stable Schmidt bases. The average value $\langle \beta \rangle$ is plotted as a function of $\lambda$ for all initial states. We notice that a pointer basis emerges only in the

Figure 7.3: Schmidt bases for state evolving under thermal noise with $\Gamma = 0.001$ and $n_T = 0.5$
(a) Schmidt basis angle $\theta$ as a function of $\lambda$ for some random initial states
(b) average distance from the $\sigma_z$ basis $\langle |\theta| \rangle$, average inter-basis angle $\langle \beta \rangle$ and average stability parameter $\langle \delta_s \rangle$ as a function of $\lambda$; the average is over $M = 100$ random initial states.
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Figure 7.4: Schmidt bases for state evolving under coupling with a kicked rotor with
with $v = 90/T$, $k = 0.1$, $T = \frac{2\pi}{N}$ and $N = 64$. (a) Schmidt basis angle $\theta$ as a function
of $\lambda$ for some random initial states (b) average distance from the $\sigma_z$ basis $\langle |\theta| \rangle$, average
inter-basis angle $\langle \beta \rangle$ and average stability parameter $\langle \delta_s \rangle$ as a function of $\lambda$; the average
is over $M = 100$ random initial states.

opposite limits $\lambda \rightarrow 0$ and $\lambda \rightarrow \infty$, where $\langle \beta \rangle$ is small. For intermediate values of $\lambda$,$
\langle \beta \rangle$ reaches values up to 0.4 and we cannot really identify a fixed pointer basis. Along
with $\langle |\theta| \rangle$ and $\langle \beta \rangle$, in Fig.7.2(b) we also plot the corresponding average values of the
stability parameter $\langle \delta_s \rangle$ introduced in Eq. (7.19) to characterize the stability of the
Schmidt bases. We observe that the bases found are approximately stable, $\langle \delta_s \rangle \sim 0.2$ in
the whole range of $\lambda$. In Fig. 7.3, we report the same figures for the thermal noise with $\Gamma = 0.01$ and $n_T = 0.01$. The main qualitative features are unchanged. The main peculiarity of the thermal noise, compared to the dephasing noise, is that it leads to a
much stronger stability of the Schmidt bases, i.e., much lower values of $\langle \delta_s \rangle$.

The main message of these plots is that true pointer bases arise only in the limits
of small and strong coupling, but not for intermediate coupling. These results seem
to be at odds with the main claim made in [217], that a stable pointer basis arises for
intermediate values of $\lambda$. We therefore investigate in detail whether there is a significant
discrepancy between our model and the kicked-rotor model. We turn to the kicked rotor
model studied in [217]. The Hamiltonian is:

$$H = H_S + H_E + H_{\text{int}} = (\omega_x \sigma_x + \omega_z \sigma_z) \otimes I + I \otimes \omega_A \sigma_x + \lambda \sigma_z \otimes \sigma_z$$ (7.23)

with $\omega_x = 500$, $\omega_z = 1000$, $\omega_A = 500$. The eigenbasis of the system Hamiltonian
corresponds to $\theta = 0.23$. The far environment is a kicked rotor represented by a self-
Hamiltonian $H_R$ and coupling Hamiltonian $H_{RE}$:

$$H_R = \frac{p^2}{2} + v \cos q \delta(t/T), \quad H_{RE} = \kappa \sigma_z \cos q \delta(t/T)$$ (7.24)

with $v = 90/T$ and $\kappa = 0.1$. The kicking period is $T = \frac{2\pi}{N}$ and $N = 64$. We simulate
the model for $M = 100$ random initial states. In Fig. 5a we plot $\theta$ as a function of $\lambda$
for some initial states. We see that for small $\lambda$ there is a pointer basis corresponding
to the system’s energy eigenbasis, while for large $\lambda$ there is one corresponding to the
eigenbasis of $H_{\text{int}}$. However, also in this case for intermediate values of $\lambda$ there is no
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Figure 7.5: Relative entropy of decoherence $C_4$ for dephasing noise with $\gamma = 0.001$ as a function of the time interval $\Delta t$ between projections for different values of the coupling strength $\lambda$. In all panels, we show $C_4$ for three different bases in the x-z plane identified by different values of $\theta$: $\theta = \pi/12$ (eigenbasis of $H_S$), $\theta = \pi/4$ (eigenbasis of $H_{int}$), $\theta = \theta_{min}$ (Eq. (7.22)).

universal Schmidt basis. This can be seen again by plotting $\beta$ as a function of $\lambda$ (Fig. 5b). Notice that in ref. [217] the behavior of $\theta$ for only one initial state is plotted. This is sufficient to verify the existence of a stable Schmidt basis, but not to infer the existence of a true pointer basis that must coincide for all initial states.

Decoherent histories

We now consider decoherent histories of the system. As stated in § 7.2.3, the existence of a pointer basis should reflect into the decoherence of histories with fixed projectors in the pointer basis and $\Delta t \gtrsim \tau_D$. Accordingly, we consider histories with projectors in a fixed basis for all times. We take the time interval $\Delta t_i = t_i - t_{i-1}$ between projections to be the same for all projections, $\Delta t_i = \Delta t$, and consider $N = 4$ projections. We focus on projections in the x-z plane, $P_0 = \ketbra{\psi_0}{\psi_0}$, $P_1 = \ketbra{\psi_1}{\psi_1}$ with

$$
\ket{\psi_0} = \cos \theta |0\rangle + \sin \theta |1\rangle, \quad \ket{\psi_1} = -\sin \theta |0\rangle + \cos \theta |1\rangle
$$

(7.25)
Figure 7.6: Relative entropy of decoherence $C_N$ for thermal noise with $\Gamma = 0.001$ and $n_T = 0.5$ as a function of the time interval $\Delta t$ between projections for different values of the coupling strength $\lambda$. In all panels, we show $C_N$ for three different bases in the x-z plane identified by different values of $\theta$: $\theta = \pi/12$ (eigenbasis of $H_S$), $\theta = \pi/4$ (eigenbasis of $H_{int}$), $\theta = \theta_{\text{min}}$ (Eq. (7.22)). Since we expect to find a pointer basis in the x-z plane. For any choice of basis, we can assess the degree of history coherence by means of the relative entropy of decoherence $C_N \equiv h_N^{(c)} - h_N = S(\mathcal{D}^{(N)})||\tilde{\mathcal{D}}^{(N)})$ defined in §5.3.3. $C_N$ measures how far $\mathcal{D}$ is from its diagonal part, and hence measures the amount of coherence between histories. We first consider dephasing noise with $\Gamma = 0.001$. In Fig.7.5, we plot $C_N$ as a function of $\Delta t$ for different values of $\lambda$ and different bases in the x-z plane, corresponding to $\theta = \pi/12$ (eigenbasis of $H_S$), $\theta = \pi/4$ (eigenbasis of $H_{int}$), $\theta = \theta_{\text{min}}$ (the basis that should yield a pointer basis according to (Eq. (7.22))). The initial state is $|\psi_0\rangle = |0\rangle$ (we sampled data for several initial states, not shown since the results do not exhibit significant differences). For $\lambda = 0.01$, histories in the eigenbasis of $H_S(\theta = \pi/12 \approx \theta_{\text{min}})$ are clearly more decoherent than histories in the eigenbasis of $H_{int}$. In particular, for $\Delta t \gtrsim 200$ they approximately decohere. In the opposite limit of strong coupling, $\lambda = 20$ we observe the converse: histories in the eigenbasis of $H_{int}$ ($\theta = \pi/4 \approx \theta_{\text{min}}$) are clearly more decoherent than histories in the eigenbasis of $H_S$. Again, for $\Delta t \gtrsim$
Figure 7.7: Time-averaged relative entropy of decoherence, $\langle C_4 \rangle_{\Delta t}$ as a function of the coupling strength $\lambda$ and the basis angle $\theta$ for (a) dephasing noise with $\Gamma = 0.001$ (b) thermal noise with $\Gamma = 0.001$ and $n_T = 0.5$. Darker values indicate that coherence in the basis is lower. Dark “stripes” that appear in the opposite limits of strong and weak coupling clearly identify the emergence of pointer bases.

200 they approximately decohere. For intermediate values of $\lambda$, though, the degree of coherence between histories, as assessed by $C_4$, tends to be comparable for all bases. This feature corroborates our view that no true pointer bases exist in the intermediate coupling regime. In Fig. 7.6, we plot the equivalent figures for the case of thermal noise. Qualitatively, the behavior matches that of dephasing noise. The main difference can be observed in the strong coupling regime. The disparity between histories in the eigenbasis of $H_S$ and histories in the eigenbasis of $H_{int}$ is less pronounced: for $\Delta t \gtrsim 200$ both sets show low values of coherence. This feature is probably due to the higher decohering effect of the thermal noise with respect to dephasing noise. As we noted above, this effect is responsible for the higher stability of the pointer basis in the case of thermal noise and strong coupling.

The discrepancy in the amount of coherence for histories in different bases can be further synthetically illustrated, as follows. For any value of $\theta$ (i.e., for all bases in the $x$-$z$ plane) we average $C_4$ over $\Delta t$ over the period where decoherence is acting, for $\frac{1}{\Gamma} \leq \Delta t \leq \frac{1}{\Gamma}$. The result is shown in Fig. 7.7. We plot $\langle C_4 \rangle_{\Delta t}$ as a function of $\lambda$ and $\theta$ for both dephasing and thermal noise with different values of $\Gamma = 0.001$. The two pointer bases are clearly recognizable in the limit of small $\lambda$ and large $\lambda$: they correspond to much lower values of $\langle C_4 \rangle_{\Delta t}$, compared to the other bases. In the intermediate $\lambda$ regime, it is not possible to single out a clear pointer basis. As we discussed in § 7.2.3, the existence of a pointer basis would imply that histories in the same basis decohere. Indeed, the absence of a clear pointer basis in the regime of intermediate $\lambda$ reflects into all bases having comparable values of $\langle C_4 \rangle_{\Delta t}$. 
7.4 Conclusions

While the action of decoherence in the macroscopic limit is well understood, decoherence for microscopic systems with a few degrees of freedom is still an open field of research. A recent work [217] has analyzed decoherence in a simple model, arguing that pointer bases arise for all values of the system-environment coupling.

In this chapter, we have addressed the emergence of pointer bases in a simple model by comparing the standard einselection picture (based on the vanishing of coherence in the density matrix) with the decoherent histories picture based on vanishing interference between histories in a set. On the basis of general considerations, we expect to observe decoherence between histories defined by fixed projections in the pointer basis, if the latter exists and it is stable.

The model we analyze is a qubit coupled to a non-Markovian environment composed by a second qubit (near environment) coupled to a Markovian bath. All together, near and far environment make up a non-Markovian environment. The model is essentially the same as in ref. [217], except that the far environment is a Markovian reservoir instead of a chaotic system (according to Ref. [204]), results should be qualitatively the same.

We have analyzed the emergence of pointer bases for different values of the system-environment coupling, according to the method developed in [217]. In the opposite limits of strong and weak system-environment coupling, we observe stable pointer bases in the system energy eigenbasis and the interaction Hamiltonian eigenbasis, confirming standard results in the literature [209, 214]. For intermediate values of the coupling, we observe that any initial state decoheres, becoming approximately diagonal in a stable Schmidt basis. This basis, however, is state-dependent, while a true pointer basis should coincide for all initial states. Thus, contrary to the opposite claim in [217], our data suggest that no true pointer basis arises for intermediate coupling.

The analysis of decoherent histories in the model corroborates this conclusion. Under general arguments, when a stable pointer basis exists we expect to observe decoherence between histories with projections in the pointer basis. We have analyzed decoherent sets of histories with projections in different bases and for different values of the coupling. For any set, we are able to assess the degree of coherence between histories by means of a single quantifier, the relative entropy of decoherence $C_N$ introduced in Chap. 5. For strong and weak coupling, $C_N$ can clearly identify pointer bases, that yield sets of histories that are much less coherent compared to other bases. For intermediate values of the coupling, all sets of histories show a comparable degree of coherence, further indicating the absence of a true pointer basis.
Chapter 8

Conclusions and outlook

As we wrote in the introduction, classical records of quantum phenomena can be acquired only at the price of discarding some “coherent” information. Decoherence processes, like those exerted by measurements or interaction with a noisy environment, have two specular consequences: They destroy the excess quantum coherence and stabilize classical information. Throughout this thesis, we have looked at several decoherence processes from an informational viewpoint, using different information-theoretic quantifiers to analyze the effects of decoherence in physically relevant scenarios.

On one side, decoherence processes allow for the definition of suitable measures of “quantumness” in terms of the amount of information that is lost under their action. On the other side, decoherence processes allow to “extract” classical information from quantum systems.

On the first side (measures of quantumness), we have been concerned with a decoherence-related measure of quantumness for correlations between two parties. Local measurements allow to define quantum discord (chapter 1), that singles out “coherent” correlations that are unavoidably lost when a subsystem is measured. This measure of quantum correlations is different from the traditional notion of entanglement and may capture quantum effects to which the latter is insensitive, but which can be relevant for the behavior of physical systems. In chapter 2 we have analyzed at length quantum discord in a condensed matter model, the extended Hubbard model, and we have shown a connection between this measure of bipartite correlations and an important physical property of the model (off-diagonal long-range order, ODLRO) that also marks phenomena like superfluidity and superconductivity. Moreover, the splitting of correlations into a quantum and a classical part offered by discord allowed us to discriminate between phase transitions that are physically different. Another measure of quantumness is the relative entropy of decoherence, defined in chapter 5. The relative entropy of decoherence can assess coherence in the time evolution of a system, as seen from the interference between different paths or histories of the system (chapter 4). Its definition is based on a comparison between the coherent evolution of the system, as represented by the decoherence matrix, and a fully “decoherent” one represented by a decoherence matrix without interference terms. In chapter 7, we have used the relative entropy of decoherence to characterize einselection, i.e., the emergence of pre-
ferred pointer bases in Hilbert space as a result of interaction with the environment. The consequence of einselection is that coherence in the pointer basis fades and the system becomes “classical” in that basis. By comparing the standard picture based on the density matrix with a decoherent histories picture based on the decoherence matrix, we have analyzed the behavior of an open system subjected to non-Markovian noise and investigated the emergence of pointer bases for different values of the system-environment coupling strength. In the opposite limits of strong and weak coupling clear pointer bases emerge, which is signaled by vanishing off-diagonal elements of a time-averaged density matrix in the pointer basis, and correspondingly by a vanishing relative entropy of decoherence for histories in the same basis. Contrary to previous statements in the literature, we showed that in the intermediate coupling regime no stable pointer basis arises, which is apparent from high values of the relative entropy of decoherence.

On the other side (extraction of classical information), we have seen how decoherence allows to define classical correlations, i.e., the part of correlations that are stable under the action of local measurements and are then locally accessible. A key issue is finding the optimal local measurement that allows to maximize the classical correlations. The whole of chapter 3 was essentially devoted to solving this problem in the physically important case of two optical modes in Gaussian states. In particular, we compared Gaussian measurements (such homodyne detection) with non-Gaussian ones (such as photon counting) in order to see whether non-Gaussian measurements can allow for a better extraction of information. We found robust evidence that Gaussian measurements are in fact optimal. Another question related to classical information arising from quantum systems is the dynamical production of classical information by quantum dynamics. Decoherent histories provide a natural framework to define a quantum version of dynamical entropy, that measures the maximal rate at which information is produced by the dynamics in time. When histories decohere, the system effectively produces classical information at a maximal rate given by the dynamical entropy. In chapter 6, we have applied quantum dynamical entropy to study how the interplay of coarse-graining, history decoherence and the presence of different sources of unpredictability leads to classical information production by quantum systems. While in classical systems all unpredictability stems from dynamical chaos, in the quantum domain a major source of unpredictability (the probabilistic nature of measurements) appears. Consequently, both chaotic and integrable systems exhibit entropy production. By focusing on decoherence and coarse-graining, we have argued that randomness provided by either the dynamics or measurements can lead to the decoherence of sufficiently coarse-grained histories, as well as maximal entropy production compatible with coarse-graining size. This picture was suggested by a general, heuristic argument and could be rigorously proven in the case of dynamical randomness by means of random matrix techniques. We presented a numerical analysis of decoherent histories in the quantum standard map that agrees with our theoretical predictions.

The results presented in this thesis confirm the importance of decoherence for an understanding of quantum physics at large. Furthermore, they show the power of the information-theoretical approach to the study of physical systems – a power that is now recognized is several fields, from quantum physics to statistical mechanics and complex systems science.
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