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Abstract. The curvature discussed in this paper is a far reaching generalisation of the Riemannian
sectional curvature. We give a unified definition of curvature which applies to a wide class of geo-
metric structures whose geodesics arise from optimal control problems, including Riemannian, sub-
Riemannian, Finsler and sub-Finsler spaces. Special attention is paid to the sub-Riemannian (or
Carnot–Carathéodory) metric spaces. Our construction of curvature is direct and naive, and similar
to the original approach of Riemann. In particular, we extract geometric invariants from the asymp-
totics of the cost of optimal control problems. Surprisingly, it works in a very general setting and, in
particular, for all sub-Riemannian spaces.
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CHAPTER 1

Introduction

The curvature discussed in this paper is a far reaching generalisation of the Riemannian sectional
curvature. We give a unified definition of curvature which applies to a wide class of geometric structures
whose geodesics arise from optimal control problems, including Riemannian, sub-Riemannian, Finsler
and sub-Finsler spaces. Special attention is paid to the sub-Riemannian (or Carnot–Carathéodory)
metric spaces. Our construction of curvature is direct and naive, and similar to the original approach
of Riemann. Surprisingly, it works in a very general setting and, in particular, for all sub-Riemannian
spaces.

Interesting metric spaces often appear as limits of families of Riemannian metrics. We first try to
explain our curvature by describing it in the case of a contact sub-Riemannian structure arising as such
a limit and then we move to the general construction.

Let M be an odd-dimensional Riemannian manifold endowed with a contact vector distribution
D ⊂ TM . Given x0, x1 ∈ M , the contact sub-Riemannian distance d(x0, x1) is the infimum of the lengths
of Legendrian curves connecting x0 and x1 (Legendrian curves are integral curves of the distribution D).
The metric d is easily realized as the limit of a family of Riemannian metrics d

ε as ε → 0. To define d
ε we

start from the original Riemannian structure on M , keep fixed the length of vectors from D and multiply
by 1

ε the length of the orthogonal to D tangent vectors to M , thus defining a Riemannian metric gε,
whose distance is d

ε. It is easy to see that d
ε → d uniformly on compacts in M ×M as ε → 0.

The distance converges. What about the curvature? Let ω be a contact one-form that annihilates
D , i.e. D = ω⊥. Given v1, v2 ∈ TxM, v1 ∧ v2 6= 0, we denote by Kε(v1 ∧ v2) the sectional curvature of
the two-plane span{v1, v2} with respect to the metric gε. It is not hard to show that Kε(v1 ∧ v2) → −∞
if v1, v2 ∈ D and dω(v1, v2) 6= 0. Moreover, Ricε(v) → −∞ as ε → 0 for any nonzero vector v ∈ D ,
where Ricε is the Ricci curvature for the metric d

ε. On the other hand, the distance between x and the
conjugate locus of x tends to 0 as ε → 0 so Kε(v1 ∧ v2) tends to +∞ for some v1, v2 ∈ TxM , as well as
Ricε(v) → +∞ for some v ∈ TxM .

What about the geodesics? For any ε > 0 and any v ∈ TxM there is a unique geodesic of the
Riemannian metric d

ε that starts from x with velocity v. On the other hand, the velocities of all geodesics
of the limit metric d belong to D and for any nonzero vector v ∈ D there exists a one-parametric family
of geodesics whose initial velocity is equal to v. So when written on the tangent bundle the convergence
of the flows behave poorly. However, the family of geodesic flows converges if we rewrite it as a family
of flows on the cotangent bundle.

Indeed, any Riemannian structure on M induces a self-adjoint isomorphism G : TM → T ∗M ,
where 〈Gv, v〉 is the square of the length of the vector v ∈ TM , and 〈·, ·〉 denotes the standard pairing
between tangent and cotangent vectors. The geodesic flow, treated as flow on T ∗M , is a Hamiltonian
flow associated with the Hamiltonian function H : T ∗M → R, where H(λ) = 1

2 〈λ,G−1λ〉, λ ∈ T ∗M . Let
(λ(t), γ(t)) be a trajectory of the Hamiltonian flow, with λ(t) ∈ T ∗

γ(t)M . The square of the Riemannian
distance from x0 is a smooth function on a neighborhood of x0 in M and the differential of this function
at γ(t) is equal to 2tλ(t) for any small t ≥ 0. Let Hε be the Hamiltonian corresponding to the metric
d
ε. It is easy to see that Hε converges with all derivatives to a Hamiltonian H0. Moreover, geodesics

of the limit sub-Riemannian metric are just projections to M of the trajectories of the Hamiltonian flow
on T ∗M associated to H0.

We will recover the Riemannian curvature from the asymptotic expansion of the square of the distance
from x0 along a geodesic: this is essentially what Riemann did. Then we can write a similar expansion
for the square of the limit sub-Riemannian distance to get an idea of the curvature in this case. Note
that the metrics d

ε converge to d with all derivatives in any point of M × M , where d is smooth. The
metrics d

ε are not smooth at the diagonal but their squares are smooth. The point is that no power of
d is smooth at the diagonal! Nevertheless, the desired asymptotic expansion can be controlled.
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Fix a point x0 ∈ M and λ0 ∈ T ∗
x0
M such that 〈λ0,D〉 6= 0. Let (λε(t), γε(t)), for ε ≥ 0, be the

trajectory of the Hamiltonian flow associated to the Hamiltonian Hε and initial condition (λ0, x0). We
set:

cεt (x)
.
= − 1

2t
(dε)2(x, γε(t)) if ε > 0, c0

t (x)
.
= − 1

2t
d

2(x, γ0(t)).

There exists an interval (0, δ) such that the functions cεt are smooth at x0 for all t ∈ (0, δ) and all ε ≥ 0.
Moreover, dx0c

ε
t = λ0. Let ċεt = ∂

∂tc
ε
t , then dx0 ċ

ε
t = 0. In other words, x0 is a critical point of the

function ċεt so its Hessian d2
x0
ċεt is a well-defined quadratic form on Tx0M . Recall that ε = 0 is available,

but t must be positive. We are going to study the asymptotics of the family of quadratic forms d2
x0
ċεt as

t → 0 for fixed ε. This asymptotics is different for ε > 0 and ε = 0. The change reflects the structural
difference of the Riemannian and sub-Riemannian metrics and emphasizes the role of the curvature. In
this approach, the curvature is encoded in the function ċt(x). A geometrical interpretation of such a
function can be found in Appendix I.

Given v, w ∈ TxM, ε > 0, we denote 〈v|w〉ε = 〈Gεv, w〉 the inner product generating d
ε. Recall that

〈v|v〉ε does not depend on ε if v ∈ D and 〈v|v〉ε → ∞ (ε → 0) if v /∈ D ; we will write |v|2 .= 〈v|v〉ε in the
first case. For fixed ε > 0, we have:

d2
x0
ċεt (v) =

1
t2

〈v|v〉ε +
1
3

〈Rε(γ̇ε, v)γ̇ε)|v〉ε +O(t), v ∈ Tx0M,

where γ̇ε = γ̇ε(0) and Rε is the Riemannian curvature tensor of the metric d
ε. For ε = 0, only vectors

v ∈ D have a finite length and the above expansion is modified as follows:

d2
x0
ċ0
t (v) =

1
t2

Iγ(v) +
1
3

Rγ(v) +O(t), v ∈ D ∩ Tx0M,

where Iγ(v) ≥ |v|2 and Rγ is the sub-Riemannian curvature at x0 along the geodesic γ = γ0. Both Iγ
and Rγ are quadratic forms on Dx0

.= D ∩ Tx0M . The principal “structural” term Iγ has the following
properties: let Kγ be the linear hyperplane inside Dx0 defined as the dω-orthogonal to γ̇(0), namely
Kγ = {v ∈ Dx0 | dω(v, γ̇(0)) = 0} and let K⊥

γ be its sub-Riemannian orthogonal inside Dx0 . Then

Iγ(v) =

{
|v|2 if v ∈ Kγ ,

4|v|2 if v ∈ K⊥
γ .

In other words, the symmetric operator on Dx0 associated with the quadratic form Iγ has eigenvalue 1
of multiplicity dim Dx0 − 1 and eigenvalue 4 of multiplicity 1. The trace of this operator, which, in this
case, does not depend on γ, equals dim Dx0 + 3. This trace has a simple geometric interpretation, it is
equal to the geodesic dimension of the sub-Riemannian space.

The geodesic dimension is defined as follows. Let Ω ⊂ M be a bounded and measurable subset of
positive volume and let Ωx0,t, for 0 ≤ t ≤ 1, be a family of subsets obtained from Ω by the homothety
of Ω with respect to a fixed point x0 along the shortest geodesics connecting x0 with the points of Ω, so
that Ωx0,0 = {x0}, Ωx0,1 = Ω. The volume of Ωx0,t has order tNx0 , where Nx0 is the geodesic dimension
at x0 (see Section 5.6 for details).

Note that the geodesic dimension is dim Dx0 + 3, while the topological dimension of our contact
sub-Riemannian space is dim Dx0 + 1, the Hausdorff dimension is dim Dx0 + 2. All three dimensions are
obviously equal for Riemannian or Finsler manifolds. The structure of the term Iγ and comparison of
the asymptotic expansions of d2

x0
ċεt for ε > 0 and ε = 0 explains why sectional curvature goes to −∞ for

certain sections.

The curvature operator which we define can be computed in terms of the symplectic invariants of
the Jacobi curve, a curve in the Lagrange Grassmannian related to the linearisation of the Hamiltonian
flow. These symplectic invariants can be computed, via an algorithm which is, however, quite hard to
implement. Explicit computations of the contact sub-Riemannian curvature in dimension three appears
in Section 7.5, while the computations of the curvature in the higher dimensional contact case will be
the object of a forthcoming paper. The current paper deals with the presentation of the general setting
and the study of the structure of the asymptotic of ct in its generality. All the details are presented in
the forthcoming sections but, since the paper is long, we find it worth to briefly describe the main ideas
in the introduction (beware to the slightly different notation with respect to the rest of the paper).

Let M be a smooth manifold, D ⊂ TM be a vector distribution (not necessarily contact), f0 be a
vector field on M and L : TM → M be a Tonelli Lagrangian (see Section 2.1 for precise definitions).
Admissible paths on M are curves whose velocities belong to the “affine distribution” f0 + D . Let At be
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the space of admissible paths defined on the segment [0, t] and Nt = {(γ(0), γ(t)) : γ ∈ At} ⊂ M × M .
The optimal cost (or action) function St : Nt → R is defined as follows:

St(x, y) = inf
{∫ t

0

L(γ̇(τ)) dτ : γ ∈ At, γ(0) = x, γ(t) = y

}
.

The space At equipped with the W 1,∞-topology is a smooth Banach manifold. The functional Jt : γ 7→∫ t
0 L(γ̇(τ)) dτ and the evaluation maps Fτ : γ 7→ γ(τ) are smooth on At.

The optimal cost St(x, y) is the solution of the conditional minimum problem for the functional Jt
under conditions F0(γ) = x, Ft(γ) = y. The Lagrange multipliers rule for this problem reads:

(1.1) dγJt = λtDγFt − λ0DγF0.

Here λt and λ0 are “Lagrange multipliers”, λt ∈ T ∗
γ(t)M, λ0 ∈ T ∗

γ(0)M . We have:

DγFt : TγAt → Tγ(t)M, λt : Tγ(t)M → R,

and the composition λtDγFt is a linear functional on TγAt. Moreover, Eq. (1.1) implies that

(1.2) dγJτ = λτDγFτ − λ0DγF0,

for some λτ ∈ T ∗
γ(τ)M and any τ ∈ [0, t] (see for instance [Agr08, Proposition I.2]). The curve τ 7→ λτ

is a trajectory of the Hamiltonian system associated to the Hamiltonian H : T ∗M → R defined by

(1.3) H(λ) = max
v∈f0(x)+Dx

(〈λ, v〉 − L(v)) , λ ∈ T ∗
xM, x ∈ M.

Moreover, any trajectory of this Hamiltonian system satisfies relation (1.2), where γ is the projection
of the trajectory to M . Trajectories of the Hamiltonian system are called normal extremals and their
projections to M are called normal extremal trajectories.

We recover the sub-Riemannian setting by taking f0 = 0, and L(v) = 1
2 〈Gv, v〉. Then, the optimal

cost St is related with the sub-Riemannian distance d(x, y) by St(x, y) = 1
2td

2(x, y), and normal extremal
trajectories are normal sub-Riemannian geodesics.

Let γ be an admissible path. The germ of γ at the point x0 = γ(0) defines a flag in Tx0M {0} =
F 0
γ ⊂ F 1

γ ⊂ F 2
γ ⊂ . . . ⊂ Tx0M in the following way. Let V be a section of the vector distribution D

such that γ̇(t) = f0(γ(t)) + V (γ(t)), t ≥ 0, and P t be the local flow on M generated by the vector field
f0 + V ; then γ(t) = P t(γ(0)). We set:

F
i
γ = span

{
dj

dtj

∣∣∣∣
t=0

P−t
∗ Dγ(t) : j = 0, . . . , i− 1

}
.

The flag F i
γ depends only on the germs of f0 + D and γ at the initial point x0.

A normal extremal trajectory γ is called ample if Fm
γ = Tx0M for some m > 0. If γ is ample,

then Jt(γ) = St(x0, γ(t)) for all sufficiently small t > 0 and St is a smooth function in a neighborhood
of (γ(0), γ(t)). Moreover, ∂St

∂y

∣∣
y=γ(t)

= λt,
∂St

∂x

∣∣
x=γ(0)

= −λ0, where λt is the normal extremal whose
projection is γ.

We set ct(x) .= −St(x, γ(t)); then dx0ct = λ0 for any t > 0 and x0 is a critical point of the function
ċt. The Hessian of this function d2

x0
ċt is a well-defined quadratic form on Tx0M . We are going to write

an asymptotic expansion of d2
x0
ċt
∣∣
Dx0

as t → 0 (see Theorem A):

d2
x0
ċt(v) =

1
t2

Iγ(v) +
1
3

Rγ(v) +O(t), ∀v ∈ Dx0 .

Now we introduce a natural Euclidean structure on Tx0M . Since L is Tonelli, L|Tx0M
is a smooth

strictly convex function, and d2
w(L|Tx0M

) is a positive definite quadratic form on Tx0M, ∀w ∈ Tx0M . If

we set |v|2γ = d2
γ̇(0)(L|Tx0M

)(v), v ∈ Tx0M we have the inequality

Iγ(v) ≥ |v|2γ , ∀ v ∈ Dx0 .

The inequality Iγ(v) ≥ |v|2γ means that the eigenvalues of the symmetric operator on Dx0 associated
with the quadratic form Iγ with respect to | · |γ are greater or equal than 1. The quadratic form Rγ is
the curvature of our constrained variational problem along the extremal trajectory γ.

A mild regularity assumption allows us to explicitly compute the eigenvalues of Iγ . We set γε(t) =
γ(ε + t) and assume that dim F i

γε
= dim F i

γ for all sufficiently small ε ≥ 0 and all i. Then di =
dim F i

γ − dim F i−1
γ , for i ≥ 1 is a non-increasing sequence of natural numbers with d1 = dim Dx0 = k.
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We draw a Young tableau with di blocks in the i-th column and we define n1, . . . , nk as the lengths of
its rows (that may depend on γ).

n1 . . .

n2 . . . dm

...
... dm−1

nk−1

nk d2

d1

The eigenvalues of the symmetric operator Iγ are n2
1, . . . , n

2
k (see Theorem B). All ni are equal to 1 in

the Riemannian case. In the sub-Riemannian setting, the trace of Iγ is

tr Iγ = n2
1 + · · · + n2

k =
m∑

i=1

(2i− 1)di,

along an ample normal sub-Riemannian geodesic. This trace is equal to the geodesic dimension of the
space (see Theorem D).

The construction of the curvature presented here was preceded by a rather long research line
(see [AL14, Agr08, AG97, AZ02, LZ11, ZL09]). For alternative approaches to curvatures, one can
see [BG11, BW13] and references therein for a heat equation approach to the generalization of the
curvature-dimension inequality and [AGS14,LV09,Stu06a,Stu06b] and references therein for an op-
timal transport approach to the generalization of Ricci curvature to metric measure spaces. These works
are in part motivated by the lack of classical Riemannian tools, such as the Levi-Civita connection and
the theory of Jacobi fields. For a more recent discussion on these last topics, see [BR15].

1.1. Structure of the paper

In Chapters 2–4 we give a detailed exposition of the main constructions in a more general and flexible
setting than in this introduction. Chapter 5 is devoted to the specification to the case of sub-Riemannian
spaces and to some further results: the proof that ample geodesics always exist (Theorem 5.17), an
asymptotic expansion of the sub-Laplacian applied to the square of the distance (Theorem C), the
computation of the geodesic dimension (Theorem D).

Before entering into details of the proofs, we end Chapter 5 by repeating our construction for one
of the simplest sub-Riemannian structures: the Heisenberg group. In particular, we recover by a direct
computation the results of Theorems A, B and C.

The proofs of the main results are concentrated in Chapters 6–8 where we introduce the main
technical tools: Jacobi curves, their symplectic invariants and Li–Zelenko structural equations.

1.2. Statements of the main theorems

The main results, namely Theorems A, B, C and D, are spread in Part I of the paper. For convenience
of the reader we collect them here, without any pretence at completeness. To be consistent with the
original statements, in this section we express the dependence of the operators and the scalar product
on γ through the associated initial covector λ.

Let γ : [0, T ] → M be an ample geodesic with initial covector λ ∈ T ∗
x0
M , and let Qλ(t) be the

symmetric operator associated with the second derivative d2
x0
ċt via the scalar product 〈·|·〉λ, defined for

sufficiently small t > 0.

Theorem A (Section 4.4). The map t 7→ t2Qλ(t) can be extended to a smooth family of operators
on Dx0 for small t ≥ 0, symmetric with respect to 〈·|·〉λ. Moreover,

Iλ .
= lim

t→0+
t2Qλ(t) ≥ I > 0,

viii



as operators on (Dx0 , 〈·|·〉λ). Finally

d

dt

∣∣∣∣
t=0

t2Qλ(t) = 0.

The curvature is the symmetric operator Rλ : Dx0 → Dx0 defined by

Rλ
.=

3
2
d2

dt2

∣∣∣∣
t=0

t2Qλ(t).

Moreover, the Ricci curvature at λ ∈ T ∗
x0
M is the scalar function defined by Ric(λ) .= tr Rλ. In particular,

we have the following Laurent expansion for the family of symmetric operators Qλ(t) : Dx0 → Dx0

(∗) Qλ(t) =
1
t2

Iλ +
1
3

Rλ +O(t), t > 0.

The operators Iλ and Rλ satisfy the following homogeneity properties

Iαλ = Iλ, Rαλ = α2Rλ, ∀α > 0.

Remark. Eq. (∗) is crucial in our approach to curvature. As we will see, on a Riemannian manifold
Dx0 = Tx0M and 〈·|·〉λ = 〈·|·〉 is the Riemannian scalar product for all λ ∈ T ∗

x0
M . The specialization of

Eq. (∗) leads to the following identities:

Iλ = I, Rλw = R∇(w, v)v, ∀w ∈ Tx0M,

where v = γ̇(0) is the initial vector of the fixed geodesic dual to the initial covector λ, while R∇ is the
Riemannian curvature tensor (see Section 4.5.1). The operator Rλ is symmetric with respect to the
Riemannian scalar product and, seen as a quadratic form on Tx0M , it computes the sectional curvature
of the planes containing the direction of the geodesic. As such it is basic in the Jacobi equation of
Riemannian geometry.

Theorem B (Section 4.4.1). Let γ : [0, T ] → M be an ample and equiregular geodesic. Then the
symmetric operator Iλ : Dx0 → Dx0 satisfies

(i) spec Iλ = {n2
1, . . . , n

2
k},

(ii) tr Iλ = n2
1 + . . .+ n2

k.

Let M be a sub-Riemannian manifold and let ∆µ be the sub-Laplacian associated with a smooth
volume µ. The next result is an explicit expression for the asymptotics of the sub-Laplacian of the squared
distance from a geodesic, computed at the initial point x0 of the geodesic γ. Let ft

.
= 1

2 d
2( · , γ(t)).

Theorem C (Section 5.4). Let γ be an equiregular geodesic with initial covector λ ∈ T ∗
x0
M . Assume

also that dim D is constant in a neighborhood of x0. Then there exists a smooth n-form ω defined along
γ, such that for any volume form µ on M , µγ(t) = eg(t)ωγ(t), we have

∆µft|x0 = tr Iλ − ġ(0)t− 1
3

Ric(λ)t2 +O(t3).

Let x0 ∈ M and let Σx0 ⊂ M be the set of points x such that there exists a unique minimizer
γ : [0, 1] → M joining x0 with x, which is not abnormal and x is not conjugate to x0 along γ.

Remark 1.1. A fundamental result states that the set Σx0 is precisely the set of smooth points
for the function x 7→ d

2(x0, x). Another central result asserts that Σx0 is open and dense in M (see
[Agr09,RT05] or also Theorem 5.8). This partially answer the question addressed in [Mon02]: is the
Sard theorem true for the endpoint map? The result just stated only implies that the image of the set
of minimizing critical points under the endpoint map based at x0 is contained in the complement of the
open dense set Σx0 . It remains a major open problem to determine whether the set Σx0 has full measure.

Let Ωx0,t be the homothety of a set Ω ⊂ Σx0 with respect to x0 along the geodesics connecting x0

with the points of Ω.

Theorem D (Section 5.6). Let µ be a smooth volume. For any bounded, measurable set Ω ⊂ Σx0 ,
with 0 < µ(Ω) < +∞ we have

µ(Ωx0,t) ∼ tNx0 , for t → 0.

where Nx0 is the geodesic dimension at the point x0.
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1.3. The Heisenberg group

Here we specify the result obtained above in the case of the Heisenberg group. All details are
presented in Section 5.7 and here we present the main computations.

The Heisenberg group H is the sub-Riemannian structure on R3 defined by the global orthonormal
frame

X = ∂x − y

2
∂z , Y = ∂y +

x

2
∂z.

Let us introduce the linear on fibers functions hx, hy, hz : T ∗R3 → R

hx
.= px − y

2
pz, hy

.= py +
x

2
pz, hz

.= pz,

where (x, y, z, px, py, pz) are canonical coordinates on T ∗R3 induced by coordinates (x, y, z) on R3.
The Hamiltonian (1.3) takes the form H = 1

2 (h2
x + h2

y) and the coordinates (x, y, z, hx, hy, hz) define
a global chart for T ∗

R
3. It is useful to introduce the identification R

3 = C× R, by defining the complex
variable w .= x + iy and the complex “momentum” hw

.= hx + ihy. Let q = (w, z) and q′ = (w′, z′) be
two points in H. The Heisenberg group law, in complex coordinates, is given by

q · q′ =
(
w + w′, z + z′ − 1

2
ℑ
(
ww′

))
.

where ℑ denotes the imaginary part of a complex number. Every non constant geodesic γ(t) = (w(t), z(t))
starting from (w0, z0) ∈ H corresponds to an initial covector λ = (hw,0, hz), with hw,0 6= 0. They are
explicitly given by

{
w(t) = w0 + hw,0

ihz

(
eihzt − 1

)
,

z(t) = z0 + 1
2

∫ t
0

ℑ(wdw),
if hz 6= 0,

or by {
w(t) = w0 + hw,0t,

z(t) = z0 + 1
2 ℑ(hw,0w0)t,

if hz = 0.

In the first case the component w(t) draw a circle on the complex plane, while in the second one it is
a straight line. It is easy to see that in both cases the geodesic is ample with geodesic growth vector
Gγ = {2, 3}. Thus the Heisenberg group has geodesic dimension equal to 5.

We are now ready to compute explicitly the asymptotic expansion of Qλ, for λ = (hw,0, hz) ∈ T ∗
x0
M .

Fix v ∈ Tx0R
3 and let α(s) be any curve in H such that α̇(0) = v. Then we compute the quadratic form

d2
x0
ċt(v) for t > 0

〈Qλ(t)v|v〉 = d2
x0
ċt(v) =

∂2

∂s2

∣∣∣∣
s=0

∂

∂t
ct(α(s)).

It is possible to compute explicitly the value of Qλ(t) on the orthonormal basis v .= γ̇(0) and v⊥ .= γ̇(0)⊥:

〈Qλ(t)v|v〉 =
1
t2

+O(t), 〈Qλ(t)v⊥|v⊥〉 =
4
t2

+
2
15
h2
z +O(t).

By polarization one also obtain 〈Qλ(t)v|v⊥〉 = O(t). Thus the matrices representing the symmetric
operators Iλ and Rλ in the basis {v⊥, v} of Dx0 are

Iλ =
(

4 0
0 1

)
, Rλ =

2
5

(
h2
z 0

0 0

)
,

where, we recall, λ has coordinates (hw,0, hz).
In terms of the orthonormal frame, the sub-Laplacian in the Heisenberg group is expressed as the

sum of squares ∆ = X2 + Y 2 and Theorem D reads

∆ft|x0 = 5 − 2
15
h2
zt

2 +O(t3),

where, we recall, ft
.= 1

2 d
2( · , γ(t)) and the initial covector associated with the geodesic γ is λ =

(hw,0, hz) ∈ T ∗
x0
R3.

x
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CHAPTER 2

General setting

In this chapter we introduce a general framework that allows to treat smooth control system on a
manifold in a coordinate free way, i.e. invariant under state and feedback transformations. For the sake
of simplicity, we will restrict our definition to the case of nonlinear affine control systems, although the
construction of this section can be extended to any smooth control system (see [Agr08]).

2.1. Affine control systems

Definition 2.1. Let M be a connected smooth n-dimensional manifold. An affine control system
on M is a pair (U, f) where:

(i) U is a smooth rank k vector bundle with base M and fiber Ux i.e., for every x ∈ M , Ux is a
k-dimensional vector space,

(ii) f : U → TM is a smooth affine morphism of vector bundles, i.e. the diagram (2.1) is commu-
tative and f is affine on fibers.

(2.1) U

πU
!!❈

❈

❈

❈

❈

❈

❈

❈

f
// TM

π

��

M

The maps πU and π are the canonical projections of the vector bundles U and TM , respectively.

We denote points in U as pairs (x, u), where x ∈ M and u ∈ Ux is an element of the fiber. According
to this notation, the image of the point (x, u) through f is f(x, u) or fu(x) and we prefer the second one
when we want to emphasize fu as a vector on TxM . Finally, let L∞([0, T ],U) be the set of measurable,
essentially bounded functions u : [0, T ] → U.

Definition 2.2. A Lipschitz curve γ : [0, T ] → M is said to be admissible for the control system if
there exists a control u ∈ L∞([0, T ],U) such that πU ◦ u = γ and

γ̇(t) = f(γ(t), u(t)), for a.e. t ∈ [0, T ].

The pair (γ, u) of an admissible curve γ and its control u is called admissible pair.

We denote by f : U → TM the linear bundle morphism induced by f . In other words we write
f(x, u) = f0(x) + f(x, u), where f0(x) .= f(x, 0) is the image of the zero section. In terms of a local
frame for U, f(x, u) =

∑k
i=1 uifi(x).

Definition 2.3. The distribution D ⊂ TM is the family of subspaces

D = {Dx}x∈M , where Dx
.= f(Ux) ⊂ TxM.

The family of horizontal vector fields D ⊂ Vec(M) is

D = span
{
f ◦ σ, σ : M → U is a smooth section of U

}
.

Observe that, if the rank of f is not constant, D is not a sub-bundle of TM . Therefore the dimension
of Dx, in general, depends on x ∈ M .

Given a smooth function L : U → R, called a Lagrangian, the cost functional at time T , called
JT : L∞([0, T ],U) → R, is defined by

JT (u) .=
∫ T

0

L(γ(t), u(t))dt,
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where γ(t) = π(u(t)). We are interested in the problem of minimizing the cost among all admissible
pairs (γ, u) that join two fixed points x0, x1 ∈ M in time T . This corresponds to the optimal control
problem

(2.2)
ẋ = f(x, u) = f0(x) +

k∑

i=1

uifi(x), x ∈ M,

x(0) = x0, x(T ) = x1, JT (u) → min,

where we have chosen some local trivialization of U.

Definition 2.4. Let M ′ ⊂ M be an open subset with compact closure. For x0, x1 ∈ M ′ and T > 0,
we define the value function

ST (x0, x1) .= inf{JT (u) | (γ, u) admissible pair, γ(0) = x0, γ(T ) = x1, γ ⊂ M ′}.

The value function depends on the choice of a relatively compact subset M ′ ⊂ M . This choice,
which is purely technical, is related with Theorem 2.19, concerning the regularity properties of S. We
stress that all the objects defined in this paper by using the value function do not depend on the choice
of M ′.

Assumptions. In what follows we make the following general assumptions:

(A1) The affine control system is bracket generating, namely

(2.3) Liex
{

(ad f0)iD | i ∈ N
}

= TxM, ∀x ∈ M,

where (adX)Y = [X,Y ] is the Lie bracket of two vector fields and LiexF denotes the Lie
algebra generated by a family of vector fields F , computed at the point x. Observe that the
vector field f0 is not included in the generators of the Lie algebra (2.3).

(A2) The function L : U → R is a Tonelli Lagrangian, i.e. it satisfies
(A2.a) The Hessian of L|Ux

is positive definite for all x ∈ M . In particular, L|Ux
is strictly convex.

(A2.b) L has superlinear growth, i.e. L(x, u)/|u| → +∞ when |u| → +∞.

Assumptions (A1) and (A2) are necessary conditions in order to have a nontrivial set of strictly normal
minimizer and allow us to introduce a well defined smooth Hamiltonian (see Chapter 3).

2.1.1. State-feedback equivalence. All our considerations will be local. Hence, up to restricting
our attention to a trivializable neighbourhood of M , we can assume that U ≃ M × Rk. By choosing
a basis of Rk, we can write f(x, u) = f0(x) +

∑k
i=1 uifi(x). Then, a Lipschitz curve γ : [0, T ] → M is

admissible if there exists a measurable, essentially bounded control u : [0, T ] → Rk such that

γ̇(t) = f0(γ(t)) +
k∑

i=1

ui(t)fi(γ(t)), for a.e. t ∈ [0, T ].

We use the notation u ∈ L∞([0, T ],Rk) to denote a measurable, essentially bounded control with values
in Rk. By choosing another (local) trivialization of U, or another basis of Rk, we obtain a different
presentation of the same affine control system. Besides, by acting on the underlying manifold M via
diffeomorphisms, we obtain equivalent affine control system starting from a given one. The following
definition formalizes the concept of equivalent control systems.

Definition 2.5. Let (U, f) and (U′, f ′) be two affine control systems on the same manifold M . A
state-feedback transformation is a pair (φ, ψ), where φ : M → M is a diffeomorphism and ψ : U → U′ an
invertible affine bundle map, such that the following diagram is commutative.

(2.4) U

ψ

��

f
// TM

φ∗

��

U′

f ′

// TM

In other words, φ∗f(x, u) = f ′(φ(x), ψ(x, u)) for every (x, u) ∈ U. In this case (U, f) and (U′, f ′) are
said state-feedback equivalent.
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Notice that, if (U, f) and (U′, f ′) are state-feedback equivalent, then rankU = rankU′. Moreover,
different presentations of the same control systems are indeed feedback equivalent (i.e. related by a
state-feedback transformation with φ = I). Definition 2.5 corresponds to the classical notion of point-
dependent reparametrization of the controls. The next lemma states that a state-feedback transformation
preserves admissible curves.

Lemma 2.6. Let γx0,u be the admissible curve starting from x0 and associated with u. Then

φ(γx0,u(t)) = γφ(x0),v(t),

where v(t) = ψ(x(t), u(t)).

Proof. Denote x(t) = γx0,u(t) and set y(t)
.
= φ(x(t)). Then, by definition, ẋ(t) = f(x(t), u(t)) and

x(0) = x0. Hence y(0) = φ(x0) and

�ẏ(t) = φ∗f(x(t), u(t)) = f ′(φ(x(t)), ψ(x(t), u(t))) = f ′(y(t), v(t)).

Remark 2.7. Notice that every state-feedback transformation (φ, ψ) can be written as a composition
of a pure state one, i.e. with ψ = I, and a pure feedback one, i.e. with φ = I. For later convenience, let
us discuss how two feedback equivalent systems are related. Consider a presentation of an affine control
system

ẋ = f(x, u) = f0(x) +
k∑

i=1

uifi(x).

By the commutativity of diagram (2.4), a feedback transformation writes
{
u′ = ψ(x, u)
x′ = φ(x)

u′
i = ψi(x, u) = ψi,0(x) +

k∑

j=1

ψi,j(x)uj , i = 1, . . . , k,

where ψi,0 and ψi,j denote, respectively, the affine and the linear part of the i-th component of ψ. In
particular, for a pure feedback transformation, the original system is equivalent to

ẋ = f ′(x, u′) = f ′
0(x) +

k∑

i=1

u′
if

′
i(x),

where f0(x) .= f ′
0(x) +

∑k
i=1 ψi,0(x)f ′

i(x) and fi(x) .=
∑k
j=1 ψj,i(x)f ′

j(x).

We conclude recalling some well known facts about non-autonomous flows. By Caratheodory The-
orem, for every control u ∈ L∞([0, T ],Rk) and every initial condition x0 ∈ M , there exists a unique
Lipschitz solution to the Cauchy problem

(2.5)

{
γ̇(t) = f0(γ(t)) +

∑k
i=1 ui(t)fi(γ(t)),

γ(0) = x0,

defined for small time (see, e.g. [AS04, PBGM69]). We denote such a solution by γx0,u (or simply γu
when the base point x0 is fixed). Moreover, for a fixed control u ∈ L∞([0, T ],Rk), it is well defined the
family of diffeomorphisms P0,t : M → M , given by P0,t(x)

.
= γx,u(t), which is Lipschitz with respect

to t. Analogously one can define the flow Ps,t : M → M , by solving the Cauchy problem with initial
condition given at time s. Notice that Pt,t = I for all t ∈ R and Pt1,t2 ◦ Pt0,t1 = Pt0,t2 , whenever they
are defined. In particular (Pt1,t2)−1 = Pt2,t1 .

2.2. End-point map

In this section, for convenience, we assume to fix some (local) presentation of the affine control
system, hence L∞([0, T ],U) ≃ L∞([0, T ],Rk). For a more intrinsic approach see [Agr08, Sec. 1].

Definition 2.8. Fix a point x0 ∈ M and T > 0. The end-point map at time T of the system (2.5)
is the map

Ex0,T : U → M, u 7→ γx0,u(T ),

where U ⊂ L∞([0, T ],Rk) is the open subset of controls such that the solution t 7→ γx0,u(t) of the Cauchy
problem (2.5) is defined on the whole interval [0, T ].

The end-point map is smooth. Moreover, its Fréchet differential is computed by the following well-
known formula (see, e.g. [AS04]).
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x0

γu(s)

f v(s)

(Ps,T )∗
(Ps,T )∗f v(s)

x

TxM

Figure 1. Differential of the end-point map.

Proposition 2.9. The differential of Ex0,T at u ∈ U , i.e. DuEx0,T : L∞([0, T ],Rk) → TxM , where
x = γu(T ), is

(2.6) DuEx0,T (v) =
∫ T

0

(Ps,T )∗fv(s)(γu(s))ds, ∀ v ∈ L∞([0, T ],Rk).

In other words the differential DuEx0,T applied to the control v computes the integral mean of the
linear part fv(t) of the vector field fv(t) along the trajectory defined by u, by pushing it forward to the
final point of the trajectory through the flow Ps,T (see Fig. 1).

More explicitly, f(x, u) = f0(x) +
∑k

i=1 uifi(x), and Eq. (2.6) is rewritten as follows

DuEx0,T (v) =
∫ T

0

k∑

i=1

vi(s)(Ps,T )∗fi(γu(s))ds, ∀ v ∈ L∞([0, T ],Rk).

2.3. Lagrange multipliers rule

Fix x0, x ∈ M . The problem of finding the infimum of the cost JT for all admissible curves connecting
the endpoints x0 and x, respectively, in time T , can be naturally reformulated via the end-point map as
a constrained extremal problem

(2.7) ST (x0, x) = inf{JT (u) |Ex0,T (u) = x} = inf
E−1

x0,T
(x)
JT .

Definition 2.10. We say that u ∈ U is an optimal control if it is a solution of Eq. (2.7).

Remark 2.11. When f is not injective, a curve γ may be associated with multiple controls. Nev-
ertheless, among all the possible controls u associated with the same admissible curve, there exists a
unique minimal control u∗ which, for a.e. t ∈ [0, T ], minimizes the Lagrangian function. Then, since
we are interested in optimal controls, we assume that any admissible curve γ is always associated with
the control u∗ which minimizes the Lagrangian, and in this way we have a one-to-one correspondence
between admissible curves and controls. With this observation, we say that the admissible curve γ is an
optimal trajectory (or minimizer) if the associated control u∗ is optimal according to Definition 2.10.

Notice that, in general, DuEx0,T is not surjective and the set E−1
x0,T

(x) ⊂ M is not a smooth
submanifold. The Lagrange multipliers rule provides a necessary condition to be satisfied by a control u
which is a constrained critical point for (2.7).

Proposition 2.12. Let u ∈ U be an optimal control, with x = Ex0,T (u). Then (at least) one of the
two following statements holds true

(i) ∃λT ∈ T ∗
xM s.t. λT DuEx0,T = duJT ,

(ii) ∃λT ∈ T ∗
xM, λT 6= 0, s.t. λT DuEx0,T = 0,

where λT DuEx0,T denotes the composition of linear maps

L∞([0, T ],Rk)

duJT
((❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

DuEx0,T
// TxM

λT

��

R
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Definition 2.13. A control u, satisfying the necessary conditions for optimality of Proposition 2.12,
is called normal in case (i), while it is called abnormal in case (ii). We use the same terminology to
classify the associated extremal trajectory γu.

Notice that a single control u ∈ U can be associated with two different covectors (or Lagrange
multipliers) such that both (i) and (ii) are satisfied. In other words, an optimal trajectory may be
simultaneously normal and abnormal. We now introduce a key definition for what follows.

Definition 2.14. A normal extremal trajectory γ : [0, T ] → M is called strictly normal if it is not
abnormal. Moreover, if for all s ∈ [0, T ] the restriction γ|[0,s] is also strictly normal, then γ is called
strongly normal.

Remark 2.15. A trajectory is abnormal if and only if the differential DuEx0,T is not surjective. By
linearity of the integral, it is easy to show from Eq. (2.6) that this is equivalent to the relation

span{(Ps,T )∗Dγ(s), s ∈ [0, T ]} 6= Tγ(T )M.

In particular γ is strongly normal if and only if a short segment γ|[0,ε] is strongly normal, for some ε ≤ T .

2.4. Pontryagin Maximum Principle

In this section we recall a weak version of the Pontryagin Maximum Principle (PMP) for the optimal
control problem, which rewrites the necessary conditions satisfied by normal optimal solutions in the
Hamiltonian formalism. In particular it states that every normal optimal trajectory of problem (2.2) is
the projection of a solution of a fixed Hamiltonian system defined on T ∗M .

Let us denote by π : T ∗M → M the canonical projection of the cotangent bundle, and by 〈λ, v〉 the
pairing between a cotangent vector λ ∈ T ∗

xM and a vector v ∈ TxM . The Liouville 1-form ς ∈ Λ1(T ∗M)
is defined as follows: ςλ = λ ◦ π∗, for every λ ∈ T ∗M . The canonical symplectic structure on T ∗M is
defined by the non degenerate closed 2-form σ = dς. In canonical coordinates (p, x) ∈ T ∗M one has

ς =
n∑

i=1

pidxi, σ =
n∑

i=1

dpi ∧ dxi.

We denote by ~h the Hamiltonian vector field associated with a function h ∈ C∞(T ∗M). Namely,
dλh = σ(·,~h(λ)) for every λ ∈ T ∗M and the coordinates expression of ~h is

~h =
n∑

i=1

∂h

∂pi

∂

∂xi
− ∂h

∂xi

∂

∂pi
.

Let us introduce the smooth control-dependent Hamiltonian on T ∗M :

H(λ, u) = 〈λ, f(x, u)〉 − L(x, u), λ ∈ T ∗M, x = π(λ).

Assumption (A2) guarantees that, for each λ ∈ T ∗M , the restriction u 7→ H(λ, u) to the fibers of U

has a unique maximum ū(λ). Moreover, the fiber-wise strong convexity of the Lagrangian and an easy
application of the implicit function theorem prove that the map λ 7→ ū(λ) is smooth. Therefore, it is
well defined the maximized Hamiltonian (or simply, Hamiltonian) H : T ∗M → R

H(λ)
.
= max
v∈Ux

H(λ, v) = H(λ, ū(λ)), λ ∈ T ∗M,x = π(λ).

Remark 2.16. When f(x, u) = f0(x) +
∑k

i=1 uifi(x) is written in a local frame, then ū = ū(λ) is
characterized as the solution of the system

(2.8)
∂H
∂ui

(λ, u) = 〈λ, fi(x)〉 − ∂L

∂ui
(x, u) = 0, i = 1, . . . , k.

Theorem 2.17 (PMP, [AS04, PBGM69]). The admissible curve γ : [0, T ] → M is a normal
extremal trajectory if and only if there exists a Lipschitz lift λ : [0, T ] → T ∗M , such that γ(t) = π(λ(t))
and

λ̇(t) = ~H(λ(t)), t ∈ [0, T ].

In particular, γ and λ are smooth. Moreover, the associated control can be recovered from the lift as
u(t) = ū(λ(t)), and the final covector λT = λ(T ) is a normal Lagrange multiplier associated with u,
namely λT DuEx0,T = duJT .
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Thus, every normal extremal trajectory γ : [0, T ] → M can be written as γ(t) = π ◦ et ~H(λ0), for
some initial covector λ0 ∈ T ∗M (although it may be non unique). This observation motivates the next
definition. For simplicity, and without loss of generality, we assume that ~H is complete.

Definition 2.18. Fix x0 ∈ M . The exponential map with base point x0 is the map Ex0 : R+ ×
T ∗
x0
M → M , defined by Ex0(t, λ0) = π ◦ et ~H(λ0).

When the first argument is fixed, we employ the notation Ex0,t : T ∗
x0
M → M to denote the expo-

nential map with base point x0 and time t, namely Ex0,t(λ) = Ex0(t, λ). Indeed, the exponential map is
smooth.

From now on, we call geodesic any trajectory that satisfies the normal necessary conditions for
optimality. In other words, geodesics are admissible curves associated with a normal Lagrange multiplier
or, equivalently, projections of integral curves of the Hamiltonian flow.

2.5. Regularity of the value function

The next well known regularity property of the value function is crucial for the forthcoming sections
(see Definition 2.4).

Theorem 2.19. Let γ : [0, T ] → M ′ be a strongly normal trajectory. Then there exist ε > 0 and an
open neighbourhood U ⊂ (0, ε) ×M ′ ×M ′ such that:

(i) (t, γ(0), γ(t)) ∈ U for all t ∈ (0, ε),
(ii) For any (t, x, y) ∈ U there exists a unique (normal) minimizer of the cost functional Jt, among

all the admissible curves that connect x with y in time t, contained in M ′,
(iii) The value function (t, x, y) 7→ St(x, y) is smooth on U .

According to Definition 2.4, the function S, and henceforth U , depend on the choice of a relatively
compact M ′ ⊂ M . For different relatively compacts, the correspondent value functions S agree on the
intersection of the associated domains U : they define the same germ.

The proof of this result can be found in Appendix A. We end this section with a useful lemma about
the differential of the value function at a smooth point.

Lemma 2.20. Let x0, x ∈ M and T > 0. Assume that the function x 7→ ST (x0, x) is smooth at x
and there exists an optimal trajectory γ : [0, T ] → M joining x0 to x. Then

(i) γ is the unique minimizer of the cost functional JT , among all the admissible curves that connect
x0 with x in time T , and it is strictly normal,

(ii) dxST (x0, ·) = λT , where λT is the final covector of the normal lift of γ.

Proof. Under the above assumptions the function

v 7→ JT (v) − ST (x0, Ex0,T (v)), v ∈ L∞([0, T ],Rk),

is smooth and non negative. For every optimal trajectory γ, associated with the control u, that connects
x0 with x in time T , one has

0 = du
(
JT (·) − ST (x0, Ex0,T (·)

)
= duJT − dxST (x0, ·) ◦DuEx0,T .

Thus, γ is a normal extremal trajectory, with Lagrange multiplier λT = dxST (x0, ·). By Theorem 2.17,
we can recover γ by the formula γ(t) = π◦e(t−T ) ~H(λT ). Then, γ is the unique minimizer of JT connecting
its endpoints.

Next we show that γ is not abnormal. For y in a neighbourhood of x, consider the map

Θ : y 7→ e−T ~H(dyST (x0, ·)).
The map Θ, by construction, is a smooth right inverse for the exponential map at time T . This implies
that x is a regular value for the exponential map and, a fortiori, u is a regular point for the end-point
map at time T . �
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CHAPTER 3

Flag and growth vector of an admissible curve

For each smooth admissible curve, we introduce a family of subspaces, which is related with a
micro-local characterization of the control system along the trajectory itself.

3.1. Growth vector of an admissible curve

Let γ : [0, T ] → M be an admissible, smooth curve such that γ(0) = x0, associated with a smooth
control u. Let P0,t denote the flow defined by u. We define the family of subspaces of Tx0M

(3.1) Fγ(t) .= (P0,t)−1
∗ Dγ(t).

In other words, the family Fγ(t) is obtained by collecting the distributions along the trajectory at the
initial point, by using the flow P0,t (see Fig. 1).

(P0,t)
−1
∗

Fγ(0) = Dx0

bc

bc

γ(t)

Dγ(t)

x0

Fγ(t) = (P0,t)
−1
∗ Dγ(t) ⊂ Tx0

M

Figure 1. The family of subspaces Fγ(t).

Given a family of subspaces in a linear space it is natural to consider the associated flag.

Definition 3.1. The flag of the admissible curve γ is the sequence of subspaces

F
i
γ(t)

.
= span

{
dj

dtj
v(t)

∣∣∣∣ v(t) ∈ Fγ(t) smooth, j ≤ i− 1
}

⊂ Tx0M, i ≥ 1.

Notice that, by definition, this is a filtration of Tx0M , i.e. F i
γ(t) ⊂ F i+1

γ (t), for all i ≥ 1.

Definition 3.2. Let ki(t)
.= dim F i

γ(t). The growth vector of the admissible curve γ is the sequence
of integers Gγ(t) = {k1(t), k2(t), . . .}.

An admissible curve is ample at t if there exists an integer m = m(t) such that F
m(t)
γ (t) = Tx0M .

We call the minimal m(t) such that the curve is ample the step at t of the admissible curve. An admissible
curve is called equiregular at t if its growth vector is locally constant at t. Finally, an admissible curve
is ample (resp. equiregular) if it is ample (resp. equiregular) at each t ∈ [0, T ].

Remark 3.3. One can analogously introduce the family of subspaces (and the relevant filtration)
at any base point γ(s), for every s ∈ [0, T ], by defining the shifted curve γs(t)

.= γ(s + t). Then
Fγs

(t) .= (Ps,s+t)−1
∗ Dγ(s+t). Notice that the relation Fγs

(t) = (P0,s)∗Fγ(s+ t) implies that the growth
vector of the original curve at t can be equivalently computed via the growth vector at time 0 of the
curve γt, i.e. ki(t) = dim F i

γt
(0), and Gγ(t) = Gγt

(0).

Let us stress that the the family of subspaces (3.1) depends on the choice of the local frame (via the
map P0,t). However, we will prove that the flag of an admissible curve at t = 0 and its growth vector (for
all t) are invariant by state-feedback transformation and, in particular, independent on the particular
presentation of the system (see Section 3.3).
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Remark 3.4. The following properties of the growth vector of an ample admissible curve highlight
the analogy with the “classical” growth vector of the distribution.

(i) The functions t 7→ ki(t), for i = 1, . . . ,m(t), are lower semicontinuous. In particular, being
integer valued functions, this implies that the set of points t such that the growth vector is
locally constant is open and dense on [0, T ].

(ii) The function t 7→ m(t) is upper semicontinuous. As a consequence, the step of an admissible
curve is bounded on [0, T ].

(iii) If the admissible curve is equiregular at t, then k1(t) < . . . < km(t) is a strictly increasing
sequence. Let i < m. If ki(t) = ki+1(t) for all t in a open neighbourhood then, using a local
frame, it is easy to see that this implies ki(t) = ki+1(t) = . . . = km(t) contradicting the fact
that the admissible curve is ample at t.

Lemma 3.5. Assume that the curve is equiregular with step m. For every i = 1, . . . ,m − 1, the
derivation of sections of Fγ(t) induces a linear surjective map on the quotients

δi : F
i
γ(t)/F i−1

γ (t) −→ F
i+1
γ (t)/F i

γ(t), ∀ t ∈ [0, T ].

In particular we have the following inequalities for ki = dim F i
γ(t)

ki − ki−1 ≤ ki+1 − ki, ∀ i = 1, . . . ,m− 1.

The proof of Lemma 3.5 is contained in Appendix E. Next, we show how the family Fγ(t) can be
conveniently employed to characterize strictly and strongly normal geodesics.

Proposition 3.6. Let γ : [0, T ] → M be a geodesic. Then

(i) γ is strictly normal if and only if span{Fγ(s), s ∈ [0, T ]} = Tx0M ,
(ii) γ is strongly normal if and only if span{Fγ(s), s ∈ [0, t]} = Tx0M for all 0 < t ≤ T ,
(iii) If γ is ample at t = 0, then it is strongly normal.

Proof. Recall that a geodesic γ : [0, T ] → M is abnormal on [0, T ] if and only if the differential
DuEx0,T is not surjective, which implies (see Remark 2.15)

span{(Ps,T )∗Dγ(s), s ∈ [0, T ]} 6= Tγ(T )M.

By applying the inverse flow (P0,T )−1
∗ : Tγ(T )M → Tγ(0)M , we obtain

span{Fγ(s), s ∈ [0, T ]} 6= Tx0M.

This proves (i). In particular, this implies that a geodesic is strongly normal if and only if

span{Fγ(s), s ∈ [0, t]} = Tx0M, ∀ 0 < t ≤ T,

which proves (ii). We now prove (iii). We argue by contradiction. If the geodesic is not strongly normal,
there exists some λ ∈ T ∗

x0
M such that 〈λ,Fγ(t)〉 = 0, for all 0 < t ≤ T . Then, by taking derivatives at

t = 0, we obtain that 〈λ,F i
γ(0)〉 = 0, for all i ≥ 0, which is impossible since the curve is ample at t = 0

by hypothesis. �

Remark 3.7. Ample geodesics play a crucial role in our approach to curvature, as we explain in
Chapter 4. By Proposition 3.6, these geodesics are strongly normal. One may wonder whether the
generic covector λ0 ∈ T ∗

x0
M corresponds to a strongly normal (or even ample) geodesic. The answer to

this question is trivial when there are no abnormal trajectories (e.g. in Riemannian geometry), but the
matter is quite delicate in general. For this reason, in order to define the curvature of an affine control
system, we assume in the following that the set of ample geodesics is non empty. Eventually, we address
the problem of existence of ample geodesics for linear quadratic control systems and sub-Riemannian
geometry. In these cases, we will prove that a generic normal geodesic is ample.

3.2. Linearised control system and growth vector

It is well known that the differential of the end-point map at a point u ∈ U is related with the
linearisation of the control system along the associated trajectory. The goal of this section is to discuss
the relation between the controllability of the linearised system and the ampleness of the geodesic.
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3.2.1. Linearisation of a control system in Rn. We start with some general considerations.
Consider the nonlinear control system in Rn

ẋ = f(x, u), x ∈ R
n, u ∈ R

k,

where f : Rn × Rk → Rn is smooth. Fix x0 ∈ Rn, and consider the end-point map Ex0,t : U → Rn

for t ≥ 0. Consider a smooth solution xu(t), associated with the control u(t), such that xu(0) = x0.
The differential of the end-point map DuEx0,t : L∞([0, T ],Rk) → Rn at u is related with the end-point
map of the linearised system at the pair (xu(t), u(t)). More precisely, for every v ∈ L∞([0, T ],Rk) the
trajectory y(t) .= DuEx0,t(v) ∈ Rn is the solution of the non-autonomous linear system

(3.2)

{
ẏ(t) = A(t)y(t) +B(t)v(t),
y(0) = 0,

where A(t) .=
∂f

∂x
(xu(t), u(t)) and B(t) .=

∂f

∂u
(xu(t), u(t)) are smooth families of n×n and n×k matrices,

respectively. We have the formula

y(t) = DuEx0,t(v) = M(t)
∫ t

0

M(s)−1B(s)v(s)ds,

where M(t) is the solution of the matrix Cauchy problem Ṁ(t) = A(t)M(t), with M(0) = I. Indeed the
solution M(t) is defined on the whole interval [0, T ], and it is invertible therein.

Definition 3.8. The linear control system (3.2) is controllable in time T > 0 if, for any y ∈ R
n,

there exists v ∈ L∞([0, T ],Rk) such that the associated solution yv(t) satisfies yv(T ) = y.

Let us recall the following classical controllability condition for a linear non-autonomous system,
which is the non-autonomous generalization of the Kalman condition (see e.g. [Cor07]). For a set {Mi}
of n× k matrices, we denote with span{Mi} the vector space generated by the columns of the matrices
in {Mi}.

Proposition 3.9. Consider the control system (3.2), with A(t), B(t) smooth, and define

(3.3) B1(t) .= B(t), Bi+1(t) .= A(t)Bi(t) − Ḃi(t).

Assume that there exist t ∈ [0, T ] and m > 0 such that span{B1(t), B2(t), . . . , Bm(t)} = Rn. Then the
system (3.2) is controllable in time T .

Remark 3.10. Notice that, using M(t) as a time-dependent change of variable, the new curve
ζ(t) .= M(t)−1y(t) ∈ Rn satisfies

(3.4)

{
ζ̇(t) = M(t)−1B(t)v(t),
ζ(0) = 0.

If the controllability condition of Proposition (3.9) is satisfied for the pair (A(t), B(t)), then it is
satisfied also for the pair (0, C(t)), with C(t) = M(t)−1B(t), as a consequence of the identity C(i)(t) =
(−1)iM(t)−1Bi+1(t). Therefore, the controllability conditions for the control systems (3.2) and (3.4) are
equivalent. Moreover, both systems are controllable if and only if one of them is controllable.

3.2.2. Linearisation of a control system in the general setting. Let us go back to the general
setting. Let γ be a smooth admissible trajectory associated with the control u such that γ(0) = x0. We
are interested in the linearisation of the affine control system at γ. Consider the image of a fixed control
v ∈ L∞([0, T ],Rk) through the differential of the end-point map Ex0,t, for every t ≥ 0:

DuEx0,t : L∞([0, T ],Rk) → Tγ(t)M, γ(t) = Ex0,t(u).

In this case, for each t ≥ 0, the image of v belongs to a different tangent space. In order to obtain a
well defined differential equation, we collect the family of vectors in a single vector space through the
composition with the push forward (P0,t)−1

∗ : Tγ(t)M → Tx0M :

(P0,t)−1
∗ ◦DuEx0,t : L∞([0, T ],Rk) → Tx0M.

Using formula (2.6) one easily finds

(P0,t)−1
∗ ◦DuEx0,t(v) =

∫ t

0

(P0,s)−1
∗ fv(s)(γ(s))ds.
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Denoting ζ(t) .= (P0,t)−1
∗ ◦DuEx0,t(v) ∈ Tx0M one has that, in a local frame, this curve satisfies

ζ̇(t) = (P0,t)−1
∗ fv(t)(γ(t)) =

k∑

i=1

vi(t)(P0,t)−1
∗ fi(γ(t)).

Therefore, ζ(t) is a solution of the control system

(3.5)

{
ζ̇(t) = C(t)v(t),
ζ(0) = 0,

where the n × k matrix C(t) has columns Ci(t)
.
= (P0,t)−1

∗ fi(γ(t)) for i = 1, . . . , k. Eq. (3.5) is the
linearised system along the admissible curve γ. By hypothesis, γ is smooth. Then the linearised system
is also smooth.

Remark 3.11. Notice that the composition of the end-point map with (P0,t)−1
∗ corresponds to the

time dependent transformation M(t)−1 of Remark 3.10.

3.2.3. Growth vector and controllability. From the definition of growth vector of an admissible
curve, it follows that

F
i
γ(t) = span{C(t), Ċ(t) . . . , C(i−1)(t)}, i ≥ 1.

This gives an efficient criterion to compute the geodesic growth vector of the admissible curve γu
associated with the control u. Define in any local frame f1, . . . , fk and any coordinate system in a
neighbourhood of γ, the n× n and n× k matrices, respectively:

A(t) .=
∂f

∂x
(γu(t), u(t)) =

∂f0

∂x
(γu(t)) +

k∑

i=1

ui(t)
∂fi
∂x

(γu(t)),(3.6)

B(t)
.
=
∂f

∂u
(γu(t), u(t)) = [fi(γu(t))]i=1,...,k .(3.7)

Denoting by Bj(t) the matrices defined as in (3.3), and recalling Remark 3.10, we have

ki(t) = dim F
i
γ(t) = rank{B1(t), . . . , Bi(t)}.

Assume now that the admissible curve γ is actually a normal geodesic of the optimal control system.
As a consequence of this discussion and Proposition 3.9, we obtain the following characterisation in terms
of the controllability of the linearised system.

Proposition 3.12. Let γ : [0, T ] → M be a geodesic. Then

(i) γ is strictly normal ⇔ the linearised system is controllable in time T ,
(ii) γ is strongly normal ⇔ the linearised system is controllable in time t, ∀ t ∈ (0, T ],

(iii)t γ is ample at t ∈ [0, T ] ⇔ the controllability condition of Proposition 3.9 is satisfied at t ∈ [0, T ].

In particular (iii)0 ⇒(ii) ⇒(i). Moreover (i) ⇒(ii) ⇒(iii)t for all t ∈ [0, T ] in the analytic case.

The implications in the analytic case are a classical fact about the controllability of non autonomous
analytic linear systems. See, for example, [Cor07, Sec. 1.3].

3.3. State-feedback invariance of the flag of an admissible curve

In this section we prove that, albeit the family Fγ(t) depends on the choice of the local trivialization,
the flag of an admissible curve at t = 0 is invariant by state-feedback transformation, hence it does not
depend on the presentation. This also implies that the growth vector of the admissible curve is well-
defined (for all t). In this section we use the shorthand F i

γ = F i
γ(0), when the flag is evaluated at

t = 0.

Proposition 3.13. The flag F 1
γ ⊂ F 2

γ ⊂ . . . ⊂ Tx0M is state-feedback invariant. In particular it
does not depend on the presentation of the control system.

The next corollary is a direct consequence of Proposition 3.13 and Remark 3.3.

Corollary 3.14. The growth vector of an admissible curve Gγ(t) is state-feedback invariant.
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Proof of Proposition 3.13. Recall that every state-feedback transformation is the composition
of pure state and a pure feedback one. For pure state transformations the statement is trivial, since it
is tantamount to a change of variables on the manifold. Thus, it is enough to prove the proposition for
pure feedback ones. Recall that the subspaces F i

γ are defined, in terms of a given presentation, as

F
i
γ = span{C(0), . . . , C(i−1)(0)}, i ≥ 1,

where the columns of the matrices C(t) are given by the vectors Ci(t) = (P0,t)−1
∗ fi(γ(t)). A pure feedback

transformation corresponds to a change of presentation. Thus, let

ẋ = f(x, u) = f0(x) +
k∑

i=1

uifi(x), ẋ = f ′(x, u′) = f ′
0(x) +

k∑

i=1

u′
if

′
i(x),

related by the pure feedback transformation u′
i = ψi(x, u) = ψi,0(x) +

∑k
j=1 ψi,j(x)uj . In particular (see

also Remark 2.7)

(3.8) f0(x) = f ′
0(x) +

k∑

i=1

ψi,0(x)f ′
i(x), fi(x) =

k∑

j=1

ψj,i(x)f ′
j(x).

Denote by A(t), A′(t) and B(t), B′(t) the matrices (3.6) and (3.7) associated with the two presentations,
in some set of coordinates. According to Remark 3.10, C(t) = M(t)−1B(t), where M(t) is the solution of
Ṁ(t) = A(t)M(t), with M(0) = I, and analogous formulae for the “primed” counterparts. In particular,
since C(i)(t) = (−1)iM(t)−1Bi+1(t) and M(0) = M(0)′ = I, we get

(3.9) F
i
γ = span{B1(0), . . . , Bi(0)}, (F i

γ)′ = span{B′
1(0), . . . , B′

i(0)},
where Bi(t) and B′

i(t) are the matrices defined in Proposition 3.9 for the two systems. Notice that
Eq. (3.9) is true only at t = 0. We prove the following property, which implies our claim: there exists
an invertible matrix Ψ(t) such that

(3.10) Bi+1(t) = B′
i+1(t)Ψ(t) mod span{B′

1(t), . . . , B′
i(t)},

where Eq. (3.10) is meant column-wise. Indeed, from Eq. (3.8) we obtain the relations

(3.11) A(t) = A′(t) +B′(t)Φ(t), B(t) = B′(t)Ψ(t),

where Ψ(t) and Φ(t) are k × k and k × n matrices, respectively, with components

Ψ(t)iℓ
.
= ψi,ℓ(x(t)), Φ(t)iℓ

.
=
∂ψi,0
∂xℓ

(x(t)) +
k∑

j=1

uj(t)
∂ψi,j
∂xℓ

(x(t)).

Notice that, by definition of feedback transformation, Ψ(t) is invertible. We prove Eq. (3.10) by induc-
tion. For i = 0, it follows from (3.11). The induction assumption is (we omit t)

Bi = B′
iΨ +

i−1∑

j=0

B′
jΘj , for some time dependent k × k matrices Θj.

Let X ≃ Y denote X = Y mod span{B′
1, . . . , B

′
i}, column-wise. Then

Bi+1 = ABi − Ḃi ≃

≃ (A′B′
i − Ḃ′

i)Ψ +
i−1∑

j=0

(A′B′
j − Ḃ′

j)Θj ≃ B′
i+1Ψ.

We used that A = A′ mod span{B′}, hence we can replace A by A′. Moreover all the terms with the
derivatives of Θj belong to span{B′

1, . . . , B
′
i}. �

3.4. An alternative definition

In this section we present an alternative definition for the flag of an admissible curve, at t = 0. The
idea is that the flag Fγ = Fγ(0) of a smooth, admissible trajectory γ can be obtained by computing
the Lie derivatives along the direction of γ of sections of the distribution, namely elements of D . In this
sense, the flag of an admissible curve carries informations about the germ of the distribution along the
given trajectory.
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Let γ : [0, T ] → M be a smooth admissible trajectory, such that x0 = γ(0). By definition, this means
that there exists a smooth map u : [0, T ] → U such that γ̇(t) = f(γ(t), u(t)).

Definition 3.15. We say that T ∈ f0 + D is a smooth admissible extension of γ̇ if there exists a
smooth section σ : M → U such that σ(γ(t)) = u(t) and T = f ◦ σ.

In other words T is a vector field extending γ̇ obtained through the bundle map f : U → TM
from an extension of the control u (seen as a section of U over the curve γ). Notice that, if γ̇(t) =
f0(γ(t))+

∑k
i=1 ui(t)fi(γ(t)), an admissible extension of γ̇ is a smooth field of the form T = f0+

∑k
i=1 αifi,

where αi ∈ C∞(M) are such that αi(γ(t)) = ui(t) for all i = 1, . . . , k.
With abuse of notation, we employ the same symbol F i

γ for the following alternative definition.

Definition 3.16. The flag of the admissible curve γ is the sequence of subspaces

F
i
γ
.= span{Lj

T
(X)|x0 |X ∈ D , j ≤ i− 1} ⊂ Tx0M, i ≥ 1,

where LT denotes the Lie derivative in the direction of T.

Notice that, by definition, this is a filtration of Tx0M , i.e. F i
γ ⊂ F i+1

γ , for all i ≥ 1. Moreover,
F 1
γ = Dx0 . In the rest of this section, we show that Definition 3.16 is well posed, and is equivalent to

the original Definition 3.1 at t = 0.

Proposition 3.17. Definition 3.16 does not depend on the admissible extension of γ̇.

Proof. Let F i
γ and F̃ i

γ the subspaces obtained via Definition 3.16 with two different extensions

T and T̃ of γ̇, respectively. In particular, the field V
.= T̃ − T ∈ D vanishes on the support of γ. We

prove that F̃ i
γ = F i

γ by induction. For i = 1 the statement is trivial. Then, assume F̃ i
γ = F i

γ . Since

F̃ i+1
γ = F̃ i

γ + span{Li
T̃
(X)|x0 |X ∈ D}, it sufficient to prove that

(3.12) Li
T̃

(X) = Li
T

(X) mod F
i
γ , X ∈ D .

Notice that Li
T̃

(X) = Li
T
(X) +W , where W ∈ Vec(M) is the sum of terms of the form

W = Lℓ
T
([V, Y ]), for some Y ∈ Vec(M), 0 ≤ ℓ ≤ i− 1.

In terms of a local set of generators f1, . . . , fk of D , V =
∑k
i=1 vjfj , where the functions vi vanish

identically on the support of γ, namely vj(γ(t)) = 0 for t ∈ [0, T ]. Then, an application of the binomial
formula for derivations leads to

W =
k∑

j=1

Lℓ
T

(vj [fj , Y ]) − Lℓ
T

(Y (vj)fj) =
k∑

j=1

ℓ∑

h=0

(
ℓ

h

)(
Lh

T
(vj)Lℓ−hT

([fi, Y ]) − Lh
T

(Y (vj))Lℓ−hT
(fi)

)
.

Observe that Lh
T
(vj)|x0 = dhvj

dth

∣∣∣
t=0

= 0, for all h ≥ 0. Then, if we evaluate W at x0, we obtain

W |x0 = −
k∑

j=1

ℓ∑

h=0

(
ℓ

h

)
Lh

T
(Y (vj))|x0 Lℓ−h

T
(fi).

Then, since 0 ≤ ℓ ≤ i− 1, and by the induction hypothesis, W |x0 ∈ F i
γ and Eq. (3.12) follows. �

Proposition 3.18. Definition 3.16 is equivalent to Definition 3.1 at t = 0.

Proof. Recall that, according to Definition 3.1, at t = 0

F
i
γ = F

i
γ(0) = span

{
dj

dtj

∣∣∣∣
t=0

v(t)
∣∣∣∣ v(t) ∈ Fγ(t) smooth, j ≤ i− 1

}
⊂ Tx0M, i ≥ 1.

where Fγ(t) = (P0,t)−1
∗ Dγ(t). By Proposition 3.13, the flag at t = 0 is state-feedback invariant. Then,

up to a (local) pure feedback transformation, we assume that the fixed smooth admissible trajectory
γ : [0, T ] → M is associated with a constant control, namely γ̇(t) = f0(γ(t)) +

∑k
i=1 uifi(γ(t)), where

u ∈ L∞([0, T ],Rk) is constant. In this case, the flow P0,t : M → M is actually the flow of the autonomous
vector field T

.= f0 +
∑k
i=1 uifi, that is P0,t = etT.
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Indeed T ∈ f0 + D is an admissible extension of γ̇. Moreover, any smooth v(t) ∈ Fγ(t) is of the
form v(t) = (P0,t)−1

∗ X |γ(t), where X ∈ D . Then

dj

dtj

∣∣∣∣
t=0

v(t) =
dj

dtj

∣∣∣∣
t=0

(P0,t)−1
∗ X |γ(t) =

dj

dtj

∣∣∣∣
t=0

e−tT
∗ X |γ(t) = Lj

T
(X)|x0 ,

where in the last equality we have employed the definition of Lie derivative. �

Remark 3.19. To end this section, observe that, for any equiregular smooth admissible curve γ :
[0, T ] → M , the Lie derivative in the direction of the curve defines surjective linear maps

LT : F
i
γ(t)/F

i−1
γ(t) → F

i+1
γ(t)/F

i
γ(t), i ≥ 1,

for any fixed t ∈ [0, T ] as follows. Let T ∈ Vec(M) be any admissible extension of γ̇. Similarly,
for X ∈ F i

γ(t), consider a smooth extension of X along the curve γ such that X |γ(s) ∈ F i
γ(s) for all

s ∈ [0, T ]. Then we define

LT(X) := [T,X ]|γ(t) mod F
i
γ(t), t ∈ [0, T ].

The proof that LT does not depend on the choice of the admissible extension T is the same of Proposi-
tion 3.17 and for this reason we omit it. The fact that it depends only on the value of X mod F

i−1
γ(t) at

the point γ(t) is similar, under the equiregularity assumption.
In particular, notice that the maps Li

T
: Fγ(t) → F

i+1
γ(t)/F

i
γ(t), for i ≥ 1, are well defined, surjective

linear maps from the distribution Dγ(t) = Fγ(t).
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CHAPTER 4

Geodesic cost and its asymptotics

In this chapter we define the geodesic cost function and we state the main result about the existence
of its asymptotics (see Theorems A-B). We anticipate that, in the Riemannian setting, the cost function
is the squared Riemannian distance. In this case one can recover the Riemannian sectional curvature
from its asymptotics, as we explain in Section 4.1 (see also the Riemannian example in Section 4.5.1).
This connection paves the way for the definition of curvature of an affine optimal control system that
follows.

4.1. Motivation: a Riemannian interlude

Let M be an n-dimensional Riemannian manifold. In this case, U = TM , and f : TM → TM is the
identity bundle map. Let f1, . . . , fn be a local orthonormal frame for the Riemannian structure. Any
Lipschitz curve on M is admissible, and is a solution of the control system

ẋ =
n∑

i=1

uifi(x), x ∈ M, u ∈ R
n.

The cost functional, whose extremals are the classical Riemannian geodesics, is

JT (u) =
1
2

∫ T

0

n∑

i=1

ui(t)2dt.

The value function ST can be written in terms of the Riemannian distance d : M ×M → R as follows:

ST (x, y) =
1

2T
d

2(x, y), x, y ∈ M.

Let γv(t), γw(s) be two arclength parametrized geodesics, with initial vectors v, w ∈ Tx0M , respectively,
starting from x0. Let us define the function C(t, s) .= 1

2 d
2(γv(t), γw(s)). It is well known that C is

smooth at (0, 0) (this is not true in more general settings, such as sub-Riemannian geometry). The next
formula, due to Loeper and Villani provides, a posteriori, the geometrical motivation of our approach
(see Lemma 4.12 in Section 4.5.1 for a proof and more detailed explanation):

C(t, s) =
1
2

(
t2 + s2 − 2〈v|w〉ts

)
− 1

6
〈R∇(v, w)v|w〉t2s2 + t2s2o(|t| + |s|),

where 〈·|·〉 denotes the Riemannian inner product and R∇ is the Riemann curvature tensor. In particular,
the Riemannian curvature tensor can be recovered from the derivatives of C(t, s):

〈R∇(v, w)v|w〉 = −3
2
∂4C

∂t2∂s2
(0, 0).

Then “the Riemannian curvature is the second order term in the Taylor expansion (w.r.t. the variable
t) of the Hessian of C(t, s) (w.r.t. the variable s) computed at (t, s) = (0, 0)”.

4.2. Geodesic cost

Definition 4.1. Let x0 ∈ M and consider a strongly normal geodesic γ : [0, T ] → M such that
γ(0) = x0. The geodesic cost associated with γ is the family of functions

ct(x) .= −St(x, γ(t)), x ∈ M, t > 0,

The geodesic cost function is smooth in a neighbourhood of x0, and for t > 0 sufficiently small. More
precisely, Theorem 2.19, applied to the geodesic cost, can be rephrased as follows.

Theorem 4.2. Let x0 ∈ M and γ : [0, T ] → M be a strongly normal geodesic such that γ(0) = x0.
Then there exist ε > 0 and an open set U ⊂ (0, ε) ×M such that

(i) (t, x0) ∈ U for all t ∈ (0, ε),
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x0

γ(t)

x 7→ −St(x, γ(t))

b

x

Figure 1. The geodesic cost function.

(ii) The geodesic cost function (t, x) 7→ ct(x) is smooth on U .

Moreover, for any (t, x) ∈ U , there exists a unique (normal) minimizer of the cost functional Jt, among
all the admissible curves that connect x with γ(t).

In the following, ċt denotes the derivative of the geodesic cost with respect to t.

Proposition 4.3. Under the assumptions above, dx0ct = λ0, for all t ∈ (0, ε). In particular x0 is a
critical point for the function ċt for all t ∈ (0, ε).

Proof. First observe that, in general, if γ(t) is an admissible curve for an affine control system,
the “reversed” curve γ̃(t) .= γ(T − t) is no longer admissible. As a consequence, the value function
(x0, x1) 7→ ST (x0, x1) is not symmetric and we cannot directly apply Lemma 2.20 To compute the
differential of the value function x 7→ −St(x, γ(t)) at x0. Nevertheless, we can still exploit Lemma 2.20,
by passing to an associated control problem with reversed dynamic.

Lemma 4.4. Consider the control system with reversed dynamic

ẋ = f̃(x, u), x ∈ M, f̃(x, u) .= −f(x, u),

JT (u) → min .

Let S̃T be the value function of this problem. Then S̃T (x0, x1) = ST (x1, x0), for all x0, x1 ∈ M .

Proof of Lemma 4.4. It is easy to see that the map γ(t) 7→ γ̃(t)
.
= γ(T − t) defines a one-to-

one correspondence between admissible curves for the two problems. Moreover, if γ is associated with
the control u, then γ̃ is associated with control ũ(t) .= u(T − t). Since the cost is invariant by this
transformation, one has S̃T (x1, x0) = ST (x0, x1). Notice that this transformation preserves normal and
abnormal trajectories and minimizers. �

The Hamiltonian of the reversed system is H̃(λ) = H(−λ). Let i : T ∗M → T ∗M be the fiberwise

linear map λ 7→ −λ. Then, i∗
~̃
H(λ) = − ~H(−λ) (i.e. ~̃

H is i∗-related with − ~H). This implies that,
if λ(t) is the lift of the geodesic γ(t) for the original system, then λ̃(t) .= −λ(T − t) is the lift of the
geodesic γ̃(t) = γ(T − t) for the reversed system. In particular, the final covector of the reversed geodesic
λ̃T = λ̃(T ) = −λ(0) = −λ0 is equal to minus the initial covector of the original geodesic. Thus, we can
apply Lemma 2.20 and obtain

dx0cT = −dx0ST (·, γ(T )) = −dx0(S̃T (γ(T ), ·)) = −λ̃(T ) = λ0.

where γ̃ : [0, T ] → M is the unique strictly normal minimizer of the cost functional J̃T = JT of the
reversed system such that γ̃(0) = γ(T ) and γ̃(T ) = x0. �

4.3. Hamiltonian inner product

In this section we introduce an inner product on the distribution, which depends on a given geodesic.
Namely, it is induced by the second derivative of Hamiltonian of the control system at a point λ ∈ T ∗M ,
associated with a geodesic.
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A non-negative definite quadratic form, defined on the dual of a vector space V ∗, induces an inner
product on a subspace of V as follows. Recall first that a quadratic form can be defined as a self-adjoint
linear map B : V ∗ → V . B is non-negative definite if, for all λ ∈ V ∗, 〈λ,B(λ)〉 ≥ 0. Let us define a
bilinear map on Im (B) ⊂ V by the formula

〈w1|w2〉B .= 〈λ1, B(λ2)〉, where wi = B(λi).

It is easy to prove that 〈·|·〉B is symmetric and does not depend on the representatives λi. Moreover,
since B is non-negative definite, 〈·|·〉B is an inner product on Im (B).

Now we go back to the general setting. Fix a point x ∈ M , consider the restriction of the Hamiltonian
H to the fiber Hx

.
= H |T∗

xM and denote by d2
λHx its second derivative at the point λ ∈ T ∗

xM . We show
that d2

λHx is a non-negative quadratic form and, as a self-adjoint linear map d2
λHx : T ∗

xM → TxM , its
image is exactly the distribution at the base point.

Lemma 4.5. For every λ ∈ T ∗
xM , d2

λHx is non-negative definite and Im (d2
λHx) = Dx.

Proof. We prove the result by computing an explicit expression for d2
λHx in coordinates λ = (p, x)

on T ∗M . Recall that the maximized Hamiltonian H is defined by the identity

H(p, x) = H(p, x, ū) = 〈p, f0(x)〉 +
k∑

i=1

ūi〈p, fi(x)〉 − L(x, ū),

where ū = ū(p, x) is the solution of the maximality condition

(4.1) 〈p, fi(x)〉 =
∂L

∂ui
(x, ū(p, x)), i = 1, . . . , k.

By the chain rule, we obtain

∂H

∂p
(p, x) = f0(x) +

k∑

i=1

ūifi(x) +
∂ūi
∂p

〈p, fi(x)〉 − ∂L

∂ui

∂ūi
∂p︸ ︷︷ ︸

=0

.

By differentiating Eq. (4.1) with respect to p, we get

fi(x) =
k∑

j=1

∂2L

∂ui∂uj

∂ūj
∂p

, i = 1, . . . , k.

Finally, we compute the second derivatives matrix

(4.2)
∂2H

∂p2
(p, x) =

k∑

i=1

∂ūi
∂p

f∗
i (x) =

k∑

i,j=1

fi(x)
(

∂2L

∂ui∂uj

)−1

f∗
j (x).

Since the Hessian of L (with respect to u) is positive definite, Eq. (4.2) implies that d2
λHx is non-

negative definite and Im d2
λHx ⊂ Dx. Moreover, it is easy to see that rank ∂2H

∂p2 = dim Dx, therefore
Im (d2

λHx) = Dx. �

Definition 4.6. For any λ ∈ T ∗
xM , the Hamiltonian inner product (associated with λ) is the inner

product 〈·|·〉λ induced by d2
λHx on Dx.

Remark 4.7. We stress that, for any fixed x ∈ M , the subspace Dx ⊂ TxM , where the inner product
〈·|·〉λ is defined, does not depend on the choice of the element λ in the fiber T ∗

xM . When Hx itself is a
quadratic form, d2

λHx = 2Hx for every λ ∈ T ∗
xM . Therefore, the inner product 〈·|·〉λ does not depend

on the choice of λ ∈ TxM . This is the case, for example, of an optimal control system defined by a
sub-Riemannian structure, in which the inner product just defined is precisely the sub-Riemannian one
(see Chapter 5).

4.4. Asymptotics of the geodesic cost function and curvature

Let f : M → R be a smooth function defined on a smooth manifold M . Its first differential at a
point x ∈ M is the linear map dxf : TxM → R. The second differential of f , as a symmetric bilinear
form, is well defined only at a critical point, i.e. at those points x ∈ M such that dxf = 0. Indeed, in
this case, the map

d2
xf : TxM × TxM → R, d2

xf(v, w) = V (W (f))(x),
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where V,W are vector fields such that V (x) = v and W (x) = w, respectively, is a well defined symmetric
bilinear form which does not depend on the choice of the extensions.

The quadratic form associated with the second differential of f at x which, for simplicity, we denote
by the same symbol d2

xf : TxM → R, is

d2
xf(v) =

d2

dt2

∣∣∣∣
t=0

f(γ(t)), γ(0) = x, γ̇(0) = v.

Now, for λ ∈ T ∗
x0
M , consider the geodesic cost function associated with the strongly normal geodesic

γ(t) = Ex0(t, λ), starting from x0. By Proposition 4.3, for every t ∈ (0, ε), the function x 7→ ċt(x) has a
critical point at x0. Hence we can consider the family of quadratic forms defined on the distribution

d2
x0
ċt
∣∣
Dx0

: Dx0 → R, t ∈ (0, ε),

obtained by the restriction of the second differential of ċt to the distribution Dx0 . Then, using the
inner product 〈·|·〉λ induced by d2

λHx on Dx introduced in Section 4.3, we associate with this family of
quadratic forms the family of symmetric operators on the distribution Qλ(t) : Dx0 → Dx0 defined by the
identity

(4.3) d2
x0
ċt(v) .= 〈Qλ(t)v|v〉λ, t ∈ (0, ε), v ∈ Dx0 .

The assumption that the geodesic is strongly normal ensures the smoothness of Qλ(t) for small t > 0. If
the geodesic is also ample, we have a much stronger statement about the asymptotic behaviour of Qλ(t)
for t → 0.

Theorem A. Let γ : [0, T ] → M be an ample geodesic with initial covector λ ∈ T ∗
x0
M , and let

Qλ(t) : Dx0 → Dx0 be defined by (4.3). Then t 7→ t2Qλ(t) can be extended to a smooth family of
operators on Dx0 for small t ≥ 0, symmetric with respect to 〈·|·〉λ. Moreover,

Iλ .= lim
t→0+

t2Qλ(t) ≥ I > 0,

as operators on (Dx0 , 〈·|·〉λ). Finally

d

dt

∣∣∣∣
t=0

t2Qλ(t) = 0.

As a consequence of Theorem A we are allowed to introduce the following definitions.

Definition 4.8. Let λ ∈ T ∗
x0
M be the initial covector associated with an ample geodesic. The

curvature is the symmetric operator Rλ : Dx0 → Dx0 defined by

Rλ
.=

3
2
d2

dt2

∣∣∣∣
t=0

t2Qλ(t).

The Ricci curvature at λ ∈ T ∗
x0
M is defined by Ric(λ) .= tr Rλ.

In particular, we have the following Laurent expansion for the family of symmetric operators Qλ(t) :
Dx0 → Dx0 :

(4.4) Qλ(t) =
1
t2

Iλ +
1
3

Rλ +O(t), t > 0.

The normalization factor 1/3 appearing in (4.4) in front of the operator Rλ is necessary for recovering the
sectional curvature in the case of a control system defined by a Riemannian structure (see Section 4.5.1).
We stress that, by construction, Iλ and Rλ are operators on the distributions, symmetric with respect
to the inner product 〈·|·〉λ.

Remark 4.9. Theorem A states that the curvature is encoded in the time derivative of the geodesic
cost, namely the function ċt(x), for small t and x close to x0. A geometrical interpretation of such a
function and an insight of its relation with the curvature can be found in Appendix I.

20



4.4.1. Spectrum of Iλ for equiregular geodesics. Under the assumption that the geodesic is
also equiregular, we can completely characterize the operator Iλ, namely compute its spectrum.

Let us consider the growth vector Gγ = {k1, k2, . . . , km} of the geodesic γ which, by the equiregularity
assumption, does not depend on t. Let di

.= dim F i
γ − dim F i−1

γ = ki − ki−1, for i = 1, . . . ,m (where
k0

.= 0). Recall that di is a non increasing sequence (see Lemma 3.5). Then we can build a tableau with
m columns of length di, for i = 1, . . . ,m, as follows:

(4.5)

n1 . . .

n2 . . . dm
...

... dm−1

nk−1

nk d2

d1

m∑

i=1

di = n = dimM,

d1 = k1 = k
.
= dim Dx0 .

Finally, for j = 1, . . . , k, let nj be the integers denoting the length of the j-th row of the tableau.

Theorem B. Let γ : [0, T ] → M be an ample and equiregular geodesic with initial covector λ ∈ T ∗
x0
M .

Then the symmetric operator Iλ : Dx0 → Dx0 satisfies

(i) spec Iλ = {n2
1, . . . , n

2
k},

(ii) tr Iλ = n2
1 + . . .+ n2

k.

Remark 4.10. Although the family Qλ(t) depends on the cost function, the operator Iλ depends
only on the growth vector Gγ , which is a state-feedback invariant (see Section 3.3). Hence the integers
n1, . . . , nk do not depend on the cost.

Remark 4.11. By the classical identity
∑n

i=1(2i− 1) = n2, we rewrite the trace of Iλ as follows:

tr Iλ =
m∑

i=1

(2i− 1)(dim F
i
γ − dim F

i−1
γ ).

Notice that the right hand side of the above equation makes sense also for a non-equiregular (tough still
ample) geodesic, where the dimensions are computed at t = 0. This number also appears in Chapter 5,
under the name of geodesic dimension, in connection with the asymptotics of the volume growth in
sub-Riemannian geometry.

The proofs of Theorems A and B are postponed to Chapter 7, upon the introduction of the required
technicals tools.

4.5. Examples

In this section we discuss three relevant examples: Riemannian structures, Finsler structures and
an autonomous linear control system on Rn with quadratic cost. In particular, in the first and second
example we show how our construction recovers the classical Riemannian and Finsler flag curvature,
respectively. In the third example we show how to compute Qλ and its expansion, through a direct
manipulation of the cost geodesic function. Examples of Sub-Riemannian structures are discussed in
Sections 5.7 and 5.8.

4.5.1. Riemannian geometry. In this example we characterize the family of operators Qλ and
Iλ for an optimal control system associated with a Riemannian structure. In particular, we show that
Iλ is the identity operator and Rλ recovers the classical sectional curvature.

Let M be an n-dimensional Riemannian manifold. In this case, U = TM , and f : TM → TM is the
identity bundle map. Let f1, . . . , fn be a local orthonormal frame for the Riemannian structure. Any
Lipschitz curve on M is admissible, and is a solution of

ẋ =
n∑

i=1

uifi(x), x ∈ M, u ∈ R
n.
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The cost functional, whose extremals are the classical Riemannian geodesics, is

JT (u) =
1
2

∫ T

0

n∑

i=1

ui(t)2dt.

Every geodesic is ample and equiregular, and has trivial growth vector Gγ = {n} since, for all x ∈ M ,
Dx = TxM . Then, the tableau associated with γ has only one column:

(4.6) ...

and all the rows have length nj = 1 for all j = 1, . . . ,dimM . Moreover, the Hamiltonian inner product
〈·|·〉λ coincides to the Riemannian inner product 〈·|·〉 for every λ ∈ TxM . As a standard consequence of
the Cauchy-Schwartz inequality, and the fact that Riemannian geodesics have constant speed, the value
function ST can be written in terms of the Riemannian distance d : M ×M → R as follows

ST (x, y) =
1

2T
d

2(x, y), x, y ∈ M.

The Riemannian structures realises an isomorphism between Tx0M and T ∗
x0
M , that associates with any

v ∈ Tx0M the covector λ ∈ T ∗
x0
M such that 〈λ, ·〉 = 〈v|·〉. In particular to any initial covector λ ∈ T ∗

x0
M

corresponds an initial vector v ∈ T ∗
x0
M . We call γv : [0, T ] → M the associated geodesic, such that

γv(0) = x0 and γ̇v(0) = v. Thus, the geodesic cost function associated with γv is

ct(x) = − 1
2t

d
2(x, γv(t)).

Then, in order to compute the operators Iλ and Rλ we essentially need an asymptotic expansion of the
“squared distance from a geodesic”. We now perform explicitly the expansion of Eq. (4.4).

Let γv(t), γw(s) be two arclength parametrized geodesics, with initial vectors v, w ∈ Tx0M , respec-
tively, starting from x0. Let us define the function C(t, s) .= 1

2 d
2(γv(t), γw(s)). It is well known that C

is smooth at (0, 0).

Lemma 4.12. The following formula holds true for the Taylor expansion of C(t, s) at (0, 0)

(4.7) C(t, s) =
1
2

(
t2 + s2 − 2〈v|w〉ts

)
− 1

6
〈R∇(v, w)v|w〉t2s2 + t2s2o(|t| + |s|),

where 〈·|·〉 denotes the Riemannian inner product and R∇ is the Riemann curvature tensor.

Proof. Since the geodesics γv and γw are parametrised by arclength, we have

(4.8) C(t, 0) = t2/2, C(0, s) = s2/2, ∀ t, s ≥ 0.

Moreover, by standard computations, we obtain

(4.9)
∂C

∂s
(t, 0) = −t〈v|w〉, ∂C

∂t
(0, s) = −s〈v|w〉, ∀ t, s ≥ 0.

Eqs. (4.8) and (4.9) imply that the monomials tn, stn, sn, tsn with n ≥ 2 do not appear in the Taylor
polynomial. The statement is then reduced to the following identity:

(4.10) −3
2
∂4C

∂t2∂s2
(0, 0) = 〈R∇(w, v)v|w〉.

This identity appeared for the first time in [Loe09, Th. 8.3], in the context of the Ma-Trudinger-Wang
curvature tensor, and also in [Vil, Eq. 14.1]. For a detailed proof one can see also [Gal12, Prop.
1.5.1]. Essentially, this is the very original definition of curvature introduced by Riemann in his famous
Habilitationsvortrag (see [Rie54]). �
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Finally we compute the quadratic form 〈Qλ(t)w|w〉 = d2
x0
ċt(w) for any w ∈ Tx0M

d2
x0
ċt(w) =

∂2

∂s2

∣∣∣∣
s=0

∂

∂t

(
− 1

2t
d2(γv(t), γw(s))

)
=

∂

∂t

(
−1
t

∂2C

∂s2
(t, 0)

)
=

=
1
t2
∂2C

∂s2
(0, 0) +

1
3

(
−3

2
∂4C

∂t2∂s2
(0, 0)

)
+O(t) =

=
1
t2

+
1
3

〈R∇(w, v)v|w〉 +O(t),

(4.11)

where, in the first equality, we can exchange the order of derivations by the smoothness of C(t, s) and,
in the last equality, we used Eqs. (4.8)-(4.10). Now compare Eq. (4.11) with the general expansion of
Eq. (4.4) and we obtain:

Iλ = I, Rλ = R∇(·, v)v.

where λ is the initial covector associated with the geodesic γ. For any fixed λ ∈ T ∗
x0
M , Rλ is a linear

operator on Tx0M , symmetric with respect to the Riemannian scalar product. As a quadratic form on
Tx0M , it computes the sectional curvature of the planes containing the direction of the geodesic, namely

〈Rλw|w〉 = ‖v‖2‖w‖2(1 − cos θ)Sec(v, w), ∀w ∈ Tx0M,

where θ is the Riemannian angle between v and w. Moreover, since the correspondence λ ↔ v is linear,
Rλ is quadratic with respect to λ. In particular, it is homogeneous of degree 2: for any α > 0 we have
Rαλ = α2Rλ. The last property remains true for the curvature of any optimal control problem with
fiber-wise quadratic Hamiltonian (such as sub-Riemannian structures, see Section 5.3).

Finally, for what concerns the Ricci curvature, we observe that

Ric(λ) = tr Rλ =
n∑

i=1

〈R∇(wi, v)v|wi〉 = Ric∇(v),

where w1, . . . , wn is any orthonormal basis of Tx0M and Ric∇ is the classical Ricci curvature associated
with the Riemannian structure. Indeed Ric(λ) is homogeneous of degree 2 in λ.

Remark 4.13. In Chapter 5, we apply our theory to the sub-Riemannian setting, where an analogue
approach, leading to the Taylor expansion of Eq. (4.7) is not possible, for two major differences between
the Riemannian and sub-Riemannian setting. First, geodesics cannot be parametrized by their initial
tangent vector. Second, and crucial, for every x0 ∈ M , the sub-Riemannian squared distance x 7→
d

2(x0, x) is never smooth at x0.

4.5.2. Finsler geometry. The notion of curvature introduced in this paper recovers not only the
classical sectional curvature of Riemannian manifolds, but also the notion of flag curvature of Finsler
manifolds. These structures can be realized as optimal control problems (in the sense of Chapter 2) by
the choice U = TM and f : TM → TM equal to the identity bundle map. Moreover the Lagrangian
is of the form L = F 2/2, where F ∈ C∞(TM \ 0TM ) (0TM is the zero section), is non-negative and
positive-homogeneous, i.e. F (cv) = cF (v) for all v ∈ TM and c > 0. Finally L satisfies the Tonelli
assumption (A2).

In this setting, it is common to introduce the isomorphism τ∗ : T ∗M → TM (the inverse Legendre
transform) defined by

τ∗(λ) .= dλHx, λ ∈ T ∗
xM,

where Hx is the restriction to the fiber T ∗
xM of the Hamiltonian H of the system.

In this case for all x ∈ M , Dx = TxM , hence every geodesic is ample and equiregular, with trivial
growth vector Gγ = {n}. The tableau associated with γ is the same one as for a Riemannian geodesic (4.6)
with only one column whose rows have length nj = 1 for all j = 1, . . . ,dimM . The operator Rλ : TxM →
TxM can be identified with the Finsler flag curvature operator RFv : TxM → TxM , where v = τ∗(λ) is
the flagpole. A more detailed discussion of Finsler structure and the aforementioned correspondence one
can see, for instance, the recent work [Oht13, Example 5.1].

4.5.3. Sub-Riemannian geometry. Since sub-Riemannian geometry is extensively treated in the
forthcoming Chapter 5, we postpone two relevant examples, the Heisenberg group and three-dimensional
contact structures, to Sections 5.7 and 7.5, respectively.
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4.5.4. Linear-quadratic control problems. Let us consider a classical linear-quadratic control
system. Namely M = Rn, U = Rn × Rk and f(x, u) = Ax + Bu is linear both in the state and in the
control variables. Admissible curves are solutions of

ẋ(t) = Ax(t) +Bu(t), x ∈ R
n, u ∈ R

k,

where A and B are two n × n and n × k matrices, respectively. The cost of an admissible trajectory
associated with u is proportional to the square of the L2-norm of the control

JT (u) =
1
2

∫ T

0

u(t)∗u(t)dt.

Since u : [0, T ] → Rk is measurable and essentially bounded, the trajectory x(t;x0) associated with u
such that x(0;x0) = x0 is explicitly computed by the Cauchy formula

x(t;x0) = etAx0 +
∫ t

0

e(t−s)ABu(s)ds.

In this case, the bracket-generating condition (A1) is the classical Kalman controllability condition:

(4.12) span{B,AB, . . . , Am−1B} = R
n.

Since the system is linear, the linearisation along any admissible trajectory coincides with the system
itself. Hence it follows that any geodesic is ample and equiregular. In fact, the geodesic growth vector is
the same for any non-trivial geodesic, and is equal to G = {k1, . . . , km} where:

ki = dim F
i = rank{B,AB, . . . , Ai−1B}, i = 1, . . . ,m.

The associated tableau is the same for any non-trivial geodesic and is built as in (4.5). The lengths of
the rows nj , for j = 1, . . . , k are classically referred to as the controllability indices (or Kronecker indices)
of the linear control systems (see [AS04, Chapter 9] and [Cor07, Chapter 1]).

A standard computation shows that, under the assumption (4.12), there are no abnormal trajectories.
Let us introduce canonical coordinates (p, x) ∈ T ∗Rn ≃ Rn∗ ×Rn. Here, it is convenient to treat p ∈ Rn∗

as a row vector, and x ∈ Rn, u ∈ Rk as column vectors. The Hamiltonian of the system for normal
extremals is

H(p, x, u) = pAx+ pBu− 1
2
u∗u.

The maximality condition gives ū(p, x) = B∗p∗. Then, the maximized Hamiltonian is

H(p, x) = pAx+
1
2
pBB∗p∗.

For a normal trajectory with initial covector λ = (p0, x0), we have p(t;x0, p0) = p0e
−tA and

(4.13) x(t;x0, p0) = etAx0 + etA
∫ t

0

e−sABB∗e−sA∗

ds p∗
0.

Let us denote by C(t) the controllability matrix

C(t)
.
=
∫ t

0

e−sABB∗e−sA∗

ds.

By Eq. (4.13), we can compute the optimal cost to reach the point x̃(t) = x(t;x0, p0), starting at point
x (close to x0), in time t, as follows

ct(x) = −St(x, x̃(t)) = −1
2
p0C(t)p∗

0 + p0(x− x0) − 1
2

(x − x0)∗C(t)−1(x− x0).

Thus, d2
xċt = − d

dtC(t)−1, and the family of quadratic forms Qλ, written in terms of the basis defined by
the columns of B, is represented by the matrix

Qλ(t) = −B∗ d

dt
C(t)−1B.
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The operator Iλ is completely determined by Theorem B. Its eigenvalues coincide with the squares of
the Kronecker indices (or controllability indices) of the control system (see [AS04,Cor07]). Moreover,
the curvature Rλ is

Rλ = −3
2
d2

dt2

∣∣∣∣
t=0

(
t2B∗ d

dt
C(t)−1B

)
= −3

2
d2

dt2

∣∣∣∣
t=0

(
tB∗C(t)−1B

)
.

We stress that, for this specific case, the operators Iλ and Rλ do not depend neither on the geodesic nor
on the initial point since the system is linear (hence it coincides with its linearisation along any geodesic
starting at any point).

Remark 4.14. With straightforward but long computations one can generalize these formulae to
the case of a quadratic cost with a potential of the form

JT (u) =
1
2

∫ T

0

u(t)∗u(t) + xu(t)∗Qxu(t)dt,

where Q is a symmetric n× n matrix, and xu(t) is the trajectory associated with the control u.
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CHAPTER 5

Sub-Riemannian geometry

In this chapter we focus on the sub-Riemannian setting. After a brief introduction, we discuss the
existence of ample geodesics, the regularity of the geodesic cost and the homogeneity properties of the
family Qλ. Then we state the main result of this chapter about the sub-Laplacian of the sub-Riemannian
distance. Finally, we define the concept of geodesic dimension and we investigate the asymptotic rate of
growth of the volume of measurable set under sub-Riemannian geodesic homotheties.

5.1. Basic definitions

Sub-Riemannian structures are particular affine optimal control system, in the sense of Definition 2.1,
where the “drift” vector field is zero and the Lagrangian L is induced by an Euclidean structure on the
control bundle U. For a general introduction to sub-Riemannian geometry from the control theory
viewpoint we refer to [ABB12]. Other classical references are [Bel96,Mon02].

Definition 5.1. Let M be a connected, smooth n-dimensional manifold. A sub-Riemannian struc-
ture on M is a pair (U, f) where:

(i) U is a smooth rank k Euclidean vector bundle with base M and fiber Ux, i.e. for every x ∈ M ,
Ux is a k-dimensional vector space endowed with an inner product.

(ii) f : U → TM is a smooth linear morphism of vector bundles, i.e. f is linear on fibers and the
following diagram is commutative:

U

πU
!!❈

❈

❈

❈

❈

❈

❈

❈

f
// TM

π

��

M

The maps πU and π are the canonical projections of the vector bundles U and TM , respectively. Notice
that once we have chosen a local trivialization for the vector bundle U, i.e. U ≃ M × Rk, we can choose
a basis in the fibers and the map f reads f(x, u) =

∑k
i=1 uifi(x).

Remark 5.2. There is no assumption on the rank of the function f . In other words if we consider,
in some choice of the trivialization of U, the vector fields f1, . . . , fk, they could be linearly dependent at
some (or even at every) point. The structure is Riemannian if and only if dim Dx = n for all x ∈ M .

Remark 5.3 (On the notation). Throughout this chapter, to adhere to the standard notation of the
sub-Riemannian literature, we use the notation Xi = fi for the set of (local) vector fields which define
the sub-Riemannian structure.

The Euclidean structure on the fibers induces a metric structure on the distribution Dx = f(Ux) for
all x ∈ M as follows:

(5.1) ‖v‖2
x
.= min

{
‖u‖2

∣∣∣∣ v = f(x, u)
}
, ∀ v ∈ Dx.

It is possible to show that ‖ · ‖x is a norm on Dx that satisfies the parallelogram law, i.e. it is actually
induced by an inner product 〈·|·〉x on Dx. Notice that the minimum in (5.1) is always attained since we
are minimizing an Euclidean norm in Rk on an affine subspace.

It is always possible to reduce to the case when the control bundle U is trivial without changing the
sub-Riemannian inner product (see [ABB12, Rif14]). In particular it is not restrictive to assume that
the vector fields X1, . . . , Xk are globally defined.

An admissible trajectory for the sub-Riemannian structure is also called horizontal, i.e. a Lipschitz
curve γ : [0, T ] → M such that

γ̇(t) = f(γ(t), u(t)), a.e. t ∈ [0, T ],
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for some measurable and essentially bounded map u : [0, T ] → Rk.

Remark 5.4. Given an admissible trajectory it is pointwise defined its minimal control u : [0, T ] →
Rk such that ‖γ̇(t)‖2 = ‖u(t)‖2 =

∑k
i=1 u

2
i (t) for a.e. t ∈ [0, T ]. In what follows, whenever we speak

about the control associated with a horizontal trajectory, we implicitly assume to consider its minimal
control. This is the sub-Riemannian implementation of Remark 2.11

For every admissible curve γ, it is natural to define its length by the formula

ℓ(γ) =
∫ T

0

‖γ̇(t)‖dt =
∫ T

0

(
k∑

i=1

u2
i (t)

)1/2

dt.

Since the length is invariant by reparametrization, we can always assume that ‖γ̇(t)‖ is constant. The
sub-Riemannian (or Carnot-Carathéodory) distance between two points x, y ∈ M is

d(x, y) .= inf{ℓ(γ) | γ horizontal, γ(0) = x, γ(T ) = y}.
It follows from the Cauchy-Schwartz inequality that, if the final time T is fixed, the minima of the length
(parametrized with constant speed) coincide with the minima of the energy functional:

JT (γ) =
1
2

∫ T

0

‖γ̇(t)‖2dt =
1
2

∫ T

0

k∑

i=1

u2
i (t)dt.

Moreover, if γ is a minimizer with constant speed, one has the identity ℓ2(γ) = 2TJT (γ).
In particular, the problem of finding the sub-Riemannian geodesics, i.e. curves on M that minimize

the distance between two points, coincides with the optimal control problem

(5.2)
ẋ =

k∑

i=1

uiXi(x), x ∈ M,

x(0) = x0, x(T ) = x1, JT (u) → min .

Thus, a sub-Riemannian structure corresponds to an affine optimal control problem (2.2) where f0 = 0
and the Lagrangian L(x, u) = 1

2 ‖u‖2 is induced by the Euclidean structure on U. Extremal trajectories
for the sub-Riemannian optimal control problem can be normal or abnormal according to Definition 2.13.

Remark 5.5. The assumption (A1) on the control system in the sub-Riemannian case reads LiexD =
TxM , for every x ∈ M . This is the classical bracket-generating (or Hörmander) condition on the
distribution D , which implies the controllability of the system, i.e. d(x, y) < ∞ for all x, y ∈ M .
Moreover one can show that d induces on M the original manifold’s topology. When (M, d) is complete
as a metric space, Filippov Theorem guarantees the existence of minimizers joining x to y, for all x, y ∈ M
(see [AS04,ABB12]).

The maximality condition (2.8) of PMP reads ui(λ) = 〈λ,Xi(x)〉, where x = π(λ). Thus the
maximized Hamiltonian is

H(λ) =
1
2

k∑

i=1

〈λ,Xi(x)〉2, λ ∈ T ∗M.

It is easily seen that H : T ∗M → R is also characterized as the dual of the norm on the distribution

H(λ) =
1
2

‖λ‖2, ‖λ‖ = sup{〈λ, v〉 | v ∈ Dx, ‖v‖ = 1}.

Since, in this case, H is quadratic on fibers, we obtain immediately the following properties for the
exponential map

Ex0(t, sλ0) = Ex0(ts, λ0), λ0 ∈ T ∗
x0
M, t, s ≥ 0,

which is tantamount to the fact that the normal geodesic associated with the covector λ0 is the image
of the ray {tλ0, t ≥ 0} ⊂ T ∗

x0
M through the exponential map: Ex0(1, tλ0) = γ(t).

Definition 5.6. Let γ(t) = π ◦ et ~H(λ0) be a strictly normal geodesic. We say that γ(s) is conjugate
to γ(0) along γ if λ0 is a critical point for Ex0,s, i.e. Dλ0 Ex0,s is not surjective.
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Remark 5.7. The sub-Riemannian maximized Hamiltonian is a quadratic function on fibers, which
implies d2

λHx = 2Hx, where Hx = H |T∗
xM and λ ∈ T ∗

xM . In particular d2
λHx does not depend on λ and

the inner product 〈·|·〉λ induced on the distribution Dx coincides with the sub-Riemannian inner product
(see Section 4.3).

The value function at time T > 0 of the sub-Riemannian optimal control problem (5.2) is closely
related with the sub-Riemannian distance as follows:

ST (x, y) =
1

2T
d

2(x, y), x, y ∈ M,

Notice that, with respect to Definition 2.4 of value function, we choose M ′ = M , even if the latter is
not compact. Indeed, the proof of the regularity of the value function in Appendix A can be adapted by
using the fact that small sub-Riemannian balls are compact.

Next, we provide a fundamental characterization for smooth points of the squared distance. Let
x0 ∈ M , and let Σx0 ⊂ M be the set of points x such that there exists a unique minimizer γ : [0, 1] → M
joining x0 with x, which is not abnormal and x is not conjugate to x0 along γ.

Theorem 5.8 (see [Agr09,RT05]). Let x0 ∈ M and set f
.
= 1

2 d
2(x0, ·). The set Σx0 is open, dense

and f is smooth precisely on Σx0 .

This result can be seen as a “global” version of Theorem 2.19. Finally, as a consequence of
Lemma 2.20, if x ∈ Σx0 then dxf = λ(1), where λ(t) is the normal lift of γ(t).

5.1.1. Nilpotent approximation and privileged coordinates. In this section we briefly recall
the concept of nilpotent approximation. For more details we refer to [AGS89,AG01,Jea14,Bel96]. See
also [Mit85] for equiregular structures. The classical presentation that follows relies on the introduction
of a set of privileged coordinates; an intrinsic construction can be found in [ABB12].

Let M be a bracket-generating sub-Riemannian manifold. The flag of the distribution at a point
x ∈ M is the sequence of subspaces D0

x ⊂ D1
x ⊂ D2

x ⊂ . . . ⊂ TxM defined by

D
0
x
.= {0}, D

1
x
.= Dx, D

i+1
x

.= D
i
x + [D i,D ]x,

where, with a standard abuse of notation, we understand that [D i,D ]x is the vector space generated by
the iterated Lie brackets, up to length i + 1, of local sections of the distribution, evaluated at x. We
denote by m = mx the step of the distribution at x, i.e. the smallest integer such that Dm

x = TxM . The
sub-Riemannian structure is called equiregular if dim D i

x does not depend on x ∈ M , for every i ≥ 1.
Let Ox be an open neighbourhood of the point x ∈ M . We say that a system of coordinates

ψ : Ox → R
n is linearly adapted to the flag if, in these coordinates, ψ(x) = 0 and

ψ∗(D i
x) = R

h1 ⊕ . . .⊕ R
hi , ∀ i = 1, . . . ,m,

where hi = dim D i
x − dim D i−1

x for i = 1, . . . ,m. Indeed h1 + . . .+ hm = n.
In these coordinates, x = (x1, . . . , xm), where xi = (x1

i , . . . , x
hi

i ) ∈ Rhi , and TxM = Rh1 ⊕ . . .⊕Rhm .
The space of all differential operators in R

n with smooth coefficients forms an associative algebra with
composition of operators as multiplication. The differential operators with polynomial coefficients form a
subalgebra of this algebra with generators 1, xji , ∂xj

i
, where i = 1, . . . ,m; j = 1, . . . , ki. We define weights

of generators as follows: ν(1) = 0, ν(xji ) = i, ν(∂xj

i
) = −i, and the weight of monomials accordingly.

Notice that a polynomial differential operator homogeneous with respect to ν (i.e. whose monomials are
all of same weight) is homogeneous with respect to dilations δα : Rn → Rn defined by

(5.3) δα(x1, . . . , xm) = (αx1, α
2x2, . . . , α

mxm), α > 0.

In particular for a homogeneous vector field X of weight h it holds δα∗X = α−hX .
Let X ∈ Vec(Rn), and consider its Taylor expansion at the origin as a first order differential operator.

Namely, we can write the formal expansion

X ≈
∞∑

h=−m

X(h),

where X(h) is the homogeneous part of degree h of X (notice that every monomial of a first order
differential operator has weight not smaller than −m). Define the filtration of Vec(Rn)

Vec(h)(Rn) = {X ∈ Vec(Rn) : X(i) = 0, ∀ i < h}, h ∈ Z.
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Definition 5.9. A system of coordinates ψ : Ox → Rn is called privileged for the sub-Riemannian
structure if they are linearly adapted and ψ∗Xi ∈ Vec(−1)(Rn) for every i = 1, . . . , k.

The existence of privileged coordinates is proved, e.g. in [AGS89, Bel96]. Notice, however, that
privileged coordinates are not unique. Now we are ready to define the sub-Riemannian tangent space of
M at x.

Definition 5.10. Given a set of privileged coordinates, the nilpotent approximation at x is the
sub-Riemannian structure on TxM = Rn defined by the set of vector fields X̂1, . . . , X̂k, where X̂i

.=
(ψ∗Xi)(−1) ∈ Vec(Rn).

The definition is well posed, in the sense that the structures obtained by different sets of privileged
coordinates are isometric (see [Bel96, Proposition 5.20]). Then, in what follows we omit the coordinate
map in the notation above, identifying TxM = R

n and a vector field with its coordinate expression in
Rn. The next proposition also justifies the name of the sub-Riemannian tangent space (see [Bel96,
Proposition 5.17]).

Proposition 5.11. The vector fields X̂1, . . . X̂k generate a nilpotent Lie algebra Lie(X̂1, . . . , X̂k) of

step m. At any point z ∈ Rn they satisfy the bracket-generating assumption, namely Liez(X̂1, . . . , X̂k) =
Rn.

Remark 5.12. The sub-Riemannian distance d̂ on the nilpotent approximation is homogeneous with
respect to dilations δα, i.e. d̂(δα(x), δα(y)) = α d̂(x, y).

Definition 5.13. LetX1, . . . , Xk be a set of vector fields which defines the sub-Riemannian structure
on M and fix a system of privileged coordinates at x ∈ M . The ε-approximating system at x is the
sub-Riemannian structure induced by the vector fields Xε

1 , . . . , X
ε
k defined by

Xε
i
.= εδ1/ε∗Xi, i = 1, . . . , k.

The following lemma is a consequence of the definition of ε-approximating system and privileged
coordinates.

Lemma 5.14. Xε
i → X̂i in the C∞ topology of uniform convergence of all derivatives on compact

sets in Rn when ε → 0, for i = 1, . . . , k.

Therefore, the nilpotent approximation X̂ of a vector field X at a point x is the “principal part” in
the expansion when one considers the blown up coordinates near the point x, with rescaled distances.

5.1.2. Approximating trajectories. In this subsection we show, in a system of privileged coordi-
nates ψ : Ox → Rn, how the normal trajectories of the ε-approximating system converge to corresponding
normal trajectories of the nilpotent approximation.

Let Hε : T ∗
R
n → R be the maximized Hamiltonian for the ε-approximating system, and Eε :

T ∗
0 R

n → Rn the corresponding exponential map (starting at 0). We denote by the symbols Ĥ and Ê
the analogous objects for the nilpotent approximation. The ε-approximating normal trajectory γε(t)
converges to the corresponding nilpotent trajectory γ̂(t).

Proposition 5.15. Let λ0 ∈ T ∗
0 R

n. Let γε : [0, T ] → Rn and γ̂ : [0, T ] → Rn be the normal
geodesics associated with λ0 for the ε-approximating system and for the nilpotent system, respectively.
Let uε : [0, T ] → Rk and û : [0, T ] → Rk be the associated controls. Then there exists a neighbourhood
Oλ0 ⊂ T ∗

0 R
n of λ0 such that for ε → 0

(i) Eε → Ê in the C∞ topology of uniform convergence of all derivatives on Oλ0 ,
(ii) γε → γ̂ in the C∞ topology of uniform convergence of all derivatives on [0, T ],
(iii) uε → û in the C∞ topology of uniform convergence of all derivatives on [0, T ].

The proof of Proposition 5.15 is a consequence of a more general statement for the Hamiltonian flow
of the approximating systems, which can be found in Appendix B.

5.2. Existence of ample geodesics

In this section we discuss the properties of the growth vector in the sub-Riemannian setting. Even
though we defined the growth vector for any admissible curve, here we restrict our attention to (possibly
abnormal) geodesics. Thus, we employ the terminology geodesic flag and geodesic growth vector to denote
the flag and growth vector of a geodesic, respectively. We start with a basic estimate, which is a direct
consequence of the alternative definition of the geodesic flag given in Section 3.4.
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Lemma 5.16. Let γ : [0, T ] → M be a normal geodesic. For every t ∈ [0, T ] and every i ≥ 1 one has

dim F
i
γ(t) ≤ dim D

i
γ(t).

Next we prove the existence of ample geodesics on every sub-Riemannian manifold.

Theorem 5.17. Let M be a sub-Riemannian manifold and x0 ∈ M . Then there exists at least one
geodesic γ : [0, T ] → M starting at x0 that is ample at every t ∈ [0, T ].

Proof. Consider privileged coordinates on a neighbourhood Ox0 of x0 and let λ0 ∈ T ∗
x0
M . As in

Proposition 5.15, for every ε > 0 sufficiently small, we define the curve γε(t) = Eε(t, λ0) which is a
normal geodesic for the ε-approximating system. Let γ̂ = Ê(t, λ0) be the normal geodesic associated
with λ0 in the nilpotent approximation at x0. Recall that γε → γ̂ uniformly with all derivatives on some
common neighbourhood of definition [0, T ].

Lemma 5.18. There always exists λ0 ∈ T ∗
x0
M such that γ̂(t) = Ê(t, λ0) is ample at every t ∈ [0, T ].

Proof of Lemma 5.18. The nilpotent approximation at x0 is an analytic sub-Riemannian struc-
ture. By Proposition 3.12, every strictly normal geodesic is ample at every t ∈ [0, T ]. The existence of at
least one strictly normal geodesic (on any smooth sub-Riemannian manifold) follows by Theorem 5.8. �

We now show that, for ε small enough, the growth vector of the geodesic γ̂ controls (more precisely,
bounds from below) the growth vector of the geodesic γε of the ε-approximating system.

Lemma 5.19. Let F i
γε(t) and F i

γ̂(t) be the i-th element of the geodesic flag at time t of γε and γ̂,

respectively. Then, for every i ≥ 1 and t ∈ [0, T ] we have

dim F
i
γ̂(t) ≤ lim inf

ε→0
dim F

i
γε(t).

Proof of Lemma 5.19. To compute the dimension of the geodesic flag, we use the criterion of
Section 3.2. For any normal geodesic γ, associated with the control u, of the control system

ẋ = f(x, u) =
k∑

i=1

uiXi(x), x ∈ R
n,

we define the matrices

A(t) =
∂f

∂x
(γ(t), u(t)), B(t) =

∂f

∂u
(γ(t), u(t)),

which, in turn, define the matrices

(5.4) B1(t) = B(t), Bi+1(t) = A(t)Bi(t) − Ḃi(t), ∀ i ≥ 1.

Then

dim F
i
γ(t) = rank{B1(t), . . . , Bi(t)}.

We apply the criterion to the geodesics γε and γ̂ of the ε-approximating and nilpotent systems, respec-
tively:

ẋ = fε(x, u) =
k∑

i=1

uiX
ε
i (x), ẋ = f̂(x, u) =

k∑

i=1

uiX̂i(x), x ∈ R
n.

Lemma 5.14 and Proposition 5.15 imply that, for ε → 0

Aε(t) .=
∂fε

∂x
(γε(t), uε(t)) −→ Â(t) .=

∂f̂

∂x
(γ̂(t), û(t)),

Bε(t) .=
∂fε

∂u
(γε(t), uε(t)) −→ B̂(t) .=

∂f̂

∂u
(γ̂(t), û(t)),

uniformly with all derivatives on [0, T ]. Here uε and û are the controls associated with the geodesics γε

and γ̂, respectively. In particular

Bεi (t) → B̂i(t), ∀ i ≥ 1,

uniformly on [0, T ]. As a consequence, the maps (ε, t) 7→ Bεi (t) are continuous on [0, 1]×[0, T ]. Hence, the
functions (ε, t) 7→ dim F i

γε(t) are lower semicontinuous on the compact set [0, 1]×[0, T ] by semicontinuity
of the rank of a continuous family on matrices. This implies the statement. �

31



In the next lemma, we denote by δε the dilation with parameter ε defined by (5.3).

Lemma 5.20. Fix ε > 0 and let γ be a normal geodesic for the ε-approximating system. Then the
curve η

.= δε(γ) is a normal geodesic for the original system with the same growth vector of γ.

Lemma 5.20 is a direct consequence of the invariance of the growth vector by the change of coordinates
given by δε. For the reader’s convenience we give a detailed proof in Appendix C.

Let us now apply Lemma 5.20 to the family γε of geodesics converging to γ̂ in the nilpotent approx-
imation. In other words we define the family of curves ηε

.= δε(γε). By Lemma 5.20 ηε is a geodesic of
the original system with the same growth vector of γε. Then, by Lemma 5.19 we get, for every t

dim F
i
γ̂(t) ≤ lim inf

ε→0
dim F

i
γε (t) = lim inf

ε→0
dim F

i
ηε

(t).

In particular, there exists ε̄ = ε̄(t) such that

dim F
i
γ̂(t) ≤ dim F

i
γε(t) = dim F

i
ηε

(t), ∀ ε ≤ ε̄.

Actually, since the map (ε, t) 7→ dim F i
γε(t) is lower semicontinuous on [0, 1] × [0, T ], ε̄ can be chosen

independent on t (see the proof of Lemma 5.19).
If we choose, by Lemma 5.18, the geodesic γ̂ to be ample at every t, it follows that, for ε ≤ ε̄, the

curve ηε is a geodesic for the original sub-Riemannian structure, ample at every t . �

5.2.1. The maximal geodesic growth vector. In what follows we are interested in the behaviour
of a strongly normal geodesic for small t. For this reason we focus on the growth vector at t = 0. Let us
define the maximal geodesic growth vector.

Definition 5.21. Let x0 ∈ M . The maximal geodesic growth vector at x0 is

Gx0

.= {k1(x0), k2(x0), . . .}, ki(x0) .= max
γ

dim F
i
γ(0), ∀ i ≥ 0,

where the maximum is taken over all the geodesics γ such that γ(0) = x0.

Indeed Gx0 depends only on the germ of the sub-Riemannian structure at x0. In the proof of
Theorem 5.17, we proved more than the simple existence of an ample geodesic: the maximal geodesic
growth vector of the nilpotent approximation at x0 controls the maximal geodesic growth vector at x0

of the original structure.

Proposition 5.22. Let Gx0 and Ĝx0 be the maximal geodesic growth vectors at x0 for the sub-
Riemannian structure and for its nilpotent approximation at x0, respectively. Then

Ĝx0 ≤ Gx0 ,

where the inequality between the two sequences of integer numbers is meant element-wise.

Proof. In the final part of the proof of Theorem 5.17 we proved that, for any fixed geodesic γ̂ in
the nilpotent approximation, there exists a geodesic γ, in the original structure, such that

dim F
i
γ̂(0) ≤ dim F

i
γ(0), ∀ i ≥ 0.

Then, the statement follows by the definition of maximal geodesic growth vector. �

The next proposition implies that the the generic normal geodesic for sub-Riemannian structures is
ample, and its geodesic growth vector at t = 0 is equal to the maximal one.

Proposition 5.23. The set Ax0 ⊆ T ∗
x0
M of initial covectors such that the corresponding geodesic

growth vector (at t = 0) is maximal is an open, non-empty Zariski subset. In particular, for any λ ∈ Ax0 ,
the corresponding geodesic γ is ample and has maximal growth vector, namely Gγ(0) = Gx0 .

Proof. For any λ ∈ T ∗
x0
M and i ≥ 0, let us denote by F i

λ
.
= F i

γ(0) the flag of the normal geodesic
γ with initial covector λ. Moreover, let ki(λ) = dim F i

λ(0). Thus the maximal geodesic growth vector is

Gx0 = {k̄1, k̄2, . . .}, k̄i = max{dim F
i
λ(0) | λ ∈ T ∗

x0
M}.

For all i ≥ 0, let Ki ⊂ T ∗
x0
M be the set of covectors λ where ki(λ) is not maximal, namely

Ki = {λ ∈ T ∗
x0
M | ki(λ) < k̄i}.
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By Remark 6.17, the integers ki are computed as the rank of matrices whose entries are rational in the
covector λ. Thus Ki is a closed Zariski subset of T ∗

x0
M (that has zero measure). Let Kc

i = T ∗
x0
M \ Ki

the complement of Ki. Notice that each one of the Kc
i is non-empty. Then consider the set

Ax0

.=
⋂

i≥0

Kc
i .

By Theorem 5.17, there always exists at least one geodesic ample at t = 0. Let m be the geodesic step
of such a geodesic. This means that, for any λ ∈ Kc

m we have km(λ) = dimM . Thus, by definition of
growth vector, for all λ ∈ Kc

m also km+i(λ) = dimM for all i ≥ 0. Since this is indeed the maximal
possible value for the ki, this means that Kc

m ⊆ Kc
m+i for all i ≥ 0. Thus

Ax0 = Kc
1 ∩ . . . ∩Kc

m.

It follows that Ax0 is Zariski open, non-empty and Gγ(0) = Gx0 for every normal geodesic with initial
covector λ ∈ Ax0 . �

5.3. Reparametrization and homogeneity of the curvature operator

We already explained that a geodesic is not ample on a proper Zariski closed subset of the fibre.
This set includes covectors associated to abnormal geodesics, since D⊥

x ⊂ T ∗
xM \Ax. On the other hand,

for λ ∈ Ax, the curvature Rλ is well defined. Observe that Ax is invariant by rescaling, i.e. if λ ∈ Ax,
then for α 6= 0, also αλ ∈ Ax. Therefore, we have the following:

Proposition 5.24. The operators Iλ and Rλ are homogeneous of degree 0 and 2 with respect to λ,
respectively. Namely, for λ ∈ Ax and α > 0

(5.5) Iαλ = Iλ, Rαλ = α2Rλ.

Proof. Let cλt be the geodesic cost associated with the covector λ ∈ T ∗
xM . By homogeneity of the

sub-Riemannian Hamiltonian, for α > 0 we have

cαλt = α cλαt.

In particular, this implies d2
xċ
αλ
t = α2d2

xċ
λ
αt. The same relation is true for the restrictions to the distri-

bution Dx, therefore Qαλ(t) = α2Qλ(αt) as symmetric operators on Dx. Applying Theorem A to both
families one obtains

1
t2

Iαλ +
1
3

Rαλ +O(t) = α2

(
1

α2t2
Iλ +

1
3

Rλ +O(αt)
)
,

which, in particular, implies Eq. (5.5). �

Notice that the same proof applies also to a general affine optimal control system, such that the
Hamiltonian (or, equivalently, the Lagrangian) is homogeneous of degree two.

5.4. Asymptotics of the sub-Laplacian of the geodesic cost

In this section we discuss the asymptotic behaviour of the sub-Laplacian of the sub-Riemannian
geodesic cost. On a Riemannian manifold, the Laplace-Beltrami operator is defined as the divergence of
the gradient. This definition can be easily generalized to the sub-Riemannian setting. We will denote by
〈·|·〉 the inner product defined on the distribution.

Definition 5.25. Let f ∈ C∞(M). The horizontal gradient of f is the unique horizontal vector
field ∇f such that

〈∇f |X〉 = X(f), ∀X ∈ D .

For x ∈ M , the restriction of the sub-Riemannian Hamiltonian to the fiber Hx : T ∗
xM → R is a

quadratic form. Then, as a consequence of the formula 〈dλHx|X〉 = 〈λ,X〉, we obtain

(5.6) ∇f =
k∑

i=1

Xi(f)Xi.

We want to stress that Eq. (5.6) is true in full generality, also when dim Dx is not constant or the vectors
X1, . . . , Xk are not independent.

33



Definition 5.26. Let µ ∈ Ωn(M) be a volume form, and X ∈ Vec(M). The µ-divergence of X is
the smooth function divµ(X) defined by

LXµ .
= divµ(X)µ,

where, we recall, LX is the Lie derivative in the direction of X .

Notice that the definition of divergence does not depend on the orientation of M , namely the sign
of µ. The divergence measures the rate at which the volume of a region changes under the integral flow
of a field. Indeed, for any compact Ω ⊂ M and t sufficiently small, let etX : Ω → M be the flow of
X ∈ Vec(M), then

d

dt

∣∣∣∣
t=0

∫

etX (Ω)

µ = −
∫

Ω

divµ(X)µ.

The next proposition is an easy consequence of the definition of µ-divergence and is sometimes employed
as an alternative definition of the latter.

Proposition 5.27. Let C∞
0 (M) be the space of smooth functions with compact support. For any

f ∈ C∞
0 (M) and X ∈ Vec(M)

∫

M

fdivµ(X)µ = −
∫

M

X(f)µ.

With a divergence and a gradient at our disposal, we are ready to define the sub-Laplacian associated
with the volume form µ.

Definition 5.28. Let µ ∈ Ωn(M), f ∈ C∞(M). The sub-Laplacian associated with µ is the second
order differential operator

∆µf
.= divµ (∇f) ,

On a Riemannian manifold, when µ is the Riemannian volume, this definition reduces to the Laplace-
Beltrami operator. As a consequence of Eq. (5.6) and the Leibniz rule for the divergence divµ(fX) =
X(f) + f divµ(X), we can write the sub-Laplacian in terms of the fields X1, . . . , Xk:

divµ (∇f) =
k∑

i=1

divµ (Xi(f)Xi) =
k∑

i=1

Xi(Xi(f)) + divµ(Xi)Xi(f).

Then

(5.7) ∆µ =
k∑

i=1

X2
i + divµ(Xi)Xi.

Remark 5.29. If we apply Proposition 5.27 to the horizontal gradient ∇g, we obtain
∫

M

f∆gµ = −
∫

M

〈∇f |∇g〉µ, ∀ f, g ∈ C∞
0 (M).

Then ∆µ is symmetric and negative on C∞
0 (M). It can be proved that it is also essentially self-adjoint

(see [Str86]). Hence it admits a unique self-adjoint extension to L2(M,µ).

Observe that the principal symbol of ∆µ, which is a function on T ∗M , does not depend on the
choice of µ, and is proportional to the sub-Riemannian Hamiltonian, namely 2H : T ∗M → R. The
sub-Laplacian depends on the choice of the volume µ according to the following lemma.

Lemma 5.30. Let µ, µ′ ∈ Ωn(M) be two volume forms such that µ′ = eaµ for some a ∈ C∞(M).
Then

∆µ′f = ∆µf + 〈∇a|∇f〉.

Proof. It follows from the Leibniz rule LX(aµ) = X(a)µ + aLXµ = (X(log a) + divµ(X))aµ for
every a ∈ C∞(M). �

The sub-Laplacian, computed at critical points, does not depend on the choice of the volume.
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Lemma 5.31. Let f ∈ C∞(M), and let x ∈ M be a critical point of f . Then, for any choice of the
volume µ,

∆µf |x =
k∑

i=1

X2
i (f)|x.

Proof. The proof follows from Eq. (5.7), and the fact that Xi(f)|x = 0. �

From now on, when computing the sub-Laplacian of a function at a critical point, we employ the
notation ∆µf |x = ∆f |x, since it does not depend on the volume.

Lemma 5.32. Let f ∈ C∞(M), and let x ∈ M be a critical point of f . Then ∆f |x = tr d2
xf |Dx

.

Proof. Recall that if x is a critical point of f , then the second differential d2
xf is the quadratic

form associated with the symmetric bilinear form

d2
xf : TxM × TxM → R, (X,Y ) 7→ X(Y (f))|x.

The restriction of d2
xf to the distribution can be associated, via the inner product, with a symmetric

operator defined on Dx, whose trace is computed in terms of X1, . . . , Xk as follows

(5.8) tr d2
xf |Dx

=
k∑

i=1

X2
i (f)|x,

We stress that Eq. (5.8) holds true for any set of generators, not necessarily linearly independent, of the
sub-Riemannian structure X1, . . . , Xk such that H(λ) = 1

2

∑k
i=1〈λ,Xi〉2. The statement now is a direct

consequence of Lemma 5.31. �

Remember that the derivative of the geodesic cost function ċt has a critical point at x0 = γ(0). As
a direct consequence of Theorem A, B, Lemma 5.32 and the fact that, in the sub-Riemannian case, the
Hamiltonian inner product is the sub-Riemannian one (see Remark 4.7), we get the following asymptotic
expansion:

Theorem 5.33. Let ct be the geodesic cost associated with a geodesic γ such that γ(0) = x0. Then

∆ċt|x0 =
tr Iλ
t2

+
1
3

Ric(λ) +O(t),

where Ric(λ) = tr Rλ.

The next result is an explicit expression for the asymptotic of the sub-Laplacian of the geodesic cost
computed at the initial point x0 of the geodesic γ. In the sub-Riemannian case, the geodesic cost is
essentially the squared distance from the geodesic, i.e. the function

ft(·) .
= −tct(·) =

1
2

d
2( · , γ(t)), t ∈ (0, 1].

For this reason, we may state the theorem equivalently in terms of ft or the geodesic cost ct. Remember
also that, since x0 is not a critical point of ft, its sub-Laplacian depends on the choice of the volume
form µ.

Theorem C. Let γ : [0, T ] → M be an equiregular geodesic with initial covector λ ∈ T ∗
x0
M . Assume

also that dim D is constant in a neighbourhood of x0. Then there exists a smooth n-form ω, defined along
γ, such that for any volume form µ on M , we have:

(5.9) ∆µft|x0 = tr Iλ − ġ(0)t− 1
3

Ric(λ)t2 +O(t3),

where g : [0, T ] → M is a smooth function defined implicitly by µγ(t) = eg(t)ωγ(t).

We stress that, in the statement of Theorem C, µ is the fixed volume form used to define the Laplace
operator ∆µ, while the n-form ω depends on the choice of the geodesic γ. As we will see, ω is obtained
by taking the wedge product of a Darboux frame in the cotangent bundle T ∗M that is related with a
generalization of the parallel transport along the geodesic (see Chapter 8).

On a Riemannian manifold it turns out that ω is the restriction to γ of the Riemannian volume
form (up to a sign). Thus, if one chooses µ as the standard Riemannian volume, ω coincides with µ and
g(t) ≡ 0 for any geodesic. Therefore the first order term in Eq. (5.9) vanishes.

This is not true, in general, for sub-Riemannian manifolds, where ω is not the restriction to γ of a
global volume form (such as, e.g., the Popp’s volume defined in Section 5.5.1).
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Remark 5.34. As a consequence of Theorem C, for any choice of the volume form µ, we have:

tr Iλ = lim
t→0

∆µft
∣∣
x0
, Ric(λ) = −3

2
d2

dt2

∣∣∣∣
t=0

∆µft
∣∣
x0
.

In particular the zeroth and second order term in t of Eq. (5.9) do not depend on the choice of µ. On the
other hand, the first order term does depend on the choice of the volume. Indeed one con prove, using
Lemma 5.30, that this is actually the only term depending on the choice of µ in the whole expansion.

The proof Theorem C is postponed to Chapter 8.

5.5. Equiregular distributions

In this section we focus on equiregular sub-Riemannian structures, endowed with a smooth, intrinsic
volume form, called Popp’s volume. Then we introduce a special class of equiregular distributions, that
we call slow growth. In this case, we define a family of smooth operators in terms of which the asymptotic
expansion of Theorem C (and in particular its linear term) can be expressed explicitly.

Recall that a bracket generating sub-Riemannian manifold M is equiregular if dim D i
x does not

depend on x ∈ M , for every i ≥ 0, where D0
x ⊂ D1

x ⊂ D2
x ⊂ . . . ⊂ TxM is the flag of the distribution at

a point x ∈ M (see Chapter 5).

5.5.1. Popp’s volume. In this section we provide the definition of Popp’s volume for an equiregular
sub-Riemannian structure. Our presentation follows closely the one of [Mon02,BR13]. The definition
rests on the following lemmas, whose proof is not repeated here.

Lemma 5.35. Let E be an inner product space, and let π : E → V be a surjective linear map. Then
π induces an inner product on V such that the norm of v ∈ V is

‖v‖V = min{‖e‖E s.t. π(e) = v}.
Lemma 5.36. Let E be a vector space of dimension n with a flag of linear subspaces {0} = F 0 ⊂

F 1 ⊂ F 2 ⊂ . . . ⊂ Fm = E. Let gr(F ) .= F 1 ⊕ F 2/F 1 ⊕ . . . ⊕ Fm/Fm−1 be the associated graded vector
space. Then there is a canonical isomorphism θ : ∧nE → ∧ngr(F ).

The idea behind Popp’s volume is to define an inner product on each D i
x/D

i−1
x which, in turn,

induces an inner product on the orthogonal direct sum

grx(D) = Dx ⊕ D
2
x/Dx ⊕ . . .⊕ D

m

x /D
m−1
x .

The latter has a natural volume form, which is the canonical volume of an inner product space obtained
by wedging the elements an orthonormal dual basis. Then, we employ Lemma 5.36 to define an element
of (∧nTxM)∗ ≃ ∧nT ∗

xM , which is Popp’s volume form computed at x.
Fix x ∈ M . Then, let v, w ∈ Dx, and let V,W be any horizontal extensions of v, w. Namely,

V,W ∈ D and V (x) = v, W (x) = w. The linear map π : Dx ⊗ Dx → D2
x/Dx

(5.10) π(v ⊗ w) .= [V,W ]x mod Dx,

is well defined, and does not depend on the choice the horizontal extensions. Similarly, let 1 ≤ i ≤ m.
The linear maps πi : ⊗iDx → D i

x/D
i−1
x

(5.11) πi(v1 ⊗ · · · ⊗ vi) = [V1, [V2, . . . , [Vi−1, Vi]]]x mod D
i−1
x ,

are well defined and do not depend on the choice of the horizontal extensions V1, . . . , Vi of v1, . . . , vi.
By the bracket-generating condition, the maps πi are surjective and, by Lemma 5.35, they induce

an inner product space structure on D i
x/D

i−1
x . Therefore, the nilpotentization of the distribution at

x, namely grx(D), is an inner product space, as the orthogonal direct sum of a finite number of inner
product spaces. As such, it is endowed with a canonical volume (defined up to a sign) ηx ∈ ∧ngrx(D)∗,
which is the volume form obtained by wedging the elements of an orthonormal dual basis.

Finally, Popp’s volume (computed at the point x) is obtained by transporting the volume of grx(D)
to TxM through the map θx : ∧nTxM → ∧ngrx(D) defined in Lemma 5.36. Namely

(5.12) µx = ηx ◦ θx,
where we employ the canonical identification (∧nTxM)∗ ≃ ∧nT ∗

xM . Eq. (5.12) is defined only in the
domain of the chosen local frame. If M is orientable, with a standard argument, these n-forms can
be glued together to obtain Popp’s volume µ ∈ Ωn(M). Notice that Popp’s volume is smooth by
construction.
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Remark 5.37. From Eq. (5.10) and (5.11) it follows that, for any i ≥ 0 and V ∈ Dx the linear maps
adixV : Dx → D i+1

x /D i
x given by

adixV (W )
.
= [V, [V, . . . , [V︸ ︷︷ ︸

i times

,W ]]]x mod D
i
x, W ∈ Dx,

are well-defined.

5.5.2. Slow growth distributions. Now we are ready to introduce the following class of equireg-
ular distributions.

Definition 5.38. An equiregular distribution is slow growth at x ∈ M if there exists a vector
T ∈ Dx such that the linear map adixT is surjective for all i ≥ 0.

This condition is actually generic in T, as stated by the following proposition.

Proposition 5.39. Let D be a slow growth distribution at x. Then, for T in a non-empty open
Zariski subset of Dx, all the linear maps adixT are surjective.

Proof. Let Xi be an orthonormal basis for Dx and write T =
∑k

j=1 αjXj , where k = dim Dx

and the αj are constant. The definition of slow growth is a maximal rank condition on the operators
adixT = (

∑k
j=1 αjadxXj)i, which is satisfied by at least one element of Dx. Then, the result follows from

the fact that adixT depends polynomially on the αj . �

We say that a distribution D is slow growth if it is slow growth at every point x ∈ M . Familiar
sub-Riemannian structures such as contact, quasi-contact, fat, Engel, Goursat-Darboux distributions
(see [BCG+91]) are examples of slow growth distributions.

Now, for any fixed equiregular, ample (of step m) geodesic γ : [0, T ] → M , with flag 0 = F 0
γ(t) ⊂

F 1
γ(t) ⊂ . . . ⊂ Fm

γ(t) = Tγ(t)M recall the smooth families of operators

Li
T

: Fγ(t) → F
i+1
γ(t)/F

i
γ(t), i = 0, . . . ,m− 1,

defined for all t ∈ [0, T ] in terms of an admissible extension T of γ̇ (see Remark 3.19). If the distribution
is slow growth, we have the identities Li

T
= adiγ(t)T which, in particular, say that Li

T
depend only on the

value of T at γ(t). Moreover, the following growth condition is satisfied

(5.13) dim F
i
γ = dim D

i, ∀ i ≥ 0.

As a consequence of Proposition 5.39 it follows that, for a non-empty Zariski open set of initial covectors,
the corresponding geodesic is ample (of step m = m, the step of the distribution), equiregular and satisfies
the growth condition of Eq. (5.13).

Next, recall that given V,W inner product spaces, any surjective linear map L : V → W descends
to an isomorphism L : V/ kerL → W . Then, thanks to the inner product structure, we can consider the
map L∗ ◦ L : V/ kerL → V/ kerL obtained by composing L with its adjoint L∗, which is a symmetric
invertible operator. Applying this construction to our setting, we define the smooth families of symmetric
operators

(5.14) Mi(t)
.= (Li−1

T
)∗ ◦ Li−1

T
: Dγ(t)/ ker Li−1

T
→ Dγ(t)/ ker Li−1

T
, i = 1, . . . ,m.

We are now ready to specify Theorem C for any ample, equiregular geodesic satisfying the growth
condition of Eq. (5.13). First, let us discuss the zeroth order term of the expansion. Recall that
the Hausdorff dimension of an equiregular sub-Riemannian manifold is computed by Mitchell’s formula
(see [Mit85,Bel96]), namely

Q =
m∑

i=1

i(dim D
i − dim D

i−1).

Thus, for a slow growth distribution and a geodesic γ with initial covector λ ∈ T ∗
x0
M satisfying the

growth condition of Eq. (5.13), we have the following identity (see also Remark 4.11)

tr Iλ =
m∑

i=1

(2i− 1)(dim F
i
γ − dim F

i−1
γ ) =

=
m∑

i=1

(2i− 1)(dim D
i − dim D

i−1) = 2Q− n.

37



This formula gives the zeroth order term of the following theorem.

Theorem 5.40. Let M be a sub-Riemannian manifold with a slow growth distribution D . Let γ
be an ample, equiregular geodesic with initial covector λ ∈ T ∗

x0
M satisfying the growth condition (5.13).

Then

(5.15) ∆µft|x0 = (2Q− n) − 1
2

m∑

i=1

tr
(
Mi(0)−1Ṁi(0)

)
t− 1

3
Ric(λ)t2 +O(t3).

where the smooth families of operators Mi(t) are defined by Eq. (5.14).

Remark 5.41. Equivalently we can write Eq. (5.15) in the following form

∆µft|x0 = (2Q− n) − 1
2

(
d

ds

∣∣∣∣
s=0

m∑

i=1

log detMi(s)

)
t− 1

3
Ric(λ)t2 +O(t3).

The proof of Theorem 5.40 is postponed to the end of Chapter 8. We end this section with an
example.

Example 5.42 (Riemannian structures). In a Riemannian structure (see Section 4.5.1), any non-
trivial geodesic has the same flag Fγ(t) = Dγ(t) = Tγ(t)M . In particular, it is a trivial example of slow
growth distribution. Notice that Popp’s volume reduces to the usual Riemannian volume form. Since
every geodesic is ample with step m = 1, there is only one family of operators associated with γ(t),
namely the constant operator M1(t) = I|Tγ(t)M . Thus, in this case, the linear term of Theorem 5.40
vanishes, and we obtain

∆ft|x0 = n− 1
3

Ric(λ)t2 +O(t3),

where Ric(λ) is the classical Ricci curvature in the direction of the geodesic.

In Section 5.7 we compute explicitly the asymptotic expansion of Theorem 5.40 in the case of
the Heisenberg group, endowed with its canonical volume. A more general class of slow growth sub-
Riemannian distributions are contact structures, where the operators Mi(t) are not trivial and can be
computed explicitly.

5.6. Geodesic dimension and sub-Riemannian homotheties

In this section, M is a complete, connected, orientable sub-Riemannian manifold, endowed with a
smooth volume form µ. With a slight abuse of notation, we denote by the same symbol the induced
measure on M . We are interested in sub-Riemannian homotheties, namely contractions along geodesics.
To this end, let us fix x0 ∈ M , which will be the center of the homothety. Recall that Σx0 is the set
of points x such that there exists a unique minimizer γ : [0, 1] → M joining x0 with x, which is not
abnormal and x is not conjugate to x0 along γ. Recall also that, by Theorem 5.8, Σx0 ⊂ M is the open
and dense set where the function f = 1

2 d
2(x0, ·) is smooth.

Definition 5.43. For any x ∈ Σx0 and t ∈ [0, 1], the sub-Riemannian geodesic homothety of center
x0 at time t is the map φt : Σx0 → M that associates x with the point at time t of the unique geodesic
connecting x0 with x.

As a consequence of Theorem 5.8 and the smooth dependence on initial data, it is easy to prove that
(t, x) 7→ φt(x) is smooth on [0, 1] × Σx0 , and is given by the explicit formula

(5.16) φt(x) = π ◦ e(t−1) ~H(dxf).

Let now Ω ⊂ Σx0 be a bounded, measurable set, with 0 < µ(Ω) < +∞, and let Ωx0,t
.= φt(Ω). The

map t 7→ µ(Ωx0,t) is smooth on [0, 1]. As shown in Fig. 1, the homothety shrinks Ω to the center x0.
Indeed Ωx0,0 = {x0}, and µ(Ωx0,t) → 0 for t → 0. For a Riemannian structure, a standard computation
in terms of Jacobi fields shows that

(5.17) µ(Ωx0,t) ∼ tdimM , for t → 0,

where we write f(t) ∼ g(t) if there exists C 6= 0 such that f(t) = g(t)(C + o(1)).
In the sub-Riemannian case, we have a similar power-law behaviour, but the exponent is a different

dimensional invariant, which we call geodesic dimension. The main result of this section is a formula for
the geodesic dimension, in terms of the growth vector of the geodesic.
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x0

x

Ω
φt(x)

b

b

b

Ωx0,t = φt(Ω)

Figure 1. Sub-Riemannian homothety of the set Ω with center x0.

Definition 5.44. Let λ ∈ T ∗
x0
M . Assume that the corresponding geodesic γ : [0, 1] → M is ample

(at t = 0) of step m, with growth vector Gγ = {k1, k2, . . . , km} (at t = 0). Then we define

(5.18) Nλ
.=

m∑

i=1

(2i− 1)(ki − ki−1) =
m∑

i=1

(2i− 1)di,

and Nλ
.= +∞ if the geodesic is not ample.

Observe that Eq. (5.18) closely resembles the formula for Hausdorff dimension of an equiregular
sub-Riemannian manifold (see [Bel96, Jea14]). In the latter, each direction has a weight according to
the flag of the distribution, while in Eq. (5.18), the weights depend on the flag of the geodesic.

Remark 5.45. Assume that λ is associated with an equiregular geodesic γ. Then, by Remark 4.11
and Eq. (5.18) it follows that

Nλ = tr Iλ.
Moreover, as a consequence of Theorem C (see Remark 5.34), under these assumption Nλ can be recovered
from the sub-Laplacian of ft by the following formula:

Nλ = lim
t→0

∆µft
∣∣
x0
.

Recall that Ax0 ⊂ T ∗
x0
M is the set of initial covectors such that the corresponding geodesic is ample,

with maximal geodesic growth vector (see Section 5.2.1). The next proposition is a direct consequence
of Proposition 5.23.

Proposition 5.46. The function λ 7→ Nλ is constant on the open Zariski set Ax0 ⊂ T ∗
x0
M , assuming

its minimum value.

Proposition 5.46 motivates the next definition.

Definition 5.47. Let M be a sub-Riemannian manifold. The geodesic dimension at x0 ∈ M is

Nx0

.
= min{Nλ | λ ∈ T ∗

x0
M} < +∞.

Remark 5.48. As a consequence of Proposition 5.46 we notice that, in order to compute Nx0 it is
sufficient to employ formula (5.18) for the generic choice of the covector λ, namely for λ ∈ Ax0 .

For every x0 ∈ M we have the inequality Nx0 ≥ dimM and the equality holds if and only if the
structure is Riemannian at x0. Notice that, if the distribution is equiregular at x0, it follows from
Lemma 5.16 and Mitchell’s formula for Hausdorff dimension (see [Mit85]) that Nx0 > dimHM . We
summarize these statements in the following proposition.

Proposition 5.49. Let M be an equiregular sub-Riemannian manifold. Let dimM be its topological
dimension and dimH M its Hausdorff dimension. For any point x0 ∈ M we have the following inequality:

Nx0 ≥ dimH M ≥ dimM,

and the equality holds if and only if the structure is Riemannian at x0.

For genuine sub-Riemannian structures then, the geodesic dimension is a new invariant, related with
the structure of the distribution along geodesics.

The geodesic dimension is the exponent of the sub-Riemannian analogue of Eq. (5.17): namely it
represents the critical exponents that describes the contraction of volumes along geodesic homotheties.
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Theorem D. Let µ be a smooth volume. For any bounded, measurable set Ω ⊂ Σx0 , with 0 < µ(Ω) <
+∞ we have

µ(Ωx0,t) ∼ tNx0 , for t → 0.

Observe also that homotheties with different center may have different asymptotic exponents. This
can happen, for example, in non-equiregular sub-Riemannian structures.

The proof of Proposition 5.46 and Theorem D is postponed to the end of Chapter 6.

Example 5.50 (Geodesic dimension in contact structures). Let (M,D , 〈·|·〉) be a contact sub-
Riemannian structure. In this case, for any x0 ∈ M , dimM = 2ℓ+ 1 and dim Dx0 = 2ℓ. Any non-trivial
geodesic γ is ample with the same growth vector Gγ = {2ℓ, 2ℓ+1}. Therefore, by Eq. (5.18), Nx0 = 2ℓ+3
(notice that it does not depend on x0). Theorem D is an asymptotic generalization of the results ob-
tained in [Jui09], where the exponent 2ℓ+ 3 appears in the context of measure contraction property in
the Heisenberg group. For a more recent overview on measure contraction property in Carnot groups,
see [Rif13].

5.7. Heisenberg group

Before entering into details of the proofs, we repeat the construction introduced in the previous
sections for one of the simplest sub-Riemannian structures: the Heisenberg group. We provide an
explicit expression for the geodesic cost function and, applying Definition 4.8, we obtain a formula for
the operators Iλ and Rλ. In particular, we recover by a direct computation the results of Theorems A,
B and C.

The Heisenberg group H is the equiregular sub-Riemannian structure on R3 defined by the global
(orthonormal) frame

(5.19) X = ∂x − y

2
∂z , Y = ∂y +

x

2
∂z.

Notice that the distribution is bracket-generating, for Z .= [X,Y ] = ∂z. Let us introduce the linear on
fibers functions hx, hy, hz : T ∗R3 → R

hx
.= px − y

2
pz, hy

.= py +
x

2
pz, hz

.= pz,

where (x, y, z, px, py, pz) are canonical coordinates on T ∗R3 induced by coordinates (x, y, z) on R3. Notice
that hx, hy, hz are the linear on fibers functions associated with the fields X,Y, Z, respectively (i.e.
hx(λ) = 〈λ,X〉, and analogously for hy, hz).

The sub-Riemannian Hamiltonian is H = 1
2 (h2

x + h2
y) and the coordinates (x, y, z, hx, hy, hz) define

a global chart for T ∗M . It is useful to introduce the identification R3 = C × R, by defining the complex
variable w

.
= x + iy and the complex “momentum” hw

.
= hx + ihy. Let q = (w, z) and q′ = (w′, z′) be

two points in H. The Heisenberg group law, in complex coordinates, is given by

(5.20) q · q′ =
(
w + w′, z + z′ − 1

2
ℑ
(
ww′

))
.

Observe that the frame (5.19) is left-invariant for the group action defined by Eq. (5.20). Notice also
that hz is constant along any geodesic due to the identity [X,Z] = [Y, Z] = 0.

The geodesic γ(t) = (w(t), z(t)) starting from (w0, z0) ∈ H and corresponding to the initial covector
(hw,0, hz), with hz 6= 0 is given by

w(t) = w0 +
hw,0
ihz

(
eihzt − 1

)
,

z(t) = z0 +
1
2

∫ t

0

ℑ(wdw).

In the following, we assume that the geodesic is parametrized by arc length, i.e. |hw,0|2 = 1. We fix
hw,0 = ieiφ, i.e. φ parametrizes the (unit) velocity of the geodesic γ̇(0) = − sinφX + cosφY . Finally,
the geodesics corresponding to covectors with hz = 0 are straight lines

w(t) = w0 + hw,0t,

z(t) = z0 +
1
2

ℑ(hw,0w0)t.
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In the following, we employ both real (x, y, z, hx, hy, hz) and complex (w, z, hw, hz) coordinates when
convenient.

5.7.1. Distance in the Heisenberg group. Let d0 = d(0, ·) : H → R be the sub-Riemannian
distance from the origin and introduce cylindrical coordinates (r, ϕ, z) on H defined by x = r cosϕ,
y = r sinϕ. In order to write an explicit formula for d recall that

(i) d
2
0(r, ϕ, z) does not depend on ϕ.

(ii) d
2
0(αr, ϕ, α2z) = α2

d
2
0(r, ϕ, z), where α > 0.

Then, for r 6= 0, one has

(5.21) d
2
0(r, ϕ, z) = r2

d
2
0

(
1, 0,

z

r2

)
.

It is then sufficient to compute the squared distance of the point q = (1, 0, ξ) from the origin.
Consider the minimizing geodesic joining the origin with the point (1, 0, ξ). Its projection on the

xy-plane is an arc of circle with radius ρ, connecting the origin with the point (1, 0). In what follows we
refer to notation of Fig. 2.

x1

y

ξ

θ
ρ

Figure 2. Projection of the geodesic joining the origin with (1, 0, ξ) in H.

The highlighted circle segment has area equal to ξ. Observe that θ ∈ (−π, π), with θ = 0 corre-
sponding to ξ = 0 and θ → ±π corresponding to ξ → ±∞. Then

ξ = θρ2 − ρ cos θ
2

.

Since 2ρ sin θ = 1, we obtain the following equation

(5.22) 4ξ =
θ

sin2 θ
− cot θ.

The right hand side of Eq. (5.22) is a smooth and strictly monotone function of θ, for θ ∈ (−π, π).
Therefore the function θ : ξ 7→ θ(ξ) is well defined and smooth. Moreover θ is an odd function and, by
Eq. (5.22), it satisfies the following differential equation

d

dξ

(
θ2

sin2 θ

)
= 4θ.

Finally, the squared distance from the origin of the point (1, 0, ξ) is the Euclidean squared length of the
arc, i.e.

(5.23) d
2
0(1, 0, ξ) =

θ2(ξ)
sin2 θ(ξ)

.

Plugging Eq. (5.23) in Eq. (5.21), we obtain the formula for the squared distance:

(5.24) d
2
0(r, φ, z) = r2 θ2(z/r2)

sin2 θ(z/r2)
.
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Figure 3. A picture of the sub-Riemannian sphere defined by d0 = 1.

5.7.2. Asymptotic expansion of the distance. Next we investigate, for two given geodesics
γ1, γ2 in H starting from the origin and associated with covectors λ1, λ2 ∈ T ∗

0M , the regularity of the
function

C(t, s) .=
1
2

d
2(γ1(t), γ2(s)),

in a neighbourhood of (t, s) = (0, 0). By left-invariance, one has

C(t, s) =
1
2

d
2
0(γ1(t)−1 · γ2(s)).

Let (Wt,s, Zt,s) be the complex coordinates for the point γ1(t)−1 ·γ2(s) ∈ H. Moreover, let R2
t,s

.= |Wt,s|2,
and ξt,s

.= Zt,s/R
2
t,s. Then, by Eq. (5.24),

C(t, s) =
1
2
R2
t,s

θ2(ξt,s)
sin2 θ(ξt,s)

.

A long computation, that is sketched in Appendix D, leads to the following result.

Proposition 5.51. The function C(t, s) is C1 in a neighbourhood of the origin, but not C2. In
particular, the function ∂ssC(t, 0) is not continuous at the origin. However, the singularity at t = 0 is
removable, and the following expansion holds, for t > 0

∂2C

∂s2
(t, 0) = 1 + 3 sin2(φ2 − φ1) +

1
2

[2hz,2 sin(φ2 − φ1) − hz,1 sin(2φ2 − 2φ1)]t−

− 2
15
h2
z,1 sin2(φ2 − φ1)t2 +O(t3).

If the geodesic γ2 is chosen to be a straight line (i.e. hz,2 = 0), then

(5.25)
∂2C

∂s2
(t, 0) = 1 + 3 sin2(φ2 − φ1) − hz,1

2
sin(2φ2 − 2φ1)t− 2

15
h2
z,1 sin2(φ2 − φ1)t2 +O(t3),

where λj = (− sinφj , cosφj , hz,j) ∈ T ∗
0M is the initial covector of the geodesic γj.

We stress once again that, for a Riemannian structure, the function C(t, s) (which can be defined
in a completely analogous way as the squared distance between two Riemannian geodesics) is smooth at
the origin.

5.7.3. Second differential of the geodesic cost. We are now ready to compute explicitly the
asymptotic expansion of Qλ. Fix w ∈ Tx0M and let α(s) be any geodesic in H such that α̇(0) = w. Then
we compute the quadratic form d2

x0
ċt(w) for t > 0

〈Qλ(t)w|w〉 = d2
x0
ċt(w) =

∂2

∂s2

∣∣∣∣
s=0

∂

∂t
ct(α(s)) =

=
∂2

∂s2

∣∣∣∣
s=0

∂

∂t

(
− 1

2t
d

2(γ(t), α(s))
)

=
∂

∂t

(
−1
t

∂2C

∂s2
(t, 0)

)
=

=
1
t2

(
lim
t→0+

∂2C

∂s2
(t, 0)

)
+

1
3

(
−3

2
lim
t→0+

∂4C

∂t2∂s2
(t, 0)

)
+O(t),
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where, in the second line, we exchanged the order of derivations by smoothness of C(t, s) for t > 0. It is
enough to compute the value of Qλ(t) on an orthonormal basis v

.
= γ̇(0) and v⊥ .

= γ̇(0)⊥. By using the
results of Proposition 5.51, we obtain

〈Qλ(t)v|v〉 =
1
t2

+O(t), 〈Qλ(t)v⊥|v⊥〉 =
4
t2

+
2
15
h2
z +O(t).

By polarization we obtain 〈Qλ(t)v|v⊥〉 = O(t). Thus the matrices representing the symmetric operators
Iλ and Rλ in the basis {v⊥, v} of Dx0 are

(5.26) Iλ =
(

4 0
0 1

)
, Rλ =

2
5

(
h2
z 0

0 0

)
,

where, we recall, λ has coordinates (hx, hy, hz).
Another way to obtain Eq. (5.26) is to exploit the connection between the curvature operator and

the invariants of the Jacobi curves obtained in the proof of Theorem B (see Eqs. (7.12)–(7.13)), in terms
of a canonical frame. The latter is not easy to compute, even though, in principle, an algorithmic
construction is possible.

5.7.4. Sub-Laplacian of the geodesic cost. By using the results of Proposition 5.51, we explicitly
compute the asymptotics of the sub-Laplacian ∆µ of the function ft = 1

2 d
2(·, γ(t)) at x0, at the second

order in t. In the Heisenberg group, we fix µ = dx ∧ dy ∧ dz (i.e. the Popp’s volume of H), and we
suppress the explicit dependence of ∆µ from the volume form.

Since the sub-Riemannian structure of the Heisenberg group is left-invariant, we can reduce the
computation of the asymptotic of ∆ft to the case of a geodesic γ starting from the origin. Indeed, let
us denote by Lg : H → H the left multiplication by g ∈ H. It is easy to show that if γ(t) = Ex0(t, λ)
is a geodesic, then γ̃(t) .= Lg(γ(t)) is a geodesic too. If ft and f̃t denote the squared distance along the
geodesics γ and γ̃, respectively, we have

f̃t(Lg(x)) =
1
2

d
2(Lg(x), γ̃(t)) =

1
2

d
2(Lg(x), Lg(γ(t))) =

1
2

d
2(x, γ(t)) = ft(x).

Moreover, by using Proposition 4.3, and recalling the relation ct = −tft, it is easy to show that

γ̃(t) = Ey0(t, η), where y0 = Lg(x0), η = (L∗
g)

−1λ ∈ T ∗
y0
M.

Moreover ∆ is left-invariant hence ∆(f ◦ Lg) = ∆f ◦ Lg for every f ∈ C∞(M), and we have

∆f̃t|y0 = ∆ft|x0 .

In terms of an orthonormal frame, the sub-Laplacian is ∆ = X2 + Y 2 hence

(5.27) ∆ft|x0 =
d2

ds2

∣∣∣∣
s=0

ft(esX(x0)) +
d2

ds2

∣∣∣∣
s=0

ft(esY (x0)),

where esX(x0) denote the integral curve of the vector field X starting from x0 (and similarly for Y ).
Observe that the integral curves of the vector fields X and Y , starting from the origin, are two orthogonal
straight lines contained in the xy-plane. Thus we can compute Eq. (5.27) (where x0 = 0) by summing
two copies of Eq. (5.25) for φ2 = −π/2 and φ2 = 0 respectively. By left-invariance we immediately find,
for any x0 ∈ H

∆ft|x0 = 5 − 2
15
h2
zt

2 +O(t3),

where, we recall, the initial covector associated with the geodesic γ is λ = (hx, hy, hz) ∈ T ∗
x0
M .

Another interesting class of examples, of which Heisenberg is the simplest model, are three dimen-
sional contact sub-Riemannian structures. Clearly, the direct computation of the curvature, analogue to
the one carried out for the Heisenberg group, is extremely difficult when there is no general explicit for-
mula for the distance function. Nevertheless, one can still compute it in these cases using the techniques
introduced in Chapters 6 and 7. For this reason, the complete discussion for 3D contact structures is post-
poned to Section 7.5. Explicit computations of higher-dimensional contact sub-Riemannian curvature
can be found in [ABR15].

43



5.8. On the “meaning” of constant curvature

In Riemannian geometry the vanishing of curvature has a basic significance: the metric is locally
Euclidean. One can wonder whether a similar interpretation exists in our setting, where one should also
take into account the presence of the non-trivial operator Iλ.

For Riemannian structures we proved the formulae

(5.28) Iλ = I, Rλ = R∇(γ̇, ·)γ̇.
where λ is the initial covector of a geodesic γ. The classical meaning of “constant curvature” is Rλ(w) =
kw for some k ∈ R and every w ⊥ γ̇. In other words Iλ and Rλ are always constant as a function of λ.

What about the Heisenberg group? We have proved that the matrices representing the symmetric
operators Iλ and Rλ in the basis {γ̇⊥, γ̇} of Dx0 are

Iλ =
(

4 0
0 1

)
, Rλ =

2
5

(
h2
z 0

0 0

)
,

where, we recall, λ has coordinates (hx, hy, hz). In particular Iλ is the same for any non-trivial geodesic,
but Rλ is an operator that depends on λ. For example Rλ = 0 for those λ corresponding to straight
lines (i.e. when hz = 0), but its norm is unbounded with respect to λ.

This situation carries on to more general settings. In fact, in Section 7.5 we prove the following
formula for 3D contact sub-Riemannian structures:

Iλ =
(

4 0
0 1

)
, Rλ =

2
5

(
rλ 0
0 0

)
,

Observe that rλ is proportional to the Ricci curvature associated with Rλ:

Ric(λ) = tr Rλ =
2
5
rλ.

We are not interested in an explicit formula for rλ right now (one can find it in Section 7.5); we only
anticipate that rλ, a priori defined only for covectors associated with ample geodesics, can be extended
to a well defined quadratic form λ 7→ rλ on the whole fiber T ∗

xM , where x = π(λ).
It turns out that the quadratic form rλ is positive when evaluated on the kernel of the Hamiltonian

kerHx. In particular, this defines a splitting of the fiber

T ∗
xM = kerHx ⊕ (kerHx)⊥,

where (kerHx)⊥ is the orthogonal complement of kerHx with respect to the quadratic form rλ. Notice
that kerHx is a one-dimensional subspace and we can define a normalized basis αx of it by requiring
that rαx

= 1. As a matter of fact, this splitting induces the dual splitting of TxM

TxM = Vx ⊕ Dx,

where Dx is the distribution of the sub-Riemannian structure at the point x and Vx is a one-dimensional
subspace of TxM that is transversal to Dx. This splitting is smooth with respect to x. The vector
X0 ∈ Vx normalized such that αx(X0) = 1, for every x ∈ M , is called the Reeb vector field. Indeed α is
the normalized contact form.

Let us now consider the restriction rλ|D∗
x

of the quadratic form rλ on the two dimensional Euclidean
plane D∗

x
.= (kerHx)⊥, endowed with the dual inner product induced by the Hamiltonian Hx. By

construction its trace and its discriminant are two metric invariant of the structure

tr
(
rλ|D∗

x

)
, discr

(
rλ|D∗

x

)
.

Recall that the discriminant of an operator Q defined on a two-dimensional space, is the square of the
difference of its eigenvalues, and is computed by the formula discr(Q) = tr2(Q) − 4 det(Q).

One can prove that the Reeb vector field X0 generates a flow of isometries for the sub-Riemannian
metric (i.e. it preserves H) if and only if discr

(
rλ|D∗

x

)
= 0 for all x ∈ M .

Under this assumption one can check that the quotient of M by the action of X0 defines a two
dimensional manifold N (at least locally). Then the projection π : M → N defines a principal bundle
and the distribution D defines a connection on this bundle. Moreover the sub-Riemannian structure on
M induces, by projection, a Riemannian structure on N and the curvature associated with the connection
D over M coincides with the area form on N defined by the Riemannian structure. In this case, the
invariant tr

(
rλ|D∗

x

)
is constant along the flow of X0 and hence descends to a well-defined function on N ,

that is its Gaussian curvature (up to a constant factor).
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For these reasons, under the assumption discr
(
rλ|D∗

x

)
= 0 for all x ∈ M , one has that the sub-

Riemannian structure is locally isometric to the one defined by the Dido’s isoperimetric problem on a
Riemannian surface M (see [Agr96]). In the case when tr

(
rλ|D∗

x

)
is constant on all M we have the

following result.

Proposition 5.52. Let M be a complete and simply connected 3D contact sub-Riemannian manifold,
and assume that discr

(
rλ|D∗

x

)
= 0 and tr

(
rλ|D∗

x

)
is constant on M . Then, up to dilations of the metric

(i) if tr
(
rλ|D∗

x

)
= 0, then M is isometric to the Heisenberg group,

(ii) if tr
(
rλ|D∗

x

)
> 0, then M is isometric to the group SU(2) with Killing metric,

(iii) if tr
(
rλ|D∗

x

)
< 0, then M is isometric to the universal covering of SL(2) with the Killing metric.

Proposition 5.52 can be found in [Agr95, Thm. 11] (see also [AB12, Cor. 2]), where it is stated
with different language in terms of the invariants χ, κ of a 3D contact sub-Riemannian structure. See
Section 7.5.7 for a detailed discussion about the curvature of 3D contact sub-Riemannian structure and
its relation with these invariants.

Despite the rigidity result stated in Proposition 5.52, one can wonder it the “constant curvature”
is achieved in the following sense: does it exist a sub-Riemannian structure such that the curvature
operator Rλ does not depend on λ? Indeed this would be the real analogue of the Riemannian constant
curvature condition (see also Eq. (5.28)). It turns out that, at least in the class of 3D contact sub-
Riemannian structures, the curvature operator always depends non-trivially on λ (see Proposition 7.21
in Section 7.5.6). This suggests that no sub-Riemannian structure has constant curvature in this sense.
Still, the computation of our curvature in dimension higher than 3 is a challenging task.

Even if there are no sub-Riemannian structures with constant curvature in the sense specified above,
it is still possible to achieve constant curvature in the larger class of affine optimal control problems.
Indeed, as proved in Section 4.5.4, the operators Iλ and Rλ are constant for the so-called linear quadratic
optimal control problems. At the present stage, it is not straightforward how to use these structures
as models to investigate purely geometrical aspects of sub-Riemannian manifolds, such as comparison
theorem for volumes, distances etc. For other type of comparison, relating curvature bounds to existence
(and estimates) of conjugate points along sub-Riemannian geodesics, a connection is possible and has
been investigated in [BR14]. In this case, the role of constant curvature models is played by linear
quadratic optimal control problems, for which complete conditions for occurrence of conjugate points is
well understood (see [ARS14]).
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Part 2

Technical tools and proofs





CHAPTER 6

Jacobi curves

In this chapter we introduce the notion of Jacobi curve associated with a normal geodesic, that
is a curve of Lagrangian subspaces in a symplectic vector space. This curve arises naturally from the
geometric interpretation of the second derivative of the geodesic cost, and is closely related with the
asymptotic expansion of Theorem A.

We start with a brief description of the properties of curves in the Lagrange Grassmannian. For
more details, see [AZ02,ZL09,AG97].

6.1. Curves in the Lagrange Grassmannian

Let (Σ, σ) be a 2n-dimensional symplectic vector space. A subspace Λ ⊂ Σ is called Lagrangian
if it has dimension n and σ|Λ ≡ 0. The Lagrange Grassmannian L(Σ) is the set of all n-dimensional
Lagrangian subspaces of Σ.

Proposition 6.1. L(Σ) is a compact n(n+ 1)/2-dimensional submanifold of the Grassmannian of
n-planes in Σ.

Proof. Let ∆ ∈ L(Σ), and consider the set ∆⋔ .= {Λ ∈ L(Σ) | Λ ∩ ∆ = 0} of all Lagrangian
subspaces transversal to ∆. Clearly, the collection of these sets for all ∆ ∈ L(Σ) is an open cover of
L(Σ). Then it is sufficient to find submanifold coordinates on each ∆⋔.

Let us fix any Lagrangian complement Π of ∆ (which always exists, though it is not unique). Every
n-dimensional subspace Λ ⊂ Σ that is transversal to ∆ is the graph of a linear map from Π to ∆. Choose
an adapted Darboux basis on Σ, namely a basis {ei, fi}ni=1 such that

∆ = span{f1, . . . , fn}, Π = span{e1, . . . , en},
σ(ei, fj) − δij = σ(fi, fj) = σ(ei, ej) = 0, i, j = 1, . . . , n.

In these coordinates, the linear map is represented by a matrix SΛ such that

Λ ∩ ∆ = 0 ⇔ Λ = {z = (p, SΛp), p ∈ Π ≃ R
n}.

Moreover it is easily seen that Λ ∈ L(Σ) if and only if SΛ = S∗
Λ. Hence, the open set ∆⋔ of all

Lagrangian subspaces transversal to ∆ is parametrized by the set of symmetric matrices, and this gives
smooth submanifold coordinates on ∆⋔. This also proves that the dimension of L(Σ) is n(n + 1)/2.
Finally, as a closed subset of a compact manifold, L(Σ) is compact. �

Fix now Λ ∈ L(Σ). The tangent space TΛL(Σ) to the Lagrange Grassmannian at the point Λ can
be canonically identified with the set of quadratic forms on the space Λ itself, namely

TΛL(Σ) ≃ Q(Λ).

Indeed, consider a smooth curve Λ(·) in L(Σ) such that Λ(0) = Λ, and denote by Λ̇ ∈ TΛL(Σ) its tangent
vector. For any point z ∈ Λ and any smooth extension z(t) ∈ Λ(t), we define the quadratic form

Λ̇ .= z 7→ σ(z, ż),

where ż .= ż(0). A simple check shows that the definition does not depend on the extension z(t). Finally,
if in local coordinates Λ(t) = {(p, S(t)p), p ∈ Rn}, the quadratic form Λ̇ is represented by the matrix
Ṡ(0). In other words, if z ∈ Λ has coordinates p ∈ Rn, then Λ̇ : p 7→ p∗Ṡ(0)p.

6.1.1. Ample, equiregular, monotone curves. Let J(·) ∈ L(Σ) be a smooth curve in the
Lagrange Grassmannian. For i ∈ N, consider

J (i)(t) = span
{
dj

dtj
ℓ(t)
∣∣∣∣ ℓ(t) ∈ J(t), ℓ(t) smooth, 0 ≤ j ≤ i

}
⊂ Σ, i ≥ 0.
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Definition 6.2. The subspace J (i)(t) is the i-th extension of the curve J(·) at t. The flag

J(t) = J (0)(t) ⊂ J (1)(t) ⊂ J (2)(t) ⊂ . . . ⊂ Σ,

is the associated flag of the curve at the point t. The curve J(·) is called:

(i) equiregular at t if dim J (i)(·) is locally constant at t, for all i ∈ N,
(ii) ample at t if there exists N ∈ N such that J (N)(t) = Σ,
(iii) monotone increasing (resp. decreasing) at t if J̇(t) is non-negative (resp. non-positive) as a

quadratic form.
The step of the curve at t is the minimal N ∈ N such that J (N)(t) = Σ.

In coordinates, J(t) = {(p, S(t)p)| p ∈ R
n} for some smooth family of symmetric matrices S(t). The

curve is ample at t if and only if there exists N ∈ N such that

rank{Ṡ(t), S̈(t), . . . , S(N)(t)} = n.

The rank of the curve at t is the rank of J̇(t) as a quadratic form (or, equivalently, the rank of Ṡ(t)).
We say that the curve is equiregular, ample or monotone (increasing or decreasing) if it is equiregular,
ample or monotone for all t in the domain of the curve.

In the subsequent sections we show that with any ample (resp. equiregular) geodesic, we can associate
in a natural way an ample (resp. equiregular) curve in an appropriate Lagrange Grassmannian. This
justifies the terminology introduced in Definition 6.2.

An important property of ample, monotone curves is described in the following lemma.

Lemma 6.3. Let J(·) ∈ L(Σ) be a monotone, ample curve at t0. Then, there exists ε > 0 such that
J(t) ∩ J(t0) = {0} for 0 < |t− t0| < ε.

Proof. Without loss of generality, assume t0 = 0. Choose a Lagrangian splitting Σ = Λ ⊕ Π, with
Λ = J(0). For |t| < ε, the curve is contained in the chart defined by such a splitting. In coordinates,
J(t) = {(p, S(t)p)| p ∈ Rn}, with S(t) symmetric and S(0) = 0. The curve is monotone, then Ṡ(t) is a
semidefinite symmetric matrix. It follows that S(t) is semidefinite too.

Suppose that, for some τ , J(τ) ∩J(0) 6= {0} (w.l.o.g. assume τ > 0). This means that ∃p ∈ Rn such
that S(τ)p = 0. Indeed also p∗S(τ)p = 0. The function t 7→ p∗S(t)p = 0 is monotone, vanishing at t = 0
and t = τ . Therefore p∗S(t)p = 0 for all 0 ≤ t ≤ τ . Being a semidefinite, symmetric matrix, p∗S(t)p = 0
if and only if S(t)p = 0. Therefore, we conclude that p ∈ kerS(t) for 0 ≤ t ≤ τ . This implies that, for
any i ∈ N, p ∈ kerS(i)(0), which is a contradiction, since the curve is ample at 0. �

Remark 6.4. Ample curves with N = 1 are also called regular. See in particular [AG97, AZ02],
where the authors discuss geometric invariants of these curves. Notice that a curve J(·) is regular at t if
and only if its tangent vector at t is a non degenerate quadratic form, i.e. the matrix Ṡ(t) is invertible.

6.1.2. The Young diagram of an equiregular curve. Let J(·) ∈ L(Σ) be smooth, ample and
equiregular. We can associate in a standard way a Young diagram with the curve J(·) as follows. Consider
the restriction of the curve to a neighbourhood of t such that, for all i ∈ N , dimJ (i)(·) is constant. Let
hi

.= dim J (i)(·). By hypothesis, there exists a minimal N ∈ N such that hi = dim Σ for all i ≥ N .

Lemma 6.5. Let J(·) ∈ L(Σ) be smooth, ample and equiregular and denote hi = dim J (i)(·). Then
we have the inequalities

hi+1 − hi ≤ hi − hi−1, ∀ i ≥ 0.

These inequalities are valid for any equiregular curve in the Grassmannian of a vector space. The
proof of Lemma 6.5 is in Appendix E.

Then, we build a Young diagram with N columns, with hi − hi−1 boxes in the i-th column. This is
the Young diagram of the curve J(·). In particular, notice that the number of boxes in the first column
is equal to the rank of J(·).

6.2. The Jacobi curve and the second differential of the geodesic cost

Recall that T ∗M has a natural structure of symplectic manifold, with the canonical symplectic
form defined as the differential of the Liouville form, namely σ = dς. In particular, for any λ ∈ T ∗M ,
Tλ(T ∗M) is a symplectic vector space with the canonical symplectic form σ. Therefore, we can specify the
construction above to Σ .= Tλ(T ∗M). In this section we show that the second derivative of the geodesic
cost (associated with an ample geodesic γ with initial covector λ ∈ T ∗M) can be naturally interpreted
as a curve in the Lagrange Grassmannian of Tλ(T ∗M), which is ample in the sense of Definition 6.2.
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6.2.1. Second differential at a non critical point. Let f ∈ C∞(M). As we explained in Section
4.4, the second differential of f , which is a symmetric bilinear form on the tangent space, is well defined
only at critical points of f . If x ∈ M is not a critical point, it is still possible to define the second
differential of f , as the differential of df , thought as a section of T ∗M .

Definition 6.6. Let f ∈ C∞(M), and

df : M → T ∗M, df : x 7→ dxf.

Fix x ∈ M , and let λ .= dxf ∈ T ∗M . The second differential of f at x ∈ M is the linear map

d2
xf

.= dx(df) : TxM → Tλ(T ∗M), d2
xf : v 7→ d

ds

∣∣∣∣
s=0

dγ(s)f,

where γ(·) is a curve on M such that γ(0) = x and γ̇(0) = v.

Definition 6.6 generalizes the concept of “second derivatives” of f , as the linearisation of the differ-
ential.

Remark 6.7. The image of the differential df : M → T ∗M is a Lagrangian submanifold of T ∗M .
Thus, by definition, the image of the second differential d2

xf(TxM) at a point x is the tangent space
of df(M) at λ = dxf , which is an n-dimensional Lagrangian subspace of Tλ(T ∗M) transversal to the
vertical subspace Tλ(T ∗

xM).

By a dimensional argument and the fact that π ◦ df = IM (hence π∗ ◦ d2
xf = ITxM ), we obtain the

following formula for the image of a subspace through the second differential.

Lemma 6.8. Let f : M → R and W ⊂ TxM . Then d2
xf(W ) = d2

xf(TxM) ∩ π−1
∗ (W ).

The next lemma describes the affine structure on the space of second differentials.

Lemma 6.9. Let λ ∈ T ∗
xM . The set Lλ .= {d2

xf | f ∈ C∞(M), dxf = λ} is an affine space over the
vector space Q(TxM) of the quadratic forms over TxM .

Proof. Consider two functions f1, f2 such that dxf1 = dxf2 = λ. Then f1 − f2 has a critical point
at x. We define the difference between d2

xf1 and d2
xf2 as the quadratic form d2

x(f1 − f2). �

Remark 6.10. When λ = 0 ∈ T ∗
xM , Lλ is the space of the second derivatives of the functions with

a critical point at x. In this case we can fix a canonical origin in Lλ, namely the second differential of
any constant function. This gives the identification of Lλ with the space of quadratic forms on TxM ,
recovering the standard notion of Hessian discussed in Section 4.4.

6.2.2. Second differential of the geodesic cost function. Let γ : [0, T ] → M be a strongly
normal geodesic. Let x = γ(0). Without loss of generality, we can choose T sufficiently small so that
the geodesic cost function (t, x) → ct(x) is smooth in a neighbourhood of (0, T ) × {x} ⊂ R × M , and
dxct = λ is the initial covector associated with γ (see Definition 4.1, Theorem 4.2 and Proposition 4.3).

The second differential of ct defines a curve in the Lagrange Grassmannian L(Tλ(T ∗M)). For any
λ ∈ T ∗M , π(λ) = x, we denote with the symbol Vλ = Tλ(T ∗

xM) ⊂ Tλ(T ∗M) the vertical subspace,
namely the tangent space to the fiber T ∗

xM . Observe that, if π : T ∗M → M is the bundle projection,
Vλ = kerπ∗.

Definition 6.11. The Jacobi curve associated with γ is the smooth curve Jλ : [0, T ] → L(Tλ(T ∗M))
defined by

Jλ(t) .= d2
xct(TxM),

for t ∈ (0, T ], and Jλ(0)
.
= Vλ.

The Jacobi curve is smooth as a consequence of the next proposition, which provides an equivalent
characterization of the Jacobi curve in terms of the Hamiltonian flow on T ∗M .

Proposition 6.12. Let λ : [0, T ] → T ∗M be the unique lift of γ such that λ(t) = et
~H(λ). Then the

associated Jacobi curve satisfies the following properties for all t, s such that both sides of the statements
are defined:

(i) Jλ(t) = e−t ~H
∗ Vλ(t),

(ii) Jλ(t+ s) = e−t ~H
∗ Jλ(t)(s),
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(iii) J̇λ(0) = −d2
λHx as quadratic forms on Vλ ≃ T ∗

xM .

Proof. In order to prove (i) it is sufficient to show that π∗ ◦et ~H∗ ◦d2
xct = 0. Then, let v ∈ TxM , and

α(·) a smooth arc such that α(0) = x, α̇(0) = v. Recall that, for s sufficiently small, dα(s)ct is the initial

covector of the unique normal geodesic which connects α(s) with γ(t) in time t, i.e. π◦et ~H ◦dα(s)ct = γ(t).
Then

π∗ ◦ et ~H∗ ◦ d2
xct(v) =

d

ds

∣∣∣∣
s=0

π ◦ et ~H ◦ dα(s)ct = 0.

Statement (ii) follows from (i) and the group property of the Hamiltonian flow. To prove (iii), introduce
canonical coordinates (p, x) in the cotangent bundle. Let ξ ∈ Vλ, such that ξ =

∑n
i=1 ξi∂pi

|λ. By (i),
the smooth family of vectors in Vλ defined by

ξ(t)
.
= e−t ~H

∗

(
n∑

i=1

ξi∂pi
|λ(t)

)
,

satisfies ξ(0) = ξ and ξ(t) ∈ Jλ(t). Therefore

J̇λ(0)ξ = σ(ξ, ξ̇) = −
n∑

i,j=1

∂2H

∂pi∂pj
ξiξj = −〈ξ, (d2

λHx)ξ〉,

where the last equality follows from the definition of d2
λHx after the identification Vλ ≃ T ∗

xM (see
Section 4.3). �

Remark 6.13. Point (i) of Proposition 6.12 can be used to associate a Jacobi curve with any
integral curve of the Hamiltonian flow, without any further assumptions on the underlying trajectory
on the manifold. In particular we associate with any initial covector λ ∈ TxM the Jacobi curve Jλ(t) .=
e−t ~HVλ(t). Observe that, in general, γ(·) .

= π ◦ λ(·) may be also abnormal.

Proposition 6.12 and the fact that the quadratic form d2
λHx is non-negative imply the next corollary.

Corollary 6.14. The Jacobi curve Jλ is monotone decreasing for every λ ∈ T ∗M .

The following proposition provides the connection between the flag of a normal geodesic and the flag
of the associated Jacobi curve.

Proposition 6.15. Let γ(t) = π ◦ et ~H(λ) be a normal geodesic associated with the initial covector
λ. The flag of the Jacobi curve Jλ projects to the flag of the geodesic γ at t = 0, namely

(6.1) π∗J
(i)
λ (0) = F

i
γ(0), ∀ i ∈ N.

Moreover, dim J
(i)
λ (t) = n+ dim F i

γ(t). Therefore γ is ample of step m (resp. equiregular) if and only if
Jλ is ample of step m (resp. equiregular).

Proof. The last statement follows directly from Eq. (6.1), Proposition 6.12 (point (ii)) and the
definition of Fγ(s)(t) = (Ps,s+t)

−1
∗ Dγ(s+t). In order to prove Eq. (6.1), let ū : T ∗M → L∞([0, T ],Rk) be

the map that associates to any covector the corresponding normal control:

ūi(λ)(·) = 〈e· ~H(λ), fi〉, i = 1, . . . , k,

where we assume, without loss of generality, that the Hamiltonian field ~H is complete. For any control
v ∈ L∞([0, T ],Rk) and initial point x ∈ M , consider the non-autonomous flow P v0,t(x). We have the
following identity, for any λ ∈ T ∗M and t ∈ [0, T ]

π ◦ et ~H(λ) = P
ū(λ)
0,t (π(λ)).

Remember that, as a function of the control, P v0,t(x) = Ex,t(v) (i.e. the endpoint map with basepoint x
and endtime t). Therefore, by taking the differential at λ (such that π(λ) = x), we obtain

π∗ ◦ et ~H∗ |λ =
(
P
ū(λ)
0,t

)
∗

◦ π∗|λ +Dū(λ)Ex,t ◦ ū∗|λ,
Then, by the explicit formula for the differential of the endpoint map, we obtain, for any vertical field
ξ(t) ∈ Vet ~H (λ)

π∗ ◦ e−t ~H
∗ ξ(t) = −

∫ t

0

(P0,τ )−1
∗ f(v(t, τ), γ(t))dτ,
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where γ(t) = π ◦ et ~H(λ) is the normal geodesic with initial covector λ and, for any t ∈ [0, T ],

vi(t, ·) .= ū∗ ◦ e−t ~H
∗ ξ(t) =

(
ū ◦ e−t ~H

)
∗
ξ(t), v(t, ·) ∈ L∞([0, T ],Rk).

More precisely, v(t, ·) has components

vi(t, τ) =
d

dε

∣∣∣∣
ε=0

〈e(τ−t) ~H(λ(t) + εξ(t)), fi〉, i = 1, . . . , k,

where λ(t) = et
~H(λ), and we identified Vet ~H (λ) ≃ T ∗

γ(t)M . Observe that, on the diagonal, vi(t, t) =
〈ξ(t), fi〉 = ξi(t). It is now easy to show that, for any positive i ∈ N

(6.2)
di

dti

∣∣∣∣
t=0

π∗ ◦ e−t ~H
∗ ξ(t) = − di−1

dti−1

∣∣∣∣
t=0


(P0,t)

−1
∗

k∑

j=1

ξj(t)f j(γ(t))


 mod F

i−1
γ (0).

By point (i) of Proposition 6.12, any smooth family ℓ(t) ∈ Jλ(t) is of the form e−t ~H
∗ ξ(t) for some smooth

ξ(t) ∈ Vet ~H (λ). Therefore, Eq. (6.2) for i = 1 implies that J (1)
λ = F 1

γ (0). The same equation and an easy

induction argument, together with the definitions of the flags show that J (i)
λ (0) = F i

γ(0) for any positive
i ∈ N. �

Remark 6.16. If γ is equiregular, ample of step m with growth vector Gλ = (k1, k2, . . . , km), the
Young diagram of Jλ has m columns, with di

.= ki − ki−1 boxes in the i-th column (recall that k0 =
dim F 0

γ (t) = 0).

Remark 6.17. Notice that, by the coordinate representation of J (i)
λ (t) and Proposition 6.15, we

have the following formula:

dim F
i
γ(0) = rank{Ṡλ(0), S̈λ(0), . . . , S(i)

λ (0)}, ∀ i ≥ 0.

By point (i) of Proposition 6.12 it follows that, for any fibre-wise polynomial Hamiltonian, S(i)
λ (0) is a

rational function of the initial covector λ ∈ T ∗
xM , for any i ∈ N. In particular, the integer numbers

ki = dim F i
γ(0) are obtained as the rank of a matrix whose entries are rational in the covector λ.

Finally, we stress that the curve is ample at t = 0 if and only if there exists N ∈ N such that

rank{Ṡλ(0), S̈λ(0), . . . , S(N)
λ (0)} = n.

Therefore, under this polynomial assumption (which is true, for example, in the sub-Riemannian case),
Jλ(·) is ample on an open Zariski subset of the fibre T ∗

xM .

6.3. The Jacobi curve and the Hamiltonian inner product

The following is an elementary, albeit very useful property of the symplectic form σ.

Lemma 6.18. Let ξ ∈ Vλ a vertical vector. Then, for any η ∈ Tλ(T ∗M)

σ(ξ, η) = 〈ξ, π∗η〉,
where we employed the canonical identification Vλ = T ∗

xM .

Proof. In any Darboux basis induced by canonical local coordinates (p, x) on T ∗M , we have σ =∑n
i=1 dpi ∧ dxi and ξ =

∑n
i=1 ξ

i∂pi
. The result follows immediately. �

In Section 4.3 we introduced the Hamiltonian inner product on Dx, which, in general, depends on λ.
Such an inner product is defined by the quadratic form d2

λHx : T ∗
xM → TxM on Dx = Im(d2

λHx). The
following lemma allows the practical computation of the Hamiltonian inner product through the Jacobi
curve.

Lemma 6.19. Let ξ ∈ T ∗
xM . Then

d2
λHx(ξ) = −π∗ξ̇,

where ξ̇ is the derivative, at t = 0, of any extension ξ(t) of ξ such that ξ(0) = ξ and ξ(t) ∈ Jλ(t).

Proof. By point (iii) of Proposition 6.12, d2
λHx = −J̇λ(0). By definition of J̇λ(0) : Vλ → R as

a quadratic form, J̇λ(0)(ξ) = σ(ξ, ξ̇). Then, by Lemma 6.18, J̇λ(0)(ξ) = 〈ξ, π∗ξ̇〉. This implies the
statement after identifying again the quadratic form with the associated symmetric map. �
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By Lemma 6.19, for any v ∈ Dx there exists a ξ ∈ Vλ such that, for any extension ξ(t) ∈ Jλ(t),
with ξ(0) = ξ, we have v = π∗ξ̇. Indeed ξ may not be unique. Besides, if v = π∗ξ̇ and w = π∗η̇, the
Hamiltonian inner product rewrites

(6.3) 〈v|w〉λ = σ(ξ, η̇) = −σ(η, ξ̇).

We now have all the tools required for the proof of Theorem A.

6.4. Proof of Theorem A

The statement of Theorem A is related with the analytic properties of the functions t 7→ 〈Qλ(t)v|v〉λ
for v ∈ Dx. By definition, 〈Qλ(t)v|v〉λ = d2

xċt(v).
As a first step, we compute a coordinate formula for such a function in terms of a splitting Σ =

Vλ ⊕ Hλ, where Vλ is the vertical space and Hλ is any Lagrangian complement. Observe that Vλ =
Jλ(0) = kerπ∗ and π∗ induces an isomorphism between Hλ and TxM . Jλ(t) is the graph of a linear map
S(t) : Vλ → Hλ. Equivalently, by Lemma 6.3, for 0 < t < ε, Jλ(t) is the graph of S(t)−1 : Hλ → Vλ.
Once a Darboux basis (adapted to the splitting) is fixed, as usual one can identify these maps with the
representative matrices.

Fix v ∈ Dx ⊂ TxM and let ṽ ∈ Hλ be the unique horizontal lift such that π∗ṽ = v. Then, by
definition of Jacobi curve, and the standard identification Vλ ≃ T ∗

xM

(6.4) 〈Qλ(t)v|v〉λ =
d

dt
σ(S(t)−1ṽ, ṽ).

Since Jλ(0) = Vλ, it follows that S(t)−1 is singular at t = 0. In what follows we prove Theorem A,
by computing the asymptotic expansion of the matrix S(t)−1. More precisely, from (6.4) it is clear that
we need only a “block” of S(t)−1 since it acts only on vectors ṽ ∈ π−1

∗ (Dx) ∩ Hλ. In what follows we
build natural coordinates on the space Σ in such a way that Eq. (6.4) is given by the derivative of the
first k × k block of S(t)−1 where, we recall, k = dim Dx. Notice that this restriction is crucial in the
proof since only the aforementioned block has a simple pole. This is not true, in general, for the whole
matrix S(t)−1.

6.4.1. Coordinate presentation of the Jacobi curve. In order to obtain a convenient expression
for the matrix S(t) we introduce a set of coordinates (p, x) induced by a particular Darboux frame adapted
to the splitting Σ = Vλ ⊕ Hλ. Namely

Σ = {(p, x)| p, x ∈ R
n}, Vλ = {(p, 0)| p ∈ R

n}, Hλ = {(0, x)|x ∈ R
n}.

Besides, if ξ = (p, x), ξ̄ = (p̄, x̄) ∈ Σ the symplectic product is σ(ξ, ξ̄) = p∗x̄− p̄∗x. In these coordinates,
Jλ(t) = {(p, S(t)p)| p ∈ Rn}, and S(0) = 0. The symmetric matrix S(t) represents a monotone Jacobi
curve, hence Ṡ(t) ≤ 0. Moreover, since the curve is ample, by Lemma 6.3, S(t) < 0 for 0 < t < ε.
Moreover we introduce the coordinate splitting Rn = Rk ⊕ Rn−k (accordingly we write p = (p1, p2) and
x = (x1, x2)), such that π∗(Rk) = Dx. In blocks notation

S(t) =
(
S11(t) S12(t)
S∗

12(t) S22(t)

)
, with S11(t), S22(t) < 0 for 0 < t < ε.

By point (iii) of Proposition 6.12, in these coordinates we also have

Ṡ(0) =
(
Ṡ11(0) 0

0 0

)
, with rank Ṡ11(0) = dim Dx.

Therefore, we obtain the following coordinate formula for the Hamiltonian inner product. Let v, w ∈
Dx, with coordinates v = (v1, 0), w = (w1, 0) then

〈v|w〉λ = −v∗
1 Ṡ11(0)−1w1, v1, w1 ∈ R

k,

Remark 6.20. In other words, the quadratic form associated with the operator I : Dx → Dx via the
Hamiltonian inner product is represented by the matrix −Ṡ11(0)−1.

Moreover the horizontal lift of v is ṽ = ((0, 0), (v1, 0)) and analogously for w. Thus, by (6.4)

(6.5) 〈Qλ(t)v|w〉λ =
d

dt
v∗

1 [S(t)−1]11w1, v1, w1 ∈ R
k, t > 0.
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For convenience, for t > 0, we introduce the smooth family of k × k matrices S♭(t) defined by

S♭(t)−1 .= [S(t)−1]11, t > 0.

Then, the quadratic form associated with the operator Qλ(t) : Dx → Dx via the Hamiltonian inner is
represented by the matrix d

dtS
♭(t)−1.

The proof of Theorem A is based upon the following result.

Theorem 6.21. The map t 7→ S♭(t)−1 has a simple pole at t = 0.

Proof. The expression of S♭(t) in terms of the blocks of S(t) is given by the following lemma.

Lemma 6.22. Let A =
(
A11 A12

A21 A22

)
be a sign definite matrix, and denote by [A−1]11 the first block of

the inverse of A. Then [A−1]11 = (A11 − A12A
−1
22 A21)−1.

Then, by definition of S♭, we have the following formula (where we suppress t):

(6.6) S♭ = S11 − S12S
−1
22 S

∗
12.

Lemma 6.23. As quadratic forms on Rk, S11(t) ≤ S♭(t) < 0 for t > 0.

Proof of Lemma 6.23. Let t > 0. S(t) is symmetric and negative, then also its inverse S(t)−1 is
symmetric and negative. This implies that S♭(t)−1 = [S(t)−1]11 < 0 and so is S♭(t). This proves the
right inequality. By Eq. (6.6) and the fact that S22(t) is negative definite (and so is S−1

22 (t)) one also
gets (we suppress t > 0)

�p∗
1(S11 − S♭)p1 = p∗

1S12S
−1
22 S

∗
12p1 = (S∗

12p1)∗S−1
22 (S∗

12p1) ≤ 0, p1 ∈ R
k.

Lemma 6.24. The map t 7→ S♭(t) can be extended by smoothness at t = 0.

Proof. Indeed, by the coordinate expression of Eq. (6.6), it follows that the only term that can give
rise to singularities is the inverse matrix S−1

22 (t). Since, by assumption, the curve is ample, t 7→ detS22(t)
has a finite order zero at t = 0, thus the singularity can be only a finite order pole. On the other hand
S(t) → 0 for t → 0, thus S11(t) → 0 as well. Then, by Lemma 6.23, S♭(t) → 0 for t → 0, hence can be
extended by smoothness at t = 0. �

We are now ready to prove that t 7→ S♭(t)−1 has a simple pole at t = 0. As a byproduct, we obtain
an explicit form for its residue. As usual, for i > 0, we set ki

.
= dim J

(i)
λ (0) − n, and di

.
= ki − ki−1. In

coordinates, this means that

rank{Ṡ(0), . . . , S(i)(0)} = ki, i = 1, . . . ,m.

By hypothesis, the curve is ample at t = 0, then there exists m such that km = n. Since we are
only interested in Taylor expansions, we may assume S(t) to be real-analytic in [0, ε] by replacing, if
necessary, S(t) with its Taylor polynomial of sufficient high order. Then, let us consider the analytic
family of symmetric matrices Ṡ(t). For i = 1, . . . , n, the family wi(t) of eigenvectors of Ṡ(t) (and
the relative eigenvalues) are an analytic family (see [Kat95, Theorem 6.1, Chapter II]). Therefore,
Ṡ(t) = W (t)D(t)W (t)∗, where W (t) is the n× n matrix whose columns are the vectors wi(t), and D(t)
is a diagonal matrix. Recall that Ṡ(t) is non-positive. Then Ṡ(t) = −V (t)V (t)∗, for some analytic family
of n× n matrices V (t). Let vi(t) denote the columns of V (t).

Now, let us consider the flag E1 ⊂ E2 ⊂ . . . ⊂ Em = Rn defined as follows

Ei = span{v(ℓ)
j (0), 1 ≤ j ≤ n, 0 ≤ ℓ ≤ i− 1}.

Let span{A} denote the column space of a matrix A. Indeed span{Ṡ(t)} ⊆ span{V (t)}. Besides,
rank{Ṡ(t)} = rank{V (t)V (t)∗} = rank{V (t)} = dim span{V (t)}. Therefore, span{Ṡ(t)} = span{V (t)},
for all |t| < ε. Thus, for i = 1, . . . ,m

Ei = span{V (0), V (1)(0), . . . , V (i−1)(0)} = span{Ṡ(0), . . . , S(i)(0)}.
Therefore dimEi = ki. Choose coordinates in Rn adapted to this flag, i.e. span{e1, . . . , eki

} = Ei. In
these coordinates, V (t) has a peculiar structure, namely

V (t) =




v̂1

tv̂2

...
tm−1v̂m


+




O(t)
O(t2)

...
O(tm)


 ,
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where v̂i is a di ×n matrix of maximal rank (notice that the v̂i are not directly related with the columns
vi(t) of V (t)). Let V̂ (t) denote the “principal part” of V (t). In other words, V̂ (t) = (v̂1, tv̂2, . . . , t

m−1v̂m)∗.
Then, remember that S(0) = 0 and

S(t) =
∫ t

0

Ṡ(τ)dτ = −
∫ t

0

V (τ)V (τ)∗dτ = −
∫ t

0

V̂ (τ)V̂ (τ)∗dτ + r(t),

where r(t) is a remainder term. Observe that the matrix

Ŝ(t) = −
∫ t

0

V̂ (τ)V̂ (τ)∗dτ

is negative definite for t > 0. In fact, a non trivial kernel for some t > 0 would contradict the hypothesis
span{V (0), V (1)(0), . . . , V (m−1)(0)} = Rn. In components, we write S(t) as a m×m block matrix, Sij(t)
being a di × dj block, as follows:

Sij(t) =
∫ t

0

Ṡij(τ)dτ = −
(

v̂iv̂
∗
j

i+ j − 1

)
ti+j−1 +O(ti+j) = χijt

i+j−1 +O(ti+j),

where we introduced the negative definite constant matrix χ .= Ŝ(1) < 0. By computing the determinant
of Ŝ(t), we obtain

(6.7) det Ŝ(t) = det




tχ11 t2χ12 · · · tmχ1m

t2χ21 t3χ22 · · · tm+1χ2m

...
...

. . .
...

tmχm1 tm+1χm2 · · · t2m−1χmm


 = td1+3d2+...+(2m−1)dm detχ.

We now compute the inverse of S(t). First, the inverse of the principal part Ŝ(t) is

Ŝ(t)−1
ij =

(χ−1)ij
ti+j−1

,

as we readily check:
m∑

ℓ=1

Ŝ(t)−1
iℓ Ŝ(t)ℓj =

m∑

ℓ=1

(χ−1)iℓχℓj
tℓ+j−1

ti+ℓ−1
=

m∑

ℓ=1

(χ−1)iℓχℓjtj−i = δij .

The (block-wise) principal part of the inverse S(t)−1 is equal to the inverse of the (block-wise) principal
part of S(t). Then we obtain, in blocks notation, for i = 1, . . . ,m

[S(t)−1]ij =
(χ−1)ij
ti+j−1

+O

(
1

ti+j−2

)
.

Finally, by definition, (S♭)−1 = [S−1]11. Thus

S♭(t)−1 =
(χ−1)11

t
+O(1).

Thus S♭(t)−1 has a simple pole at t = 0, with a negative definite residue, as claimed. �

Remark 6.25. As a consequence of Eq. (6.7), the order of detS(t) at t = 0 is equal to the order of
its principal part Ŝ(t). Namely

(6.8) detS(t) ∼ det Ŝ(t) ∼ tN , N =
m∑

i=1

(2i− 1)di.

Proof of the Theorem A. It is now clear that, in coordinates

Qλ(t) =
d

dt
S♭(t)−1,

as quadratic forms on (Dx, 〈·, ·〉λ) (see Eq. (6.5)). By Theorem 6.21, the map t 7→ S♭(t)−1 has a simple
pole at t = 0, and its residue is a negative definite matrix. Then, Qλ(t) has a second order pole at t = 0,
and t2Qλ(t) can be extended smoothly also at t = 0. In particular, Iλ .= limt→0+ t2Qλ(t) > 0.

Besides, by Lemma 6.23, S11(t) ≤ S♭(t) < 0, which implies S♭(t)−1 ≤ S11(t)−1 < 0. Then,

Iλ = lim
t→0+

t2
d

dt
S♭(t)−1 = − lim

t→0+
tS♭(t)−1 ≥ − lim

t→0+
tS11(t)−1 = −Ṡ11(0)−1 > 0,

which, according to Remark 6.20, implies Iλ ≥ I > 0 as operators on Dx.
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Finally, Qλ(t) cannot have a term of order −1 in the Laurent expansion, which is tantamount to
d
dt

∣∣
t=0

t2Qλ(t) = 0. �

6.5. Proof of Theorem D

The purpose of this section is the proof of the main result of Section 5.6, namely a formula for the
exponent of the asymptotic volume growth of geodesic homotheties.

Fix x0 ∈ M and let γ : [0, 1] → M be the geodesic associated with the covector λ ∈ T ∗
x0
M . Moreover,

let Jλ be the associated Jacobi curve. As usual, we fix a Lagrangian splitting Tλ(T ∗M) = Vλ ⊕ Hλ,
in terms of which Jλ(t) is the graph of the map S(t) : Vλ → Hλ. The reader can easily check that
the statements that follow do not depend on the choice of the Lagrangian subspaces Hλ. The following
lemma relates Nλ with the Jacobi curve.

Lemma 6.26. Assume that γ is ample, of step m, with growth vector Gλ = {k1, . . . , km} (at t = 0).
Then the order of detS(t) at t = 0 is

detS(t) ∼ tNλ , Nλ =
m∑

i=1

(2i− 1)(ki − ki−1).

If γ is not ample, the order of detS(t) at t = 0 is +∞.

Proof. Indeed the order of detS(t) does not depend on the choice of the horizontal complement
Hλ and Darboux coordinates. Then, for an ample curve, the statement is precisely Eq. (6.8). Finally, if
γ is not ample, the Taylor polynomial of arbitrary order of S(t) is singular, thus the order of detS(t) at
t = 0 is +∞. �

We are now ready to prove the main result of Section 5.6.

Proof of Theorem D. Without loss of generality, we can assume that Ω is contained in a single
coordinate patch {xi}ni=1. In terms of such coordinates, µ = eadx1 ∧ . . . ∧ dxn and

(6.9) µ(Ωx0,t) =
∫

Ω

| det(dxφt)|ea◦φt(x)dx.

By smoothness, it is clear that the order of µ(Ωx0,t) at t = 0 is equal to the order of the map t 7→ det(dxφt).
In the following, Ex0 : T ∗

x0
M → M denotes the sub-Riemannian exponential map at time 1. Let us define

Σ∗
x0

.= E−1
x0

(Σx0 ) ⊂ T ∗
x0
M . Indeed, if λ ∈ Σ∗

x0
, the associated geodesic γ(t) = Ex0(tλ) is the unique one

connecting x0 with x = Ex0(λ). We now compute the order of the map t 7→ det(dxφt).

Lemma 6.27. For every x ∈ Σx0 the order of t 7→ det(dxφt) is equal to Nλ, where λ = E−1
x0

(x).

Proof. Recall that the order of a family of linear maps does not depend on the choice of the
representative matrices. By Eq. (5.16),

dxφt = π∗ ◦ e(t−1) ~H
∗ ◦ d2

xf.

Let us focus on the linear map e
(t−1) ~H
∗ ◦ d2

xf : TxM → Tλ(t)(T ∗M), where λ(t) = et
~H(λ) is the normal

lift of γ. Let us choose a smooth family of Darboux bases {Ei|λ(t), Fi|λ(t)}ni=1 of Tλ(t)(T ∗M), such
that Vλ(t) = span{Ei|λ(t)}ni=1 and Hλ(t) = span{Fi|λ(t)}ni=1. Let us define the column vectors E|λ(t)

.
=

(E1|λ(t), . . . , En|λ(t))∗ and F |λ(t)
.
= (F1|λ(t), . . . , Fn|λ(t))∗. Observe that the elements of π∗F |λ(t) are a

smooth family of bases for Tγ(t)M . Then

(6.10) e
(t−1) ~H
∗ ◦ d2

xf(π∗F |λ(1)) = A(t)E|λ(t) +B(t)F |λ(t),

for some smooth families of n × n matrices A(t) and B(t). Then, by definition, the order of the map
t 7→ det(dxφt) is the order of detB(t) at t = 0. By acting with e−t ~H

∗ in Eq. (6.10), we obtain

(6.11) A(t)e−t ~H
∗ E|λ(t) = e− ~H

∗ ◦ d2
xf(π∗F |λ(1)) −B(t)e−t ~H

∗ F |λ(t).

Notice that A(0) is nonsingular. Then, for t sufficiently close to 0, the l.h.s. of Eq. (6.11) is a smooth basis
for the Jacobi curve Jλ. We rewrite the r.h.s. of Eq. (6.11) in terms of the fixed basis {E|λ(0), F |λ(0)}.
To this end, observe that

e−t ~H
∗ F |λ(t) = C(t)E|λ(0) +D(t)F |λ(0),

e− ~H
∗ ◦ d2

xf(π∗F |λ(1)) = GE|λ(0).
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For some n × n smooth matrices C(t), D(t), G. Observe that C(0) = 0 and D(t) is nonsingular for t
sufficiently close to 0. Moreover, since x ∈ Σx0 is a regular value for the sub-Riemannian exponential
map Ex0 = π ◦ e ~H , G is nonsingular. Then

A(t)e−t ~H
∗ E|λ(t) = [G−B(t)C(t)]E|λ(0) −B(t)D(t)F |λ(0).

Therefore, the representative matrix of Jλ(t) in terms of the basis {E|λ(0), F |λ(0)} is

S(t) = −[G−B(t)C(t)]−1B(t)D(t), |t| < ε.

By the properties of the matrices G, C(t) and D(t) for sufficiently small t, detS(t) ∼ detB(t), and the
two determinants have the same order. Then the statement follows from Lemma 6.26. �

By Proposition 5.46, Nλ = Nx0 a.e. on T ∗
x0
M . Then the order of t 7→ det(dxφt) is equal to Nx0 up

to a zero measure set on Σx0 and the statement of Theorem D follows from (6.9), since µ(Ω) > 0. �
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CHAPTER 7

Asymptotics of the Jacobi curve: equiregular case

In this chapter, we introduce a key technical tool, the so-called canonical frame, associated with a
monotone, ample, equiregular curve in the Lagrange Grassmannian L(Σ). This is a special moving frame
in the symplectic space Σ which satisfies a set of differential equations encoding the dynamics of the
underlying curve, which has been introduced for the first time in [ZL09].

The main result of this chapter is an asymptotic formula for the curve, written in coordinates induced
by the canonical frame. Finally, we exploit this result to prove Theorem B.

7.1. The canonical frame

Let J(·) ⊂ L(Σ) be an ample, monotone nonincreasing, equiregular curve of rank k. Suppose that
its Young diagram D has k rows, of length na, for a = 1, . . . , k. Let us fix some terminology about the
frames, indexed by the boxes of the Young diagram D. Each box of the diagram is labelled “ai”, where
a = 1, . . . , k is the row index, and i = 1, . . . , na is the progressive box number, starting from the left, in
the specified row. Indeed na is the length of the a-th row, and n1 + · · · + nk = n = dim Σ. Briefly, the
notation ai ∈ D denotes a generic box of the diagram.

From now on, we employ letters from the beginning of the alphabet a, b, c, d, . . . for rows, and letters
from the middle of the alphabet i, j, h, k, . . . for the position of the box in the row. According to this
notation, a frame {Eai, Fai}ai∈D for Σ is Darboux if, for any ai, bj ∈ D,

σ(Eai, Ebj) = σ(Fai, Fbj) = σ(Eai, Fbj) − δabδij = 0,

where δabδij is the Kronecker delta defined on D ×D.

7.1.1. A remark on the notation. Any Darboux frame indexed by the boxes of the Young
diagram defines a Lagrangian splitting Σ = V ⊕ H, where

V = span{Eai}ai∈D, H = span{Fai}ai∈D.

In the following, we deal with linear maps S : V → H (and their inverses), written in coordinates induced
by the frame. The corresponding matrices have a peculiar block structure, associated with the Young
diagram. The Fbj component of S(Eai) is denoted by Sab,ij . As a matrix, S can be naturally thought
as a k × k block matrix. The block ab is a na × nb matrix. This structure is the key of the calculations
that follow, and we provide an example. Consider the Young diagram D, together with the “reflected”
diagram D in Fig. 1. We labelled the boxes of the diagrams according to the convention introduced

a1

b1

c1

a1

b1

c1

a2

b2

a2

b2

a3 a3a4 a4

Figure 1. The Young diagrams D (left) and D (right).

above. It is useful to think at each box of the diagram D as a one dimensional subspace of V , and at
each box of the diagram D as a one dimensional subspace of H. Namely, the box ai ∈ D corresponds to
the subspace REai (respectively, the box bj ∈ D corresponds to the subspace RFbj). Then the matrix S
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has the following block structure.

S =



Saa Sab Sac
Sba Sbb Sbc
Sca Scb Scc


 ,

where each block is a matrix of the appropriate dimension, e.g. Sab is a 4 × 2 matrix as explained
pictorially in Fig. 2.

S

H V
Sab

a1

b1b2

a2 a3 a4

Figure 2. The 4 × 2 block Sab of the map S.

Definition 7.1. A smooth family of Darboux frames {Eai(t), Fai(t)}ai∈D is called a moving frame
of a monotonically nonincreasing curve J(·) with Young diagram D if J(t) = span{Eai(t)}ai∈D for any
t, and there exists a one-parametric family of n×n symmetric matrices R(t) such that the moving frame
satisfies the structural equations

Ėai(t) = Ea(i−1)(t), a = 1, . . . , k, i = 2, . . . , na,

Ėa1(t) = −Fa1(t), a = 1, . . . , k,

Ḟai(t) =
k∑

b=1

nb∑

j=1

Rab,ij(t)Ebj(t) − Fa(i+1)(t), a = 1, . . . , k, i = 1, . . . , na − 1,

Ḟana
(t) =

k∑

b=1

nb∑

j=1

Rab,naj(t)Ebj(t), a = 1, . . . , k.

Notice that the matrix R(t) is labelled according to the convention introduced above. At the end
of this section, we also find a formula which connects the curvature operator Rλ of Definition 4.8 with
some of the symplectic invariants R(t) of the Jacobi curve (see Eq. (7.13)).

7.1.2. On the existence and uniqueness of the moving frame. The moving frame for curves
in a Lagrange Grassmannian has been introduced for the first time in [ZL09]. In the aforementioned
reference, the authors prove that such a frame always exists. Moreover, by requiring some algebraic
condition on the family R(t), the authors also proved that the moving frame is unique up to orthogonal
transformations which, in a sense, preserve the structure of the Young diagram. In this case, the family
R(t) (which is said to be normal) can be associated with a well defined operator which, together with
the Young diagram D, completely classify the curve up to symplectic transformations.

Definition 7.2. A moving frame {Eai(t), Fai(t)}ai∈D such that the family of symmetric matrices
R(t) is normal in the sense of [ZL09] is called canonical frame (or normal moving frame).

See Appendix F for the explicit statement of the normal conditions on the family R(t).
In order to state more precisely the uniqueness property of the canonical frame we need to introduce

the superboxes of a Young diagram. We say that two boxes ai, bj ∈ D belong to the same superbox of
the Young diagram D if and only if ai and bj are in the same column of D and in possibly distinct row
but with same length, i.e. if and only if i = j and na = nb. We use greek letters α, β, . . . to denote
superboxes. The size of a superbox α is the number of boxes included in α. The Young diagram D
is then partitioned into superboxes of (possibly) different sizes. See Fig. 3 for an example of such a
partition in superboxes.
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a)

2

1

1

b)
3

1

Figure 3. Examples of superboxes of a Young diagram for a growth vector a) Gγ =
{4, 5, 7} and b) Gγ = {4, 5}. Superboxes are the groups of boxes delimited by a thick
boundary. Superboxes with different size, displayed on the right of each diagram, are
painted with different colours.

Theorem 7.3 (see [ZL09, Theorem 1]). For any monotone nonincreasing ample and equiregular
curve J(·) in the Lagrange Grassmannian with Young diagram D there exists a normal moving frame

{Eai(t), Fai(t)}ai∈D. A moving frame {Ẽai(t), F̃ai(t)}ai∈D is a normal moving frame of the curve J(·) if
and only if for any superbox α of size r there exists a constant orthogonal r × r matrix Oα such that

Ẽai(t) =
∑

bj∈α

Oαai,bjEbj(t), F̃ai(t) =
∑

bj∈α

Oαai,bjFbj(t), ∀ ai ∈ α.

Thus, the canonical frame is unique up to orthogonal transformations that preserve the superboxes
of the Young diagram.

7.2. Main result

Fix a canonical frame, associated with J(·). Let V = span{Eai(0)}ai∈D be the vertical subspace, and
H = span{Fbj(0)}bj∈D be the horizontal subspace of Σ. Observe that V = J(0). The splitting Σ = V ⊕H
induces a coordinate chart in L(Σ), such that J(t) = {(p, S(t)p)| p ∈ Rn}. Recall that S(0) = 0 and,
being the curve ample, S(t) is invertible for |t| < ε (see Lemma 6.3).

We introduce the constant n× n symmetric matrices, Ŝ, its inverse Ŝ−1 and C, defined by

Ŝab,ij =
δab(−1)i+j−1

(i− 1)!(j − 1)!(i+ j − 1)
,

Ŝ−1
ab,ij =

−δab
i+ j − 1

(
na + i− 1
i− 1

)(
nb + j − 1
j − 1

)
(na)!(nb)!

(na − i)!(nb − j)!
,

Cab,ij =
(−1)i+j(i + j + 2)

(i − 1)!(j − 1)!(i + j + 1)(i+ 1)(j + 1)
.

where, as usual, a, b = 1, . . . , k, i = 1, . . . , na, j = 1, . . . , nb.

Theorem 7.4. Let J(·) be a monotone, ample, equiregular curve of rank k, with a given Young
diagram D with k rows, of length na, for a = 1, . . . , k. Then, for |t| < ε

(7.1) Sab,ij(t) = Ŝab,ijt
i+j−1 −Rab,11(0)Cab,ijti+j+1 +O(ti+j+2).

Moreover, for 0 < |t| < ε, the following asymptotic expansion holds for the inverse matrix:

(7.2) S−1
ab,ij(t) =

Ŝ−1
ab,ij

ti+j−1
+Rab,11(0)

(Ŝ−1CŜ−1)ab,ij
ti+j−3

+O

(
1

ti+j−4

)
.

Eqs. (7.1) and (7.2) highlight the block structure of the S matrix and its inverse at the leading
orders. In particular, they give the leading order of the principal part of S−1 on the diagonal blocks (i.e.
when a = b). The leading order terms of the diagonal blocks of S (and its inverse S−1) only depend on
the structure of the given Young diagram. Indeed the dependence on R(t) appears in the higher order
terms of Eqs. (7.1) and (7.2).
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(S♭)−1

S−1

H V

a1

b1

c1

a1

b1

c1

Figure 4. The block S♭(t)−1 of the map S(t)−1. Namely (S♭)−1
ab = S−1

ab,11.

7.2.1. Restriction. At the end of this section, we apply Theorem 7.4 to compute the expansion of
the family of operators Qλ(t). According to the discussion that follows Eq. (6.4), we only need a block of
the matrix S(t)−1, namely S♭(t)−1. As we explain below, it turns out that this corresponds to consider
only the restriction of S−1 to the first columns of the Young diagram D and D (see Fig. 4). In terms of
the frame {Fa1(0), Ea1(0)}ka=1, the map S♭(t)−1 is a k×k matrix, with entries S♭(t)−1

ab = (S−1)ab,11. The
following corollary is a consequence of Theorem 7.4, and gives the principal part of the aforementioned
block.

Corollary 7.5. Let J(·) be a monotone, ample, equiregular curve of rank k, with a given Young
diagram D with k rows, of length na, for a = 1, . . . , k. Then, for 0 < |t| < ε

(7.3) S♭(t)−1
ab = −δab

n2
a

t
+ Rab,11(0)Ω(na, nb)t+O(t2),

where

(7.4) Ω(na, nb) =





0 |na − nb| ≥ 2,
1

4(na+nb) |na − nb| = 1,
na

4n2
a−1 na = nb.

Remark 7.6. If the Young diagram consists in a single column, with n boxes, na = 1 for all
a = 1, . . . , n and

S♭(t)−1
ab = −δab

t
+

1
3
Rab(0)t+O(t2).

7.2.2. A remark on the coefficients. Let us discuss the consequences of the peculiar form of the
coefficients of Eq. (7.4). If |na − nb| ≥ 2, Ω(na, nb) = 0 and the corresponding Rab,11 does not appear in
the first order asymptotic. Nevertheless, if we assume that R(t) is a normal family in the sense of [ZL09],
the “missing” entries are precisely the ones that vanish due to the assumptions on R(t). It is natural
to expect that some of the Rab,ij do not appear also in the higher orders of the asymptotic expansion.
This may suggest the algebraic conditions to enforce on a generic family Rab,ij in order to obtain a truly
canonical moving frame for the Jacobi curve (see also Section 7.1.2).

7.2.3. Examples. In this section we provide two practical examples of the asymptotic form of
S♭(t)−1. We suppress the subscript “11” and the evaluation at t = 0 from each entry Rab,11(0).

A). Consider the 3-dimensional Jacobi curve with Young diagram:

S♭(t)−1 = −1
t

(
4 0
0 1

)
+

1
3

(
2
5R11

1
4R12

1
4R21 R22

)
t+O(t2).

This corresponds to the case of the Jacobi curve associated with the geodesics of a 3D contact sub-
Riemannian structure (see Section 7.5).
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B). Consider the diagram:

S♭(t)−1 = −1
t




9 0 0
0 4 0
0 0 1


+

1
3




9
35R11

3
20R12 0

3
20R21

2
5R22

1
4R23

0 1
4R23 R33


 t+O(t2).

This corresponds to the case of the Jacobi curve associated with a generic ample geodesics of a (3, 6)
Carnot group. In this example we can appreciate that some of the Rab,11 do not appear in the linear
term of the reduced matrix.

7.3. Proof of Theorem 7.4

The proof boils down to a careful manipulation of the structural equations, and matrices inversions.
We prove Theorem 7.4 in three steps.

(1) First, we consider the case of a rank 1 curve, and we assume R(t) = 0. In this case, the Young
diagram is a single row and the structural equations are very simple. The canonical frame at
time t is a polynomial in terms of the canonical frame at t = 0, and we compute explicitly the
matrix S(t) and its inverse.

(2) Then, we consider a general rank 1 curve. The canonical frame at time t is no longer a
polynomial in terms of the canonical frame at t = 0, but we can control the higher order terms.
The non-vanishing R(t) gives a contribution of higher order in t in each entry of the matrix
S(t) and its inverse.

(3) Finally, we consider a general rank k curve. We show that, at the leading orders, we can “split”
the curve in k rank 1 curves, and employ the results of the previous steps.

7.3.1. Rank 1 curve with vanishing R(t). With these assumptions, the canonical frame is
{Ei(t), Fi(t)}ni=1 (we suppress the row index, as D has a single row). The structural equations are

Ė1(t) = −F1(t), Ḟ1(t) = −F2(t),

Ė2(t) = E1(t), Ḟ2(t) = −F3(t),

...
...

Ėn(t) = En−1(t), Ḟn(t) = 0.

Pictorially, in the double Young diagram the derivative shifts each element of the frame to the left by
one box (see Fig. 5).

E1 E2 E3
b b bbbb EnF1F2F3Fn

Figure 5. The action of the derivative on E1.

Let E(t) = (E1, . . . , En)∗ and F (t) = (F1, . . . , Fn)∗, where each element is computed at t. Then
there exist one parameter families of n× n matrices A(t), B(t) such that

E(t) = A(t)E(0) +B(t)F (0).

A(t) and B(t) have monomial entries w.r.t. t. For i, j = 1, . . . , n

(7.5) Aij(t) =
ti−j

(i− j)!
= Âijt

i−j , (i ≥ j),

(7.6) Bij(t) =
(−1)jti+j−1

(i+ j − 1)!
= B̂ijt

i+j−1.

Observe that A is a lower triangular matrix. A straightforward computation shows that

(7.7) A−1
ij (t) =

(−1)i−jti−j

(i− j)!
= Â−1

ij t
i−j , (i ≥ j).
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Eqs. (7.5), (7.6) and (7.7) implicitly define the constant matrices Â, B̂ and Â−1. The matrix S(t) can
be computed directly in terms of A(t) and B(t). Indeed S(t) = A(t)−1B(t).

Proposition 7.7 (Special case of Theorem 7.4). Let J(·) a curve of rank 1, with vanishing R(t).
The matrix S(t), in terms of a canonical frame, is

(7.8) S(t)ij =
(−1)i+j−1

(i− 1)!(j − 1)!
ti+j−1

(i + j − 1)
= Ŝijt

i+j−1.

Its inverse is

(7.9) S−1(t)ij =
−1

i+ j − 1

(
n+ i− 1
i− 1

)(
n+ j − 1
j − 1

)
(n!)2

(n− i)!(n− j)!
t−i−j+1 =

Ŝ−1
ij

ti+j−1
.

As expected, S(t) is symmetric, since the canonical frame is Darboux. The proof of Proposition 7.7
is a straightforward but long computation, which can be found in Appendix G. Eqs. (7.8) (7.9) implicitly
define the constant matrix Ŝ and its inverse Ŝ−1. Observe that the entries of the latter depend explicitly
on the dimension n.

7.3.2. General rank 1 curve. Now consider a general rank 1 curve. Its Young diagram is still
a single row but, in general, R(t) 6= 0. As a consequence, the elements of the moving frame are no
longer polynomial in t. However, we can still expand each Ei(t) and obtain a Taylor approximation of
its components w.r.t. the frame at t = 0. Each derivative at t = 0, up to order i − 1, is still a vertical
vector

dkEi
dtk

(0) = Ei−k(0), k = 0, . . . , i− 1.

The i-th derivative at t = 0 gives the lowest order horizontal term, i.e.

diEi
dti

(0) = −F1(0).

Henceforth, each additional derivative, computed at t = 0, gives higher order horizontal terms, but also
new vertical terms, depending on R(t). Let us see a particular example, for E1(t). Ė1(0) = −F1(0), and
Ë1(0) = F2(0) −∑n

j=1 R1j(0)Ej(0) (see Fig. 6).

E1 E2 E3
b b bbbb EnF1F2F3Fn

Figure 6. The action of the derivative of an horizontal element of the frame when R 6= 0.

Indeed E1(t) has a zeroth order term (w.r.t. the variable t) in the direction E1(0). The next term
in the direction E1(0) is of order 2 or more. Besides, E1(t) has vanishing zeroth order term in each
other vertical direction (i.e. Ej(0), j 6= 1), but non vanishing components in each other vertical direction
can appear, at orders greater or equal than 2. Let us turn to the horizontal components. E1(t) has a
first order term in the direction F1(0). The next term in the same direction can appear only after two
additional derivatives, or more. Therefore, the next term in the direction F1(0) is of order 3 or more in
t. The “gaps” in the orders appearing in a given directions are precisely the key to the proof.

Let E(t) = (E1, . . . , En)∗ and F (t) = (F1, . . . , Fn)∗, where each element is computed at t. Then, as
in the previous step, there exist one parameter families of n× n matrices A(t), B(t) such that

E(t) = A(t)E(0) +B(t)F (0).

The discussion above, and a careful application of the structural equations give us asymptotic formulae
for the matrices A(t) and B(t). Let Â and B̂ defined as in Eqs. (7.5)-(7.6), corresponding to the case of
a rank 1 curve with vanishing R(t). Then, for i, j = 1, . . . , n

A(t)ij = Âijt
i−j −R1j(0)

ti+1

(i + 1)!
+O(ti+2),
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B(t)ij = B̂ijt
i+j−1 +R11(0)

(−1)j+1ti+j+1

(i + j + 1)!
+O(ti+j+2).

The matrix A is no longer triangular, due to the presence of higher order terms in each entry. Besides,
the order of the remainder grows only with the row index for A(t) and it grows with both the column
and row indices for B(t). This reflects the different role played by the horizontal and vertical terms in
the structural equations. We are now ready to consider the general case.

7.3.3. General rank k curve. The last step, which concludes the proof of the theorem, is built
upon the previous cases. It is convenient to split a frame in subframes, relative to the rows of the Young
diagram. For a = 1, . . . , k, the symbol Ea denotes the na-dimensional column vector

Ea = (Ea1, Ea2, . . . , Eana
)∗ ∈ Σna ,

and analogously for Fa. Similarly, the symbol E denotes the n-dimensional column vector

E = (E1, . . . , Ek)∗ ∈ Σn,

and similarly for F . Once again, we express the elements of the Jacobi curves E(t) in terms of the
canonical frame at t = 0. With the notation introduced above

E(t) = A(t)E(0) +B(t)F (0).

This time, A(t) and B(t) are k×k block matrices, the ab block being a na×nb matrix. For a, b = 1, . . . , k,
i = 1, . . . , na, j = 1, . . . , nb

(7.10) A(t)ab,ij = δabÂijt
i−j −Rab,1j(0)

ti+1

(i + 1)!
+O(ti+2),

B(t)ab,ij = δabB̂ijt
i+j−1 +Rab,11(0)

(−1)j+1ti+j+1

(i + j + 1)!
+O(ti+j+2),

where, once again, the constant matrices Â, B̂ correspond to the matrices defined for the rank 1 and
R(t) = 0 case, of the appropriate dimension. Notice that we do not need explicitly the leading terms on
the off-diagonal blocks. The knowledge of the leading terms on the diagonal blocks is sufficient for our
purposes.

Remember that S(t) = A(t)−1B(t). In order to compute the inverse of A(t) at the relevant order,
we rewrite the matrix A(t) as

A(t) = Â(t) −M(t),

where Â(t) is the matrix corresponding to a rank k curve with vanishing R(t), namely

Â(t)ab,ij = δabÂijt
i−j , i = 1, . . . , na, j = 1, . . . , nb,

and, from Eq. (7.10), we get

M(t)ab,ij = Rab,1j(0)
ti+1

(i+ 1)!
+O(ti+2).

A standard inversion of the Neumann series leads to

A(t)−1 = Â(t)−1 + Â(t)−1M(t)Â(t)−1 +
∞∑

n=2

(
Â(t)−1M(t)

)n
Â(t)−1,

where the reminder term in the r.h.s. converges uniformly in the operator norm small t. Then, a long
computation gives

A(t)−1
ab,ij = δabÂ

−1
ij t

i−j −Rab,11(0)
(−1)iti+1

(i+ 1)(i− 1)!
+O(ti+2).

The matrix S(t) can be computed explicitly, at the leading order, by the usual formula S(t) = A(t)−1B(t),
and we obtain, for a, b = 1, . . . , k, i = 1, . . . , na, j = 1, . . . , nb,

S(t)ab,ij = Ŝab,ijt
i+j−1 −Rab,11(0)Cab,ijti+j+1 +O(ti+j+2),
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where Ŝab,ij = δabŜij of the appropriate dimension, and

Cab,ij =
(−1)i+j(i+ j + 2)

(i− 1)!(j − 1)!(i+ j + 1)(i+ 1)(j + 1)
, i = 1, . . . , na, j = 1, . . . , nb.

The computation of S(t)−1 follows from another inversion of the Neumann series, and a careful estimate
of the remainder. We obtain

S−1
ab,ij(t) =

Ŝ−1
ab,ij

ti+j−1
+Rab,11(0)

(Ŝ−1CŜ−1)ab,ij
ti+j−3

+O

(
1

ti+j−4

)
,

where

Ŝ−1
ab,ij =

−δab
i+ j − 1

(
na + i− 1
i− 1

)(
nb + j − 1
j − 1

)
na!nb!

(na − i)!(nb − j)!
.

This concludes the proof of Theorem 7.4. �

7.3.4. Proof of Corollary 7.5. Corollary 7.5 follows easily from Theorem 7.4. The only non-trivial
part is the explicit form of the coefficient Ω(na, nb) in Eq. (7.3). By the results of Theorem 7.4,

Ω(na, nb) = (Ŝ−1CŜ−1)ab,11.

By replacing the explicit expression of Ŝ−1 and C, the proof of Corollary 7.5 is reduced to the following
lemma, which we prove in Appendix H.

Lemma 7.8. Let Ω(n,m) be defined by the formula

Ω(n,m) =
nm

(n+ 1)(m+ 1)

n∑

j=1

m∑

i=1

(−1)i+j
(
n+ i− 1
i− 1

)(
n+ 1
i+ 1

)(
m+ j − 1
j − 1

)(
m+ 1
j + 1

)
i+ j + 2
i+ j + 1

.

Then

Ω(n,m) =





0 |n−m| ≥ 2,
1

4(n+m) |n−m| = 1,
n

4n2−1 n = m.

The proof of Corollary 7.5 is now complete. �

7.4. Proof of Theorem B

In this section Jλ : [0, T ] → L(Tλ(T ∗M)) is the Jacobi curve associated with an ample, equiregular
geodesic γ, with initial covector λ ∈ T ∗

xM . The next lemma shows that the projection of the horizontal
part of the canonical frame corresponding to the first column of the Young diagram is an orthonormal
basis for the Hamiltonian product on the distribution.

Lemma 7.9. Let Xa
.= π∗Fa1(0) ∈ TxM . Then, the set {Xa}ka=1 is an orthonormal basis for

(Dx, 〈·|·〉λ).

Proof. First, recall that Fa1(0) = −Ėa1(0). Therefore Xa = −π∗Ėa1(0). Then, by Eq. (6.3)

〈Xa|Xb〉λ = −σ(Ea1(0), Ėb1(0)) = σ(Ea1(0), Fb1(0)) = δab.

where we used the structural equations and the fact that the canonical frame is Darboux. �

We are now ready to prove one of the main results of Section 4.4, namely the one concerning the
spectrum of the operator Iλ : Dx → Dx.

Proof of Theorem B. Actually, we prove something more: we use the basis {Xa}ka=1 obtained
above to compute an asymptotic formula for the family Qλ(t) introduced in Section 4.4.

Let Σ = Vλ ⊕ Hλ be the splitting induced by the canonical frame in Σ = Tλ(T ∗M). Let S(t) : Vλ →
Hλ be the map which represents the Jacobi curve in terms of the canonical splitting. Then, by definition
of Jacobi curve, it follows that, for any v ∈ TxM (see also Eq. (6.4)),

〈Qλ(t)v|v〉λ =
d

dt
σ(S(t)−1ṽ, ṽ).
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where ṽ ∈ Hλ is the unique horizontal lift such that π∗ṽ = v. In particular, if v =
∑k
a=1 vaXa ∈ Dx, we

have ṽ =
∑k

a=1 vaFa1(0). Thus,

〈Qλ(t)v|v〉λ =
d

dt

k∑

a,b=1

S(t)−1
ab,11vavb =

d

dt

k∑

a,b=1

S♭(t)−1
ab vavb.

By Corollary 7.5, we obtain the following asymptotic formula for Qλ(t).

(7.11) 〈Qλ(t)v|v〉λ =
k∑

a,b=1

(
δab

n2
a

t2
+Rab,11(0)Ω(na, nb)

)
vavb +O(t).

Equation (7.11), together with Lemma 7.9 imply that, for a, b = 1, . . . , k,

IλXa = n2
aXa,(7.12)

RλXa =
k∑

b=1

3Rab,11(0)Ω(na, nb)Xb.(7.13)

Equation (7.12) completely characterizes the spectrum and the eigenvectors of Iλ. �

Equation (7.13) is the anticipated formula which connects the curvature operator of Definition 4.8
with some of the symplectic invariants of the Jacobi curve, namely the elements of the matrix Rab,ij
corresponding to the first column of the Young diagram.

7.5. A worked out example: 3D contact sub-Riemannian structures

In this section we go through our construction for 3D contact sub-Riemannian structures. The
canonical frame and the curvature for these structures have been first explicitly computed in [AL14].
For the reader’s convenience, we report here the details of this construction, following our notation. In
particular, we compute the canonical frame associated with ample geodesics and we present an explicit
formula for the symplectic invariants R(t) of the canonical frame. In turn, this recovers also the curvature
operator Rλ. Finally, we discuss the relation of the curvature with the metric invariants of a 3D contact
sub-Riemannian structure, studied in [Agr95,Agr96,AB12,FG96,Hug95].

Let M be a smooth manifold of dimension dimM = 3. A smooth one form α defines a two-
dimensional distribution D

.= kerα. We say that α is a contact form if dα|D is not degenerate. In
this case, D is called contact distribution. The triple (M,D , 〈·|·〉), where D is a contact distribution
and 〈·|·〉 is a smooth scalar product on D is called a (3D) contact sub-Riemannian manifold. The non-
degeneracy assumption implies that D has constant rank and that the sub-Riemannian structure defined
by (M,D , 〈·|·〉) satisfies Hörmander condition.

Definition 7.10. The Reeb vector field of the contact structure is the unique vector field X0 ∈
Vec(M) such that

dα(X0, ·) = 0, α(X0) = 1.

Remark 7.11. Indeed the contact form fα obtained by rescaling α with any non-vanishing f ∈
C∞(M) defines the same contact distribution. Then we choose α in such a way that dα|D coincides with
the volume form induced by the scalar product. This fixes α up to a global sign.

7.5.1. Geodesic flag and growth vector. Let γ be any smooth admissible curve. In particular
γ̇(t) ∈ Dγ(t) for all t. Let T any horizontal extension of the velocity vector γ̇. Then, for any horizontal
section X ∈ Γ(D), Cartan’s formula leads to

α(LT(X)) = α([T, X ]) = −dα(T, X).

By definition of Reeb vector field, we obtain

LT(X) = −dα(T, X)X0 mod D .

The non-degeneracy assumption implies that there always exists some smooth section X such that
dα(T, X) 6= 0. Then, according to the alternative definition of Section 3.4, the flag of any smooth
admissible curve (and, in turn, of any normal geodesic) is

F
1
γ(t) = Dγ(t), F

2
γ(t) = Tγ(t)M, ∀ t.

Then, the growth vector is Gγ(t) = {2, 3} for all t. In particular, any non-trivial normal geodesic is ample
and equiregular, with geodesic step m = 2.
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7.5.2. The operator Iλ and geodesic dimension. According to the above computations, any
non-trivial geodesic has the following Young diagram:

,

with two rows, with length n1 = 2 and n2 = 1 respectively. By Theorem B, we readily compute

spec Iλ = {4, 1},
for all λ (with H(λ) 6= 0). Then the geodesic dimension is (see Section 5.6)

Nx0 = 5, ∀x0 ∈ M.

7.5.3. A collection of vector fields. For any 3D contact sub-Riemannian structure we can choose
a (local) orthonormal frame X1, X2 of horizontal sections, namely

α(Xi) = 0, 〈Xi|Xj〉 = δij , i, j = 1, 2.

We assume that X1, X2 is oriented, namely dα(X1, X2) = 1. Since X0 is always transversal to the
distribution, {X0, X1, X2} is a local frame of vector fields. In terms of this frame, we define the structural
functions ckij ∈ C∞(M), with i, j, k = 0, 1, 2 as follows:

(7.14) [Xi, Xj ] =
2∑

k=0

ckijXk.

Observe that the following identities hold true for the structural functions as a consequence of the
normalization for the contact form and the definition of Reeb vector field

c0
12 = −1, c0

i0 = 0, i = 0, 1, 2.

Consider the dual frame ν0, ν1, ν2 of one-forms. This induces coordinates h0, h1, h2 on each fiber of T ∗M

λ = (h0, h1, h2) ⇐⇒ λ = h0ν0 + h1ν1 + h2ν2,

where hi(λ) = 〈λ,Xi〉 are the linear-on-fibers functions associated with Xi, for i = 0, 1, 2.
Let ~hi ∈ Vec(T ∗M) be the Hamiltonian vector fields associated with hi ∈ C∞(T ∗M) for i = 0, 1, 2,

respectively. Moreover, consider the vertical vector fields ∂hi
∈ Vec(T ∗M), for i = 0, 1, 2. The vector

fields
~h0,~h1,~h2, ∂h0 , ∂h1 , ∂h2 ,

are a local frame of vector fields of T ∗M . Equivalently, we can introduce cylindrical coordinates h0, ρ, θ
on each fiber of T ∗M by

h1 = ρ cos θ, h2 = ρ sin θ,

and employ instead the local frame

~h0,~h1,~h2, ∂h0 , ∂θ, ∂ρ.

Finally, let the Euler vector field be

e :=
2∑

i=0

hi∂hi
= ρ∂ρ + h0∂h0 .

Notice that e is a vertical field on T ∗M , i.e. π∗e = 0, and is the generator of the dilations λ 7→ cλ along
the fibers of T ∗M . The sub-Riemannian Hamiltonian is

H =
1
2

(
h2

1 + h2
2

)
.

and, therefore, the Hamiltonian vector field is

~H = h1
~h1 + h2

~h2 = ρ cos θ~h1 + ρ sin θ~h2.

Recall that the Hamiltonian vector fields ~hi associated with the functions hi are defined by the formula
dhi = σ(·,~hi). Thanks to the structural we can write the explicit expression

(7.15) ~hi = X̃i +
2∑

j,k=0

ckijhk∂hj
.
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Finally, we introduce the following vector field ~H ′ ∈ Vec(T ∗M):

~H ′ .= [∂θ, ~H ].

A straightforward but long computation provides an explicit expression for ~H ′:

(7.16) ~H ′ = h2
~h1 − h1

~h2 −




2∑

j=1

cj12(∂θhj)


 ∂θ +




2∑

i,j=1

hic
j
i0(∂θhj)


 ∂h0 .

7.5.4. The canonical frame. We are now ready to compute the normal moving frame for 3D
contact structure. Let λ be the initial covector of some non-trivial geodesic (that isH(λ) 6= 0). We employ
a lighter notation for labelling the elements of the canonical frame, different from the one introduced
in Chapter 7. Instead of labelling the elements with respect to their row and columns we employ the
following convention:

(7.17)
a1 a2

b1
⇒

a c

b

Thus, for such a Young diagram, a canonical frame is a smooth family

{Ea(t), Eb(t), Ec(t), Fa(t), Fb(t), Fc(t)} ∈ Tλ(T ∗M),

with the following properties:

(i) it is attached to the Jacobi curve, namely span{Ea(t), Eb(t), Ec(t)} = Jλ(t). Notice that, by
definition of Jacobi curve, this implies

π∗ ◦ et ~H∗ Ea(t) = π∗ ◦ et ~H∗ Eb(t) = π∗ ◦ et ~H∗ Ec(t) = 0.

(ii) They satisfy the structural equations:

Ėa(t) = −Fa(t),
Ėb(t) = −Fb(t),
Ėc(t) = Ea(t),

Ḟa(t) = Raa(t)Ea(t) +Rab(t)Eb(t) +Rac(t)Ec(t) − Fc(t),

Ḟb(t) = Rba(t)Ea(t) +Rbb(t)Eb(t) +Rbc(t)Ec(t),

Ḟc(t) = Rca(t)Ea(t) +Rcb(t)Eb(t) +Rcc(t)Ec(t).

(iii) The family of symmetric matrices R(t) is normal in the sense of [ZL09]. In the 3D contact
case, the normality condition is:

Rac(t) = Rca(t) = 0.

Once the canonical frame is computed, the symplectic invariants of the Jacobi curve can be obtained
through the formula

(7.18) Rij(t) = σ(Ḟi(t), Fj(t)), i, j ∈ {a, b, c}.
Remark 7.12. In this case, all the superboxes have size 1, and by Theorem 7.3 the canonical frame

is uniquely defined up to a sign. More precisely, a sign for the components labelled with a, c and one for
the components labelled with b, that can be chosen independently.

We compute the canonical frame following the general algorithm in [ZL09].

Proposition 7.13. The canonical frame for a 3D contact structure is

Ec(t) =
1√
2H

e−t ~H
∗ ∂h0 , Fc(t) =

1√
2H

e−t ~H
∗

(
−[ ~H, ~H ′] +Raa(t)∂θ

)
,

Ea(t) =
1√
2H

e−t ~H
∗ ∂θ, Fa(t) =

1√
2H

e−t ~H
∗

~H ′,

Eb(t) =
1√
2H

e−t ~H
∗ e, Fb(t) =

1√
2H

e−t ~H
∗

~H.
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The only non-vanishing entries of R(t) are

Raa(t) =
1

2H
σ([ ~H, ~H ′], ~H ′),

Rbb(t) =
1

2H
σ([ ~H, [ ~H, ~H ′]], [ ~H, ~H ′]) − 1

(2H)2
σ([ ~H, ~H ′], ~H ′)2.

where everything is computed along a normal extremal λ(t).

Remark 7.14. As a consequence of the identity [ ~H, e] = − ~H (that holds true for any quadratic-on-
fibres Hamiltonian), we can rewrite

Eb(t) =
1√
2H

(e − t ~H), Fb(t) =
1√
2H

~H.

In particular, we observe that the Jacobi curve Jλ(t) = span{Ea(t), Eb(t), Ec(t)} splits in the σ-
orthogonal direct sum of two curves of subspaces of smaller dimension:

Jλ(t) = span{e − t ~H} ⊕ span{Ea(t), Ec(t)}.

Proof. The computation is presented through a sequence of lemmas. We start by proving some
useful identities.

Lemma 7.15. The following identities hold true:

[ ~H, ∂h0 ] = ∂θ,(7.19)

[ ~H, e] = − ~H.(7.20)

Proof. We start with Eq. (7.19). By using the explicit expression for ~hi of Eq. (7.15) and the
properties of the Lie bracket, we obtain

[ ~H, ∂h0 ] =
2∑

i=1

hi[~hi, ∂h0 ] =
2∑

i=1

2∑

j,k=0

hic
k
ij [hk∂hj

, ∂h0 ] = −
2∑

i=1

2∑

j,k=0

hic
0
ij∂hj

= h1∂h2 − h2∂h1 = ∂θ.

For what concerns Eq. (7.20) we have

[ ~H, e] =
2∑

i=1

2∑

j=0

[hi~hi, hj∂hj
] =

2∑

i=1

2∑

j=0

hi~hi(hj)∂hj
− hj∂hj

(hi)~hi + hihj [~hi, ∂hj
]

=
2∑

i=1

2∑

j,k=0

hic
k
ijhk∂hj

−
2∑

i=1

hi~hi −
2∑

i=1

2∑

j,k=0

hihjc
j
ik∂hk

= − ~H.

A more elegant proof using the fact that ~H is homogeneous and e is the generator of fiber dilations is
indeed possible, and can be found on [ABB12]. �

Lemma 7.16. Ec(t) is uniquely specified (up to a sign) by the following conditions:

(i) Ec(t) ∈ Jλ(t),
(ii) Ėc(t) ∈ Jλ(t),
(iii) σ(Ëc(t), Ėc(t)) = 1,

and, by choosing the positive sign, is given by

Ec(t) =
1√
2H

e−t ~H
∗ ∂h0 .

Moreover, one also has

Ea(t) =
1√
2H

e−t ~H
∗ ∂θ.

and

Fa(t) =
1√
2H

e−t ~H
∗

~H ′.

70



Proof. Condition (i) and the definition of Jacobi curve Jλ(t) = e−t ~HVλ(t) imply that

Ec(t) = e−t ~H
∗

2∑

i=0

ai(t)∂hi
,

for some smooth functions ai(t), with i = 0, 1, 2. We compute the derivative:

Ėc(t) = e−t ~H
∗

(
2∑

i=0

ai(t)[ ~H, ∂hi
] + ȧi(t)∂hi

)
.

Condition (ii) is tantamount to π∗ ◦ et ~H∗ Ėc(t) = 0. Since π∗∂hi
= 0, we obtain

(7.21) 0 = π∗

2∑

i=0

ai(t)[ ~H, ∂hi
].

Indeed we have, for all i = 0, 1, 2

[ ~H, ∂hi
] =

2∑

j=1

[hj~hj , ∂hi
] =

2∑

j=1

hj [~hj , ∂hi
] −

2∑

i=1

δij~hj .

Notice that any Hamiltonian vector field ~hi is π∗-related with the corresponding Xi (namely π∗
~hi = Xi).

Moreover π∗∂hi
= 0. Then we obtain

π∗[ ~H, ∂hi
] =

{
−Xi i = 1, 2,
0 i = 0.

In particular Eq. (7.21) implies a1(t) = a2(t) = 0. The remaining function a0(t) is obtained by condition
(iii). Indeed

et
~H

∗ Ėc(t) = a0(t)[ ~H, ∂h0 ] + ȧ0(t)∂h0 = a0(t)∂θ + ȧ0(t)∂h0 ,

where we used Eq. (7.19). Moreover

et
~H

∗ Ëc(t) = ä0(t)∂h0 + 2ȧ0(t)∂θ − a0(t) ~H ′.

where we used the definition of ~H ′ = [∂θ, ~H ]. By using the explicit expression of ~H ′ of Eq. (7.16), we
rewrite condition (iii), after tedious computations, as

1 = σλ(Ëc(t), Ėc(t)) = σλ(t)(e
t ~H
∗ Ëc(t), et

~H
∗ Ëc(t)) = a0(t)22H,

where 2H is evaluated on the extremal λ(t). This implies

Ec(t) = ± 1√
2H

e−t ~H
∗ ∂h0 .

The explicit expression for Ea(t) and Fa(t) follows directly from the structural equations, indeed

Ea(t) = Ėc(t) =
1√
2H

e−t ~H
∗ [ ~H, ∂h0 ] =

1√
2H

e−t ~H
∗ ∂θ,

and

�Fa(t) = −Ėa(t) = − 1√
2H

e−t ~H
∗ [ ~H, ∂θ] =

1√
2H

e−t ~H
∗

~H ′.

Lemma 7.17. Eb(t) is uniquely specified (up to a sign) by the conditions

(i) Eb(t) ∈ Jλ(t),
(ii) Eb(t) ∈ span{Fa(t), Ḟa(t)}∠,
(iii) σ(Ėb(t), Eb(t)) = 1,

and, choosing the positive sign, is given by

Eb(t) =
1√
2H

e−t ~H
∗ e =

1√
2H

(
e − t ~H

)
.

This, in turn, implies also that

Fb(t) = −Ėb(t) =
1√
2H

~H.
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Proof. Condition (i) and the definition of Jacobi curve Jλ(t) = e−t ~HVλ(t) imply that

et
~H

∗ Eb(t) = aθ(t)∂θ + ae(t)e + a0(t)∂h0 ,

for some smooth functions aθ(t), ae(t), a0(t). Condition (ii) then implies

0 = σλ(Fa(t), Eb(t)) = σλ(t)( ~H
′, aθ(t)∂θ + ae(t)e + a0(t)∂h0 ).

A tedius computation using the explicit form of ~H ′ of Eq. (7.16) gives

σ( ~H ′, ∂h0 ) = σ( ~H ′, e) = 0, σ( ~H ′, ∂θ) = 2H.

Thus we obtain

aθ(t) = 0.

Moreover, again condition (ii) implies

(7.22) 0 = σλ(Ḟa(t), Eb(t)) = σλ(t)([ ~H, ~H
′], ae(t)e + a0(t)∂h0 ).

An explicit computation shows that

[ ~H, ~H ′] = −2H(~h0 + c1
12
~h1 + c2

12
~h2) +

(
c1

12h2 − c2
12h1

)
~H ′ mod V .

By replacing this expression in Eq. (7.22), we obtain after straightforward computation that a0(t) = 0.
Then Eb(t) = ae(t)e. Condition (iii) implies

1 = σ(ȧe(t)e − ae(t) ~H, ae(t)e) = ae(t)2σ(e, ~H) = ae(t)22H.

where everything is evaluated along the extremal λ(t). Then, by choosing the positive sign

Eb(t) =
1√
2H

e−t ~H
∗ e.

Moreover, by the structural equations, we have

Fb(t) = −Ėb(t) = − 1√
2H

e−t ~H
∗ [ ~H, e] = ~H,

where we used Eq. (7.20). �

Notice that Ḟb(t) = d
dte

−t ~H
∗

~H = [ ~H, ~H ] = 0. In particular, this implies, by the structural equations,
that the following entries of R(t) vanish:

Rba(t) = Rbb(t) = Rbc(t) = 0.

Thus, together with the normal condition Rbc(t) = 0, we observe that R(t) has the following form

R(t) =



Raa(t) 0 0

0 Rcc(t) 0
0 0 0


 .

With the elements of the canonical frame computed so far, namely Ea(t), Eb(t), Ec(t), Fa(t), Fb(t),
it is easy to compute the first non-trivial entry Raa(t). Indeed, using formula (7.18), we have

Raa(t) = σλ(Ḟa(t), Fa(t)) = σλ(t)(e
t ~H
∗ Ḟa(t), et

~H
∗ Fa(t)) =

1
2H

σλ(t)([ ~H, ~H
′], ~H ′).

The normal condition Rac(t) = 0 and the structural equations uniquely define the final element of
the canonical frame:

Fc(t) = −Ḟa(t) +Raa(t)Ea(t) =
1√
2H

e−t ~H
∗

(
−[ ~H, ~H ′] +Raa(t)∂θ

)
,

where we replaced the explicit expressions of Fa(t) and Ea(t). To obtain the second (and last) non-trivial
entry of R(t), we apply once again formula (7.18):

�

Rcc(t) = σλ(Ḟc(t), Fc(t)) = σλ(t)(e
t ~H
∗ Ḟc(t), et

~H
∗ Fc(t)) =

=
1

2H
σλ(t)([ ~H, [ ~H, ~H

′]], [ ~H, ~H ′]) − 1
(2H)2

σλ(t)([ ~H, ~H
′], ~H ′)2.
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7.5.5. The curvature of 3D contact structures. Proposition 7.13 gives the expression of the
symplectic invariants R(t) in terms of Lie brackets with the Hamiltonian vector field. Now we use
Eq. (7.13) to compute the curvature operator Rλ : Dx0 → Dx0 . The latter, in terms of the notation (7.17)
is:

RλXi =
∑

j∈{a,b}

3Ω(ni, nj)Rij(0)Xj , i ∈ {a, b}.

By direct inspection, the orthonormal basis {Xa, Xb} for Dx0 obtained by projection of the canonical
frame is

Xa = π∗Fa(0) =
γ̇(0)⊥

‖γ̇(0)‖ , Xb = π∗Fb(0) =
γ̇(0)

‖γ̇(0)‖ ,

where γ is the ample geodesic associated with the initial covector λ. Thus, replacing formula (7.4) for
the coefficients Ω(ni, nj) and the expressions for R(t) obtained in Proposition 7.13, we finally obtain

Rλγ̇ = 0, Rλγ̇
⊥ =

2
5
rλγ̇

⊥,

where we suppressed the explicit evaluation at t = 0 and we have introduced the shorthand

rλ :=
1

2H
σλ([ ~H, ~H ′], ~H ′).

In particular, the matrix representing the operator Rλ : Dx0 → Dx0 in terms of the basis {γ̇⊥, γ̇} is

(7.23) Rλ =
2
5

(
rλ 0
0 0

)
.

7.5.6. Relation with the metric invariants. In this section we express the curvature Rλ in
terms of the metric invariants χ, κ of 3D contact sub-Riemannian structures, first introduced in [Agr95]
(where κ is called ρ). These invariants have been subsequently employed in [Agr96] to describe the
asymptotic expansion of the exponential map of a 3D contact sub-Riemannian structure and in [AB12]
in the classification of 3D left-invariant sub-Riemannian structures.

The sub-Riemannian Hamiltonian H and the linear-on-fibers function h0 associated with the Reeb
vector field are both independent on the choice of the (local) orthornormal frame of the sub-Riemannian
structure. Thus, their Poisson bracket {H,h0} is an invariant of the sub-Riemannian structure. Moreover,
by definition, {H,h0} vanishes everywhere if and only if the flow of the Reeb vector field etX0 is a one-
parameter family of sub-Riemannian isometries. A standard computation gives

{H,h0} = c1
10h

2
1 + (c2

10 + c1
20)h1h2 + c2

20h
2
2.

For every x ∈ M , the restriction of {H,h0} to T ∗
xM , that we denote by {H,h0}x, is a quadratic form on

the dual of the distribution D∗
x ≃ T ∗

xM/D⊥
x , where D⊥

x is the annihilator of Dx. Hence {H,h0}x can be
interpreted as a symmetric operator on Dx, via the inner product. In particular its determinant and its
trace are well defined. Moreover one can show that tr{H,h0}x = c1

10 + c2
20 = 0, for every x ∈ M .

Remark 7.18. Notice that here we employ a different sign convention with respect to [Agr96,
AB12]. This leads to different expressions of the invariants χ and κ.

Definition 7.19. The first invariant χ ∈ C∞(M) is defined as the positive eigenvalue of {H,h0}x:

χ
.
=
√

− det{H,h0}x ≥ 0.

In terms of the structural functions χ is written as follows

(7.24) χ =

√
(c1

01)2 +
1
4

(c1
02 + c2

01)2.

The second invariant κ ∈ C∞(M) is defined via the structural functions (7.14) as follows:

(7.25) κ
.= X1(c2

12) −X2(c1
12) − (c1

12)2 − (c2
12)2 +

1
2

(c1
02 − c2

01).

One can prove that the expression (7.25) is invariant by rotation of the orthonormal frame.
In the next definition, we employ the above identification of {H,h0}x with a quadratic form on the

distribution Dx to define a convenient local frame. Recall that a local orthonormal frame X1, X2 is
oriented (with respect to the given 3D contact sub-Riemannian structure) if dα(X1, X2) = 1.
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Definition 7.20. We say that an oriented local orthonormal frame X1, X2, defined in a neighbour-
hood U of x0, is an isotropic frame if

{H,h0}x(X1) = {H,h0}x(X2) = 0, ∀x ∈ U,

and the quadratic form {H,h0}x is positive at X1|x +X2|x for all x ∈ U .

As showed in [Agr96, Sec. 4] (see also [AB12, Prop. 13]), under the assumption χ(x0) 6= 0, it is
always possible to find an isotropic frame, and such a frame is unique, up to a global sign. In terms of
an isotropic frame, one has the useful simplification

{H,h0}x = 2χh1h2.

Observe that, when χ = 0 on M , the last formula automatically holds for every orthonormal frame
(indeed, in this case, any oriented orthonormal frame is isotropic).

Next we provide a formula that expresses the curvature introduced here with the invariants of a
3D contact structure. By Eq. (7.23), we only need to compute the symplectic product σ([ ~H, ~H ′], ~H ′) in
terms of the structural functions.

Proposition 7.21. The following formula holds true

rλ = h2
0 + 2Hκ+

3
2
∂θ{H,h0}.

Moreover, in terms of an isotropic frame X1, X2, the above formula becomes:

rλ = h2
0 + κ(h2

1 + h2
2) + 3χ(h2

1 − h2
2).

Proposition 7.21 follows by a long but straightforward computation, using the explicit expressions
of ~H and ~H ′ computed in the previous section. A proof of this fact, using a slightly different notation,
can be found in [AL14] (see also [ABB12]).

7.5.7. Relation of the curvature with cut and conjugate loci. In this section we provide
a brief interpretation of the role of the two metric invariants in the small time asymptotics of the
exponential map for three-dimensional contact structure. In particular we show how the structure of the
cut and the conjugate locus is encoded in the curvature. For more details and proofs of the statement
appearing here one can refer to [Agr96] and [ABB12].

Let us fix a point x0 ∈ M and let us parametrize normal geodesics starting from x0 by their initial
covector λ = (h0, h1, h2) = (h0, ρ, θ). In what follows we will consider only length-parametrized geodesic,
i.e. with ρ = 2H(λ) = 1. For every pair (h0, θ) we denote by Conx0(h0, θ) (resp. Cutx0(h0, θ)) the first
conjugate (resp. cut) point on the geodesic with initial covector λ = (h0, 1, θ) starting at x0. Recall that
Conx0(h0, θ) is the first singular value of the exponential map along the geodesic with initial covector
λ = (h0, 1, θ). Moreover, Cutx0(h0, θ) is defined as the point where the geodesic loses global optimality.
We stress also that on a contact sub-Riemannian manifold, due to the absence of non-trivial abnormal
minimizers, the cut locus, defined as

Cutx0 = {Cutx0(h0, θ) | (h0, θ) ∈ R × S1},
coincides with the set of points where the function f = 1

2 d
2(x0, ·) is not smooth. Rephrasing, one has

Σx0 = M \ (Cutx0 ∪ {x0}),

where Σx0 is the set of smooth points of f (see Theorem 5.8).

Theorem 7.22. Assume χ(x0) 6= 0. In any set of coordinates, and in terms of an isotropic frame
X1, X2, we have the following asymptotic expansion

Conx0(h0, θ) = x0 ± π

|h0|2X0|x0 ± 2πχ(x0)
|h0|3 (cos3 θX2|x0 − sin3 θX1|x0 ) +O

(
1

|h0|4
)
, h0 → ±∞.

Moreover for the conjugate length we have the expansion

ℓcon(θ, h0) =
2π
|h0| − πκ(x0)

|h0|3 +O

(
1

|h0|4
)
, h0 → ±∞.

Analogous formulae can be obtained for the asymptotics of the cut locus at a point x0.
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Theorem 7.23. Assume χ(x0) 6= 0. In any set of coordinates, and in terms of an isotropic frame
X1, X2, we have the following asymptotic expansion

Cutx0(h0, θ) = x0 ± π

|h0|2X0|x0 ± 2πχ(x0)
|h0|3 cos θX1|x0 +O

(
1

|h0|4
)
, h0 → ±∞.

Finally the cut length satisfies

ℓcut(h0, θ) =
2π
|h0| − π

|h0|3 (κ(x0) + 2χ(x0) sin2 θ) + O

(
1

|h0|4
)
, h0 → ±∞.

We draw a picture of the asymptotic conjugate and cut loci in Figure 7. Indeed all geometrical
information about the structure of these sets is encoded in a pair of quadratic forms defined on T ∗

x0
M :

the restriction of the sub-Riemannian Hamiltonian H to the fiber T ∗
x0
M and the curvature Rλ, seen as

the quadratic form λ 7→ rλ.

X2

X1

X0

π

|h0|2

2πχ(x0)
1

|h0|3

x0

cut
conjugate

Figure 7. Asymptotic structure of cut and conjugate locus.

Let us consider the kernel of the restriction of sub-Riemannian Hamiltonian to the fiber T ∗
xM

kerHx = {λ ∈ T ∗
xM | 〈λ, v〉 = 0, ∀ v ∈ Dx} = D

⊥
x .

The restriction of rλ to the 1-dimensional subspace D⊥
x , for every x ∈ M , is the strictly positive quadratic

form rλ|D⊥
x

= h2
0. Moreover it is equal to 1 when evaluated on the Reeb vector field. Hence rλ encodes

both the contact form α and its normalization.
Let us consider the orthogonal complement D∗

x of D⊥
x in the fiber with respect to rλ (this is indeed

isomorphic to the space of linear functionals defined on Dx). This induces the well-defined splitting

T ∗
xM = D

⊥
x ⊕ D

∗
x = {ν0} ⊕ span{ν1, ν2},

where ν0 = α and ν1, ν2 form a dual basis of X0, X1, X2 (where X1, X2 is an isotropic frame). Indeed
the restriction of rλ to D∗

x is

rλ|D∗
x

= (κ+ 3χ)h2
1 + (κ− 3χ)h2

2.

By using the Euclidean metric induced by Hx on Dx, it can be identified with a symmetric operator.
From this formulae it is easy to recover the two invariants χ, κ

tr
(
rλ|D∗

x

)
= 2κ, discr

(
rλ|D∗

x

)
= 36χ2,
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where the discriminant of an operator Q, defined on a two-dimensional space, is defined as the square of
the difference of its eigenvalues, and is computed by the formula discr(Q) = tr2(Q) − 4 det(Q).

The cubic term of the conjugate locus (for a fixed value of h0) parametrizes an astroid. The cuspidal
directions of the astroid are given by the eigenvectors of rλ (that correspond to the isotropic directions
X1, X2), and the cut locus intersects the conjugate locus exactly at the cuspidal points in the direction
of the eigenvector of rλ corresponding to the larger eigenvalue (that is X1). Finally the “size” of the cut
locus increases for larger values of χ, while κ is involved in the length of curves arriving at cut/conjugate
locus.

The reader interested in the case when χ vanishes at x0 (but is not constant) is referred to [Agr96].

7.5.8. Final comments. The study of complete sets of invariants, connected with the problem of
equivalence of 3D contact structures, has been considered in different works and contexts with different
languages [AB12,Hug95,FG96].

Let us introduce a canonical Riemannian metric g on M , defined by declaring the Reeb vector field
X0 to be orthogonal to the distribution and of unit norm. In other words, the metric g satisfies

g(Xi, Xj) = δij , ∀ i, j = 0, 1, 2.

The purpose of this section is to show how the invariants χ and κ introduced above are related with the
curvature of this canonical Riemannian metric and briefly discuss their relation with others invariants
introduced in the aforementioned references.

Denote by ∇ the Levi-Civita connection associated with the Riemannian metric g. The Christoffel
symbols Γkij of the connections are defined by

(7.28) ∇Xi
Xj = ΓkijXk, ∀ i, j = 0, 1, 2,

and related with the structural functions of the frame by the following formulae:

Γkij =
1
2

(ckij − cijk + cjki).

Let us denote by Sec(Πx) the sectional curvature of the plane Πx generated by two vectors v, w ∈ TxM .

Proposition 7.24. The sectional curvature of the plane Πx = Dx is

(7.29) Sec(Dx) = κ+ χ2 − 3
4
.

Proof. It is a long but straightforward computation, using the explicit expression of the covariant
derivatives (7.28). In terms of an orthonormal frame X1, X2 for the distribution Dx we have

Sec(Dx) = g(∇X1 ∇X2X2 − ∇X2 ∇X1X2 − ∇[X1,X2]X2, X1)

= X1(c2
12) −X2(c1

12) − (c1
12)2 − (c2

12)2 +
1
2

(c1
02 − c2

01) + (c1
01)2 +

1
4

(c1
02 + c2

01)2 − 3
4
,

and (7.29) follows from the explicit expressions (7.24) and (7.25) of χ and κ. �

In [Hug95], using the Cartan’s moving frame method, the author introduces the family of generating
invariants a1, a2,K ∈ C∞(M). In terms of these invariants one has

Sec(Dx) = K + a2
1 + a2

2 − 3
4
.

The author also observe that K = 4W , where W is the Tanaka-Webster curvature of the CR structure
associated with the sub-Riemannian one, see [Hug95, p.15]. Notice that also that κ = 4W (see [AL14]),
hence κ = K. This, together with Proposition 7.24, gives the following relation between the metric
invariants:

κ = K, χ =
√
a2

1 + a2
2.

With these invariants, the author in [Hug95] proved Bonnet-Myers type results for 3D contact structures.
Another approach to the classification problem of 3D sub-Riemannian structures is the one of [FG96],

where the authors employ the existence of a canonical linear connection (with non zero torsion) asso-
ciated with the sub-Riemannian structure. The authors introduce the family of generating invariants
K, τ0,W1,W2, associated with this connection. It is possible to show that the first two invariants coin-
cides with κ and χ respectively. In the case of left-invariant structures with χ > 0, the remaining two
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invariants can be used to distinguish non-isometric structures with same (constant) value of χ and κ,
see [FG96,AB12].
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CHAPTER 8

Sub-Laplacian and Jacobi curves

Throughout this chapter, we assume M to be an equiregular sub-Riemannian manifold (that is, the
rank of the distribution D is constant, equal to k). Nevertheless, most of the statements of this chapter
hold true in the general case, by replacing the sub-Riemannian inner product on D with the Hamiltonian
inner product. The final goal of this chapter is the proof of Theorem C, that is an asymptotic formula
for the sub-Laplacian of the cost function. We start with a general discussion about the computation of
the sub-Laplacian at a fixed point.

Let f ∈ C∞(M), x ∈ M and λ = dxf ∈ T ∗
xM . Moreover, let X1, . . . , Xk be a local orthonormal

frame for the sub-Riemannian structure. All our considerations are local, then we assume without loss of
generality that the frame X1, . . . , Xn is globally defined. Then, by Eq. (5.7), the sub-Laplacian associated
with the volume form µ writes

∆µf =
k∑

i=1

X2
i (f) + divµ(Xi)Xi(f).

As one can see, the sub-Laplacian is the sum of two terms. The first term,
∑k

i=1 X
2
i (f), is a “sum of

squares” which does not depend on the choice of the volume form. On the other hand, the second term,
namely

∑k
i=1 divµ(Xi)Xi(f) depends on µ through the divergence operator. When x is a critical point

for f , the second term vanishes, and the sub-Laplacian can be computed by taking the trace of the
ordinary second differential of f (see Lemma 5.32). On the other hand, if x is non-critical, we need to
compute both terms explicitly.

We start with the second term. Let θ1, . . . , θn be the coframe dual to X1, . . . , Xn. Namely θi(Xj) =
δij . Then, there exists a smooth function g ∈ C∞(M) such that µ = egθ1 ∧ . . . ∧ θn. Finally, let
ckij ∈ C∞(M) be the structure functions defined by [Xi, Xj] =

∑n
k=1 c

k
ijXk. A standard computation

using the definition of divergence gives

divµ(Xi) = Xi(g) −
n∑

j=1

cjij .

Thus, the second term of the sub-Laplacian is

(8.1)
k∑

i=1

divµ(Xi)Xi(f) = 〈∇f |∇g〉 −
k∑

i=1

n∑

j=1

cjijXi(f).

The first term of the sub-Laplacian can be computed through the generalized second differential
introduced with Definition 6.6. Recall that the second differential at a non critical point x is a linear
map d2

xf : TxM → Tλ(T ∗M).

8.1. Coordinate lift of a local frame

We introduce a special basis of Tλ(T ∗M), associated with a choice of the local frame X1, . . . , Xn,
which is a powerful tool for explicit calculations. We define an associated frame on T ∗M as follows. For
i = 1, . . . , n let hi : T ∗M → R be the linear-on-fibres function defined by λ 7→ hi(λ) .= 〈λ,Xi〉. The
action of the derivations on T ∗M is completely determined by the action on affine functions, namely
functions a ∈ C∞(T ∗M) such that a(λ) = 〈λ, Y 〉 + π∗g for some Y ∈ Vec(M), g ∈ C∞(M). Then, we
define the coordinate lift of a field X ∈ Vec(M) as the field X̃ ∈ Vec(T ∗M) such that X̃(hi) = 0 for
i = 1, . . . , n and X̃(π∗g) = X(g). This, together with Leibniz rule, characterize the action of X̃ on affine
functions, and then completely define X̃. Indeed, by definition, π∗X̃ = X . On the other hand, we define
the (vertical) fields ∂hi

such that ∂hi
(π∗g) = 0, and ∂hi

(hj) = δij . It is easy to check that {∂hi
, X̃i}ni=0

is a frame on T ∗M . We call such a frame the coordinate lifted frame, and we employ the shorthand
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∂i
.= ∂hi

. Observe that, by the same procedure, we can define the coordinate lift of a vector X ∈ TxM
(i.e. not necessarily a field) at any point λ ∈ T ∗

xM .

Remark 8.1. Remember that we require X1, . . . , Xn to be fields (and not simple vectors in TxM)
in order to define the coordinate lift. In particular, the lift X̃|λ ∈ Tλ(T ∗M) depends on the germ at x
of the chosen frame X1, . . . , Xn. On the other hand, ∂i|λ depends only on the value of X1, . . . , Xn at x.

Lemma 8.2. Let X ∈ TxM . In terms of a coordinate lifted frame,

d2
xf(X) = X̃ +

n∑

i=1

X(Xi(f))∂i,

where X(Xi(f)) is understood to be computed at x and X̃, ∂i ∈ Tλ(T ∗M).

Proof. We explicitly compute the action of the vector d2
xf(X) ∈ Tλ(T ∗M) on affine functions.

First, for any g ∈ C∞(M), d2
xf(X)(π∗g) = π∗ ◦d2

xf(X)(g) = X(g). Moreover, d2
xf(X)(hi) = X(hi◦df) =

X(〈df,Xi〉) = X(Xi(f)). �

Lemma 8.2, when applied to the vectors X1, . . . , Xk, completely characterize the second order com-
ponent of the sub-Laplacian, in terms of the second differential d2

xf .

8.2. Sub-Laplacian of the geodesic cost

Assume f = ct, that is the geodesic cost associated with an ample, equiregular geodesic γ : [0, T ] →
M . As usual, let x = γ(0) be the initial point, λ = dxct the initial covector, and Jλ(·) the associated
Jacobi curve, with Young diagram D. As discussed in Chapter 7, there is a class of preferred frames
in Tλ(T ∗M), namely the canonical moving frame {Eai(t), Fai(t)}ai∈D. In order to employ the results
of Theorem 7.4 for the computation of ∆ct, we first relate the canonical frame with a coordinate lifted
frame. As a first step, we need the following lemma, which is an extension of Lemma 7.9 along the
geodesic.

Lemma 8.3. Let {Eai(t), Fai(t)}ai∈D be a canonical moving frame for Jλ(·) and consider the following
vector fields along γ:

Xai(t)
.
= π∗ ◦ et ~H∗ Fai(t) ∈ Tγ(t)M, ai ∈ D.

The set {Xai(t)}ai∈D is a basis for Tγ(t)M . Moreover {Xa1(t)}ka=1 is an orthonormal basis for Dγ(t)

along the geodesic. Finally, consider any smooth extension of {Xai(t)}ai∈D in a neighbourhood of γ, and
the associated coordinate lifted frame. Then

Eai(t) = e−t ~H
∗ ∂ai|λ(t),

Lemma 8.3 states that the projection of the horizontal elements of the canonical frame (the “F”s)
corresponding to the first column of the Young diagram are an orthonormal frame for the sub-Riemannian
distribution along the geodesic. Moreover, if we complete the frame with the projections of the other
horizontal elements, and we introduce the associated coordinate lifted frame along the extremal et ~H(λ),
the vertical elements of the canonical frame (the “E”s) have a simple expression. Observe that, according
to Remark 8.1, the last statement of the lemma does not depend on the choice of the extension of the
vectors Xai(t) in a neighbourhood of γ.

Proof. Assume first that the statement is true at t = 0. Then, let 0 < t < T . Point (ii) of
Proposition 6.12 gives the relation between the Jacobi curves “attached” at different points λ(t) = et

~H(λ)
along the lift of γ. Namely

Jλ(t)(·) = et
~H

∗ Jλ(t+ ·).
As a consequence of this, and the definition of canonical frame, if {Eai(·), Fai(·)}ai∈D is a canonical
frame for the Jacobi curve Jλ(·), it follows that, for any fixed t,

Ẽai(·) .
= et

~H
∗ Eai(t+ ·),

F̃ai(·) .= et
~H

∗ Fai(t+ ·),

is a canonical frame for the Jacobi curve Jλ(t)(·). In particular, Xai(t) = π∗F̃ai(0), and the statements
now follow from the assumption that the lemma is true at the initial time of the Jacobi curve Jλ(t)(·).
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Then, we only need to prove the statement at t = 0. For clarity, we suppress the explicit evaluation
at t = 0. As usual, let Hλ = span{Fai}ai∈D be the horizontal subspace and Vλ = span{Eai}ai∈D be the
vertical subspace. By definition of canonical frame, Tλ(T ∗M) = Hλ ⊕ Vλ. Since Vλ = kerπ∗, and π∗

is a submersion, π∗Hλ = TxM . Thus {Xai}ai∈D is a basis for TxM . By Lemma 7.9, the set {Xa1}ka=1

is an orthonormal frame for the Hamiltonian inner product 〈· |· 〉λ which, in the sub-Riemannian case,
does not depend on λ and coincides with the sub-Riemannian inner product (see Remark 4.7). Now, we
show that Eai = ∂ai|λ. Since the canonical frame is Darboux, this is equivalent to σ(∂ai, Fbj) = δabδij .
Indeed, in terms of the coframe {θai}ai∈D, dual to {Xai}ai∈D

σ =
∑

ai∈D

dhai ∧ π∗θai + haiπ
∗dθai.

Therefore

�σ(∂ai, Fbj) = θai(π∗Fbj) = θai(Xbj) = δabδij .

8.3. Proof of Theorem C

We now have all the tools we need in order to prove Theorem C, concerning the asymptotic behaviour
of ∆ct.

The idea is the compute the “hard” term of ∆ct, namely the sum of squares term, through the
coordinate representation of the Jacobi curve. By Lemma 8.2, written in terms of the frame Xai

.=
Xai(0) = π∗Fai(0) of TxM , and its coordinate lift, we have

(8.2) d2
xct(Xρ) = X̃ρ +

∑

ν∈D

Xρ(Xν(ct))∂ν ,

where we used greek letters as a shorthand for boxes of the Young diagram D. When ρ belongs to the
first column of the Young diagram D, namely ρ = a1 (in this case, we simply write a), we have, as a
consequence of Lemma 8.3 and the structural equations

Fa(0) = −Ėa(0) = −[ ~H, ∂a] = X̃a +
∑

ν∈D

(
∑

κ∈D

cκaνhκ +
k∑

b=1

hbc
a
bν

)
∂ν ,

where everything is evaluated at λ. Therefore, from Eq. (8.2), we obtain

d2
xct(Xa) = Fa(0) +

∑

ν∈D

(
Xa(Xν(ct)) −

∑

κ∈D

cκaνhκ −
k∑

b=1

hbc
a
bν

)
Eν(0).

Recall that S(t)−1 : Hλ → Vλ is the matrix that represents the Jacobi curve in the coordinates induced
by the canonical frame (at t = 0). More explicitly

d2
xct(Xρ) = Fρ(0) +

∑

ν∈D

S(t)−1
ρν Eν(0).

Moreover, since we restricted d2
xct to elements of Dx, we obtain

(8.3)
k∑

a=1

X2
a(ct) =

k∑

a=1

S♭(t)−1
aa +

k∑

a=1

k∑

b=1

hac
b
ab.

Now observe that, if ρ does not belong to the first column of the Young diagram, we have

Ėρ(0) = [ ~H, ∂ρ] =
k∑

a=1

∑

ν∈D

hac
ρ
aνEν(0).

On the other hand, by the structural equations, Ėρ(0) is a vertical vector that does not have Eρ(0)
components. Then, when ρ is not in the first column of D,

∑k
a=1 hac

ρ
aρ = 0. Thus we rewrite Eq. (8.3)

as

(8.4)
k∑

a=1

X2
a(ct) =

k∑

a=1

S♭(t)−1
aa +

k∑

a=1

∑

ρ∈D

hac
ρ
aρ.

81



By taking the sum of Eq. (8.1) and Eq. (8.4), we obtain

∆µct|x =
k∑

a=1

S♭(t)−1
aa + 〈∇xct|∇xg〉,

where we recall that the function g is implicitly defined (in a neighbourhood of γ) by µ = egθ1 ∧ . . .∧ θn.
Remember that, at x = γ(0), ∇xct = γ̇(0). Then

∆µct|x =
k∑

a=1

S♭(t)−1
aa +

d

dt

∣∣∣∣
t=0

g(γ(t)).

Remark 8.4. Observe that if Pt
.= X1(t) ∧ . . .∧Xn(t) ∈ ∧n Tγ(t)M is the parallelotope whose edges

are the elements of the frame {Xi(t)}ni=1, then g(γ(t)) = log |µ(Pt)|, that is the logarithm of the volume
of the parallelotope Pt.

Thus, by replacing the results of Corollary 7.5 about the asymptotics of the reduced Jacobi curve,
we obtain

∆µct|x = − tr Iλ
t

+ ġ(0) +
1
3

Ric(λ)t+ O(t2),

where ġ(0) .= d
dt

∣∣
t=0

g(γ(t)). Since ft = −tct, we obtain

∆µft|x = tr Iλ − ġ(0)t− 1
3

Ric(λ)t2 +O(t3),

which is the sought expansion, valid for small t.

8.3.1. Computation of the linear term. Recall that, for any equiregular smooth admissible
curve γ : [0, T ] → M , the Lie derivative in the direction of the curve defines surjective linear maps

LT : F
i
γ(t)/F

i−1
γ(t) → F

i+1
γ(t)/F

i
γ(t), i ≥ 1,

as defined in Section 5.5. In particular, notice that Li
T

: Dγ(t) → F
i+1
γ(t)/F

i
γ(t), for i ≥ 1 is a well defined,

surjective linear map from the distribution (see also Lemma 3.5).

Lemma 8.5. For t ∈ [0, T ], we recover the projections Xai(t) = et
~H

∗ Fai(t) ∈ Tγ(t)M as

Xai(t) = (−1)i−1Li−1
T

(Xa1(t)) mod F
i−1
γ(t) , a = 1, . . . , k, i = 1, . . . , na.

Proof. Fix a = 1, . . . , k. For i = 1 the statement is trivial. Assume the statement to be true for
j ≤ i. Recall that we can see Fai|λ(t) = et

~H
∗ Fai(t) as a field along the extremal λ(t). Then, by the

structural equations for the canonical frame, Xa(i+1) = −π∗[ ~H, Fai]. A quick computation in terms of a
coordinate lifted frame proves that

Xa(i+1)(t) = −[T, Xai]|γ(t) mod F
i
γ(t),

for an admissible extension T of γ̇. Thus, by induction, we obtain the statement. �

Proof of Theorem 5.40. We consider equiregular distributions and ample geodesics γ that obey
the growth condition

(8.5) dim F
i
γ(t) = dim D

i, ∀ i ≥ 0.

We only need to compute explicitly the term ġ(0) of the asymptotic expansion in Theorem C. Recall
that, according to the proof of Theorem C, the coefficient of the linear term is given by the following
formula (see Remark 8.4)

ġ(0) =
d

dt

∣∣∣∣
t=0

log |µ(Pt)|,

where Pt is the parallelotope whose edges are the projections {Xai(t)}ai∈D of the horizontal part of the
canonical frame Xai = π∗ ◦ et ~H∗ Fai(t) ∈ Tγ(t)M , namely

(8.6) Pt =
∧

ai∈D

Xai(t).
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By definition of canonical frame, Proposition 6.15, and the growth condition (8.5) we have that the
elements {Xai(t)}ai∈D are a frame along the curve γ(t) adapted to the flag of the distribution. More
precisely

D
i
γ(t) = span{Xaj(t)| aj ∈ D, 1 ≤ j ≤ i}.

By Lemma 8.5 we can write the adapted frame {Xai}ai∈D in terms of the smooth linear maps LT, and
we obtain the following formula for the parallelotope

Pt =
m∧

i=1

di∧

ai=1

Xaii(t) =
m∧

i=1

di∧

ai=1

Li−1
T

(Xai1(t)).

Then, a standard linear algebra argument and the very definition of Popp’s volume leads to

|µ(Pt)| =

√√√√
m∏

i=1

detMi(t),

where the smooth families of operators Mi(t), for i = 1, . . . ,m are the one defined in Eq. (5.14). This,
together with Eq. (8.6) completes the computation of the linear term of Theorem C for any ample
geodesic satisfying the growth condition (8.5). �
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Part 3

Appendix





APPENDIX A

Smoothness of value function (Theorem 2.19)

The goal of this section is to prove Theorem 2.19 on the smoothness of the value function. All the
relevant definitions can be found in Chapter 2. As a first step, we generalize the classical definition of
conjugate points to our setting.

Definition A.1. Let γ : [0, T ] → M be a strictly normal trajectory, such that x0 = γ(0) and
γ(t) = Ex0(t, λ0). We say that γ(t) is conjugate with x0 along γ if λ0 is a critical point for Ex0,t.

Observe that the relation “being conjugate with” is not reflexive in general. Indeed, even if γ(t) is
conjugate with x0, there might not even exist an admissible curve starting from γ(t) and ending at x0.

We stress that, if γ is also abnormal, any γ(t) is a critical value of the sub-Riemannian exponential
map. Indeed, this is a consequence of the inclusion ImDλ0 Ex0,t ⊂ ImDuEx0,t 6= Tx0M for abnormal
trajectories; being strongly normal is a necessary condition for the absence of critical values along a
normal trajectory. Actually, a converse of this statement is true.

Proposition A.2. Let γ : [0, T ] → M be a strongly normal trajectory. Then, there exists an ε > 0
such that γ(t) is not conjugate with γ(0) along γ for all t ∈ (0, ε).

The proof of Proposition A.2 in the sub-Riemannian setting can be found in [ABB12] and can be
adapted to a general affine optimal control system. See also [AS04] for a more general approach.

We are now ready to prove Theorem 2.19 about smoothness of the value function which, for the
reader’s convenience, we restate here. Recall that M ′ ⊂ M is the relatively compact subset chosen for
the definition of the value function.

Theorem. Let γ : [0, T ] → M ′ be a strongly normal trajectory. Then there exists an ε > 0 and an
open neighbourhood U ⊂ (0, ε) ×M ′ ×M ′ such that:

(i) (t, γ(0), γ(t)) ∈ U for all t ∈ (0, ε),
(ii) For any (t, x, y) ∈ U there exists a unique (normal) minimizer of the cost functional Jt, among

all the admissible curves that connect x with y in time t, contained in M ′,
(iii) The value function (t, x, y) 7→ St(x, y) is smooth on U .

Proof. We first prove the theorem in the case M ′ = M compact. We need the following sufficient
condition for optimality of normal trajectory. Let a ∈ C∞(M). The graph of its differential is a smooth
submanifold L0

.= {dxa|x ∈ M} ⊂ T ∗M , dim L0 = dimM . Translations of L0 by the flow of the
Hamiltonian field Lτ = eτ

~H(L0) are also smooth submanifolds of the same dimension.

Lemma A.3 (see [AS04, Theorem 17.1]). Assume that the restriction π : Lτ → M is a diffeomor-
phism for any τ ∈ [0, ε]. Then, for any λ0 ∈ L0, the normal trajectory

γ(τ) = π ◦ eτ ~H(λ0), τ ∈ [0, ε],

is a strict minimum of the cost functional Jε among all admissible trajectories connecting γ(0) with γ(ε)
in time ε.

Lemma A.3 is a sufficient condition for the optimality of a single normal trajectory. By building a
suitable family of smooth functions a ∈ C∞(M), one can prove that, for any sufficiently small compact
set K ⊂ T ∗M , we can find a ε = ε(K) > 0 sufficiently small such that, for any λ0 ∈ K, and for any
t ≤ ε, the normal trajectory

γ(τ) = π ◦ eτ ~H(λ0), τ ∈ [0, t], t ≤ ε

is a strict minimum of the cost functional Jt among all admissible curves connecting γ(0) with γ(t) in
time t.

We sketch the explicit construction of such a family. Let K ⊂ T ∗M sufficiently small such that
it is contained in a trivial neighbourhood Rn × U ⊂ T ∗M . Let (p, x) be coordinates on K induced
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by a choice of coordinates x on O ⊂ M . Then, consider the function a : K × O → R, defined in
coordinates by a(p0, x0; y) = p∗

0y. Extend such a function to a : K × M → R. For any λ0 ∈ K, denote
by a(λ0) = a(λ0; ·) ∈ C∞(M). Indeed, for x0 = π(λ0), we have λ0 = dx0a

(λ0). In other words we can
recover any initial covector in K by taking the differential at x0 of an appropriate element of the family.
Therefore, let L(λ0)

0
.= {dxa(λ0)|x ∈ M}, and L(λ0)

τ
.= eτ

~H(L(λ0)
0 ). M is compact, then there exists

ε(K) = sup{τ ≥ 0|π : L(λ0)
s → M is a diffeomorphism for all s ∈ [0, τ ], λ0 ∈ K} > 0.

Let us go back to the proof. Set x0 = γ(0), and let γ(t) = Ex0(t, λ0). By Proposition A.2, we can
assume that γ(t) is not conjugate with γ(0) along γ for all t ∈ (0, ε). In particular, Dλ0Ex0,t has maximal
rank for all t ∈ (0, ε). Without loss of generality, assume that ~H is complete. Then, consider the map
φ : R+ × T ∗M → R

+ ×M ×M , defined by

φ(t, λ) = (t, π(λ), Eπ(λ)(t, λ)).

The differential of φ, computed at (t, λ0), is

D(t,λ0)φ =




1 0 0
0 I 0
∗ ∗ Dλ0 Ex0,t


 , ∀ t ∈ (0, ε),

which has maximal rank. Therefore, by the inverse function theorem, for each t ∈ (0, ε), there exist an
interval It and open sets Wt, Ut, Vt such that

t ∈ It ⊂ (0, ε), λ0 ∈ Wt ⊂ T ∗M, γ(0) ∈ Ut ⊂ M, γ(t) ∈ Vt ⊂ M,

and such that the restriction

φ : It ×Wt → It × Ut × Vt

is a smooth diffeomorphism. In particular, for any (τ, x, y) ∈ It × Ut × Vt there exists an unique initial
covector λ0(τ, x, y)

.
= φ−1(τ, x, y) such that the corresponding normal trajectory starts from x and

arrives at y in time τ , i.e. Ex(τ, λ0(τ, x, y)) = y. Moreover, we can choose Wt ⊂ K. Then such a normal
trajectory is also a strict minimizer of Jτ among all the admissible curves connecting x with y in time
τ . In particular, it is unique.

As a consequence of the smoothness of the local inverse, the value function (t, x, y) 7→ St(x, y) is
smooth on each open set It ×Ut ×Vt. Indeed, for any (τ, x, y) ∈ It ×Ut ×Vt, St(x, y) is equal to the cost
Jτ of the unique (normal) minimizer connecting x with y in time τ , namely

Sτ (x, y) =
∫ τ

0

L(Ex0(s, λ0(τ, x, y)), ū(es
~H(λ0(τ, x, y))))ds, (τ, x, y) ∈ It × Ut × Vt,

where ū : T ∗M → Rk is the smooth map which recovers the control associated with the lift on T ∗M
of the trajectory (see Theorem 2.17). Therefore the value function is smooth on It × Ut × Vt, as a
composition of smooth functions. We conclude the proof by defining the open set

U
.=
⋃

t∈(0,ε)

It × Ut × Vt ⊂ (0, ε) ×M ×M,

which is indeed open and contains (t, γ(0), γ(t)) for all t ∈ (0, ε).
In the general case the proof follows the same lines, although the optimality of small segments of

geodesics is only among all the trajectories not leaving M ′. If we choose a different relatively compact
M ′′ ⊂ M , we find a common ε such that the restriction to the interval [0, ε] of all the normal geodesics
with initial covector in K is a strict minimum of the cost function among all the admissible trajectories
not leaving M ′′ ∪ M ′. Therefore, the value functions associated with the two different choices of the
relatively compact subset agree on the intersection of the associated domains U .

�
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APPENDIX B

Convergence of approximating Hamiltonian systems

(Proposition 5.15)

The goal of this section is the proof of Proposition 5.15. Actually, we discuss a more general statement
for the associated Hamiltonian system. All the relevant definitions can be found in Section 5.1.2.

Let λ = (p, x) ∈ T ∗Rn = R2n any initial datum. Let φε and φ̂, respectively, the Hamiltonian flow
of the ε-approximated system and of the nilpotent system, respectively. A priori, these local flows are
defined in a neighbourhood of the initial condition and for small time which, in general, depend on ε.
Notice that, by abuse of notation φ0 = φ̂.

Lemma. For ε ≥ 0 sufficiently small, there exist common neighbourhood I0 ⊂ R of 0 and Oλ0 ⊂ R2n

of λ0, such that φε : I0 × Oλ0 → R2n is well defined. Moreover, φε → φ̂ in the C∞ topology of uniform
convergence of all derivatives on I0 ×Oλ0 .

Proof. Indeed, for any ε ≥ 0, the Hamiltonian flow φε is associated with the Cauchy problem

λ̇(t) = Hε(λ(t)), λ(0) = λ0.

Moreover, φε is well defined and smooth in a neighbourhood Iε0 × Oελ0
⊂ R × R2n (that depends on ε).

To find a common domain of definition, consider the associated Cauchy problem in R
2n+1.

(B.1)
(
λ̇(t)
ε̇(t)

)
=
(
H(ε(t), λ(t))

0

)
,

(
λ(0)
ε(0)

)
=
(
λ0

ε0

)
,

where H(ε, λ) .= Hε(λ) is smooth in both variables by construction. We denote by Φ(t;λ0, ε0) the flow
associated with the Cauchy problem (B.1). By classical ODE theory, there exists a neighbourhood I0 ⊂ R

of 0 and Uλ0,ε0 ⊂ R2n+1 of (λ0, ε0) such that Φ : I0 ×Uλ0,ε0 → R2n+1 is well defined and smooth. Indeed
Φ(t;λ0, ε) = φε(t;λ0) and Φ(t;λ0, 0) = φ̂(t;λ0). Then, we can find an open neighbourhood Oλ0 ⊂ R2n

of λ0 such that Oλ0 × [0, δ] ⊂ Uλ0,0. Thus, the sought common domain of definition for all the φε, with
0 ≤ ε ≤ δ, is I0 ×Oλ0 .

Finally, Φ is smooth on I0 × Uλ0,0. Then φε (and all its derivatives) converge to φ̂ (and all the
corresponding derivatives) on I0 × Oλ0 . Up to restricting the domain of definition of Φ, we can always
assume I0 and Oλ to be compact, hence the convergence is also uniform. �

Without loss of generality, by homogeneity, we can always reduce to I0 = [0, T ]. Now Proposition 5.15
easily follows, since the exponential map is the projection of the Hamiltonian flow, restricted to the fiber
T ∗

0 R
n.
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APPENDIX C

Invariance of geodesic growth vector by dilations (Lemma 5.20)

For the reader’s convenience, we recall the statement of Lemma 5.20. We refer to Section 5.2 for all
the relevant definitions.

Lemma. Fix ε > 0 and let γ be a normal geodesic for the ε-approximating system. Then the curve
η := δε(γ) is a normal geodesic for the original system with the same growth vector of γ.

Proof. The map δε maps admissible curves of the ε-approximating system into admissible curves
of the original one. Indeed if γ is an admissible curve for the ε-approximating system, associated with
the control u, namely

γ̇(t) =
k∑

i=1

ui(t)Xε
i (γ(t)),

then the curve η(t) := δε(γ(t)) satisfies

η̇(t) =
k∑

i=1

ui(t)(δε∗Xε
i )(δεγ(t)) =

k∑

i=1

εui(t)Xi(η(t)),

where we used the identity Xε
i = εδ1/ε∗Xi. In particular, if γ is associated with the control u in

ε-approximating system, then η is associated with the control εu in the original one. Moreover

JT (η) = JT (δεγ) = ε2JT (γ).

It follows that δε is a one-to-one map between normal (resp. abnormal) geodesics of the ε-approximating
system and normal (resp. abnormal) geodesics of the original one.

To show that γ and η have the same growth vector we proceed as in the proof of Lemma 5.19. Let
us introduce the matrices Aγ(t) and Bγ(t) (resp. Aη(t) and Bη(t)) associated with the two curves. We
prove that there exists a matrix M = M(ε) such that, for all t, we have

(C.3) Aγ(t) = MAη(t)M−1, Bγ(t) = MBη(t).

We denote by bγi (t) (resp. bηi (t)) the columns of Bγ(t) (resp. Bη(t)). Namely

Bγ(t) = {bγ1(t), . . . , bγk(t)}, bγi (t) = Xε
i (γ(t)),

Bη(t) = {bη1(t), . . . , bηk(t)}, bηi (t) = Xi(η(t)).

We prove the second relation of (C.3) by a direct computation:

bγi (t) = Xε
i (γ(t)) = ε(δ1/ε∗Xi)(δ1/εη(t)) = εδ1/ε∗b

η
i (t) = Mbηi (t).

where M is the matrix representing the invertible linear map εδ1/ε∗. We stress that M does not depend
on t. We now prove the first relation of (C.3):

Aγ(t) =
k∑

i=1

ui(t)
∂Xε

i

∂x
(γ(t)) = εδ1/ε∗

k∑

i=1

ui(t)
∂Xi ◦ δε
∂x

(γ(t))

= εδ1/ε∗

k∑

i=1

ui(t)
∂Xi

∂x
(δεγ(t))δε∗

= εδ1/ε∗

(
k∑

i=1

εui(t)
∂Xi

∂x
(δεγ(t))

)
1
ε
δε∗ = MAη(t)M−1,

where we recall that η(t) = δεγ(t) is associated with the control εu (in the original system). An induction
step and the fact that M does not depend on t implies

Bγi (t) = MBηi (t), ∀ t, ∀ i ≥ 1.
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Here Bγi (t) (resp. Bηi (t)) are the matrices defined in Eq. (5.4), associated with the geodesic γ of the
ε-approximating system (resp. η of the original system). Then the criterion of Section 3.2 implies

�dim F
i
γ(t) = rank{Bγ1 (t), . . . , Bγi (t)} = rank{Bη1 (t), . . . , Bηi (t)} = dim F

i
η(t), ∀ t, ∀ i ≥ 1.
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APPENDIX D

Regularity of C(t, s) for the Heisenberg group (Proposition 5.51)

For the reader’s convenience, we briefly recall the statement of Proposition 5.51. We refer to Sec-
tion 5.7 for all the relevant definitions.

Proposition. The function C(t, s) is C1 in a neighbourhood of the origin, but not C2. In particular,
the function ∂ssC(t, 0) is not continuous at the origin. However, the singularity at t = 0 is removable,
and the following expansion holds, for t > 0:

∂2C

∂s2
(t, 0) = 1 + 3 sin2(φ2 − φ1) +

1
2

[2hz,2 sin(φ2 − φ1) − hz,1 sin(2φ2 − 2φ1)]t−

− 2
15
h2
z,1 sin2(φ2 − φ1)t2 +O(t3).

If the geodesic γ2 is chosen to be a straight line (i.e. hz,2 = 0), then

(D.1)
∂2C

∂s2
(t, 0) = 1 + 3 sin2(φ2 − φ1) − hz,1

2
sin(2φ2 − 2φ1)t− 2

15
h2
z,1 sin2(φ2 − φ1)t2 +O(t3).

where λj = (ieiφj , hz,j) = (− sinφj , cosφj , hz,h) ∈ T ∗
0M is the initial covector of the geodesic γj.

Proof. The proof is essentially a brute force computation. In the following, we show the relevant
calculation to obtain the zeroth order term in Eq. (D.1), which is sufficient to prove the non-continuity
of the function t 7→ ∂ssC(t, 0) at t = 0. Indeed, since C(0, s) = s2/2, we obtain ∂ssC(0, 0) = 1, while
from Eq. (D.1), limt→0+ ∂ssC(0, s) = 1 + 3 sin2(φ2 − φ1). For i = 1, 2, let γi(τ) = (wi(τ), zi(τ)). Then

wi(τ) =
eiφi

ai

(
eiaiτ − 1

)
= ieiφiτ − 1

2
aie

iφiτ2 +O(τ3),

zi(τ) =
aiτ − sin(aiτ)

2a2
i

= O(τ3).

For (t, s) 6= (0, 0), dropping the subscripts from Rt,s and ξt,s, we have

(D.2) ∂ttC(t, s) =
1
2
∂ttR

2 θ2(ξ)
sin2 θ(ξ)

+ 4∂tR2θ(ξ)∂tξ + 2R2θ̇(ξ)(∂tξ)2 + 2R2θ(ξ)∂ttξ =

= A1(t, s) +A2(t, s) +A3(t, s) +A4(t, s),

where Ai are the four addends of the upper line of Eq. (D.2). In order to compute Eq. (D.2), we employ
the following calculations

R2
t,s = |w2(s) − w1(t)|2,

∂tR
2
t,s = ẇ1(t)[w1(t) − w2(s)] + [w1(t) − w2(s)]ẇ1(t),

∂ttR
2
t,s = ẅ1(t)[w1(t) − w2(s)] + 2|ẇ1(t)|2 + ẅ1(t)[w1(t) − w2(s)],

Zt,s = −z1(t) + z2(s) +
1
2

ℑ(w1(t)w2(s)),

∂tZt,s = −ż1(t) +
1
2

ℑ(ẇ1(t)w2(s)),

∂ttZt,s = −z̈1(t) +
1
2

ℑ(ẅ1(t)w2(s)),

ξt,s = Zt,s/R
2
t,s,

∂tξt,s =
∂tZ

R2
− Z

R4
∂tR

2,

∂ttξt,s =
∂ttZ

R2
− 2

∂tZ

R4
∂tR

2 − Z

R4
∂ttR

2 + 4
Z

R6
(∂tR2)2,
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where ℑ is the imaginary part, the overline is the complex conjugate, and the dot is the derivative w.r.t.
the argument. Moreover, the Taylor series for θ is

θ(x) = 6x+O(x3).

By computing everything at t = 0, and then taking the limit s → 0, we obtain

lim
s→0

A1(0, s) = 1,

lim
s→0

A2(0, s) = 0,

lim
s→0

A3(0, s) = 3 sin2(φ1 − φ2),

lim
s→0

A4(0, s) = 0,

therefore lims→0 ∂ttC(0, s) = 1 + 3 sin2(φ1 − φ2), which is the zeroth order term of Eq. (D.1). The term
arising from the addend A3(0, s) is responsible for the discontinuity of ∂ttC(0, s) at s = 0. The remaining
terms can be obtained by taking expansions up to the fourth order of R2, Z, θ, and replacing them in
Eq. (D.2). �
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APPENDIX E

Basics on curves in Grassmannians (Lemma 3.5 and 6.5)

Let W (·) be a smooth curve in the Grassmanian Gk(E) where E is a vector space of dimension n.
In other words W (·) is a smooth family of k-dimensional subspaces of E. A smooth section of W (·) is a
smooth curve t 7→ w(t) in E such that w(t) ∈ W (t) for all t.

Without loss of generality (all our considerations are local in t) we assume also that the family of
subspaces is generated by a moving frame, namely one can find smooth sections e1(·), . . . , ek(·) such that,
for all t, we have

W (t) = span{e1(t), . . . , ek(t)}.
Lemma E.1. For every fixed t, the differentiation of sections defines a linear map

(E.1) δ : W (t) → E/W (t), w̄ 7→ ẇ(t) mod W (t).

where w(·) is a smooth section of W (·) such that w(t) = w̄ ∈ W (t).

Proof. We have to prove that the map (E.1) is a well defined linear map. Let us consider a moving
frame {e1(s), . . . , ek(s)} in E such that for every s one has

W (s) = span{e1(s), . . . , ek(s)}.
Consider now two different smooth sections w1(·), w2(·) of W (·) satisfying w1(t) = w2(t) = w̄. Their
difference can be written as a linear combination, with smooth coefficients, of the frame {e1(s), . . . , ek(s)}

w2(s) − w1(s) =
k∑

i=1

αi(s)ei(s),

where αi(s) are smooth functions such that αi(t) = 0 for every i = 1, . . . , k. It follows that

ẇ2(s) − ẇ1(s) =
k∑

i=1

α̇i(s)ei(s) +
k∑

i=1

αi(s)ėi(s),(E.2)

and evaluating (E.2) at s = t one has

ẇ2(t) − ẇ1(t) =
k∑

i=1

α̇i(t)ei(t) ∈ W (t).

This shows that ẇ2(t) = ẇ1(t) mod W (t), hence the map (E.1) is well defined. Analogously, one can
prove that the map does not depend on the moving frame defining W (t). Finally, the linearity of the
map (E.1) is evident. �

Remark E.2. The proof of Lemma E.1 shows that actually the tangent space to the Grassmannian
Gk(E) at a point W is isomorphic with the set Hom(W,E/W ).

Let us now consider a smooth curve V (·) in the Grassmanian Gk(E) and define the flag for E at
each time t as follows:

V (i)(t) := span

{
dj

dtj
v(t)

∣∣∣∣∣ v(t) ∈ V (t), v(t) smooth, 0 ≤ j ≤ i

}
⊂ E, i ≥ 0.

In particular this defines a filtration of subspaces for all t:

V (t) = V (0)(t) ⊂ V (1)(t) ⊂ V (2)(t) ⊂ . . . ⊂ E.

Remark E.3. Notice that, following the notation just introduced, the image of the linear map (E.1)
is W (1)(t)/W (t). This shows that Lemma E.1 can be restated by saying that there exists a well-defined
surjective linear map

δ : W (t) → W (1)(t)/W (t).

95



In what follows we assume that the curve V (·) is equiregular for all t, namely the dimensions hi(·) :=
dim V (i)(·) are constant.

Proposition E.4. Let V (·) be an equiregular curve in Gk(E). For every i ≥ 0 the derivation of
sections induces surjective linear maps

δi : V (i)(t)/V (i−1)(t) → V (i+1)(t)/V (i)(t), ∀ t.
In particular, the following inequalities for the dimensions hi = dim V (i) hold true:

hi+1 − hi ≤ hi − hi−1, ∀ i ≥ 0.

Proof. Since the curve V (·) is equiregular, we can apply Lemma E.1 with W (·) = V (i)(·) in the
Grassmannian Ghi

(E). Notice that, W (1)(t) = (V (i)(·))(1)(t) = V (i+1)(t), i.e., the (i + 1)-th extension
coincides with the space generated by derivatives of sections of the i-th extension (see also Remark E.3).

Thus we have well defined surjective linear maps

(E.3) δi : V (i)(t) → V (i+1)(t)/V (i)(t).

For the same reason V (i−1)(t) ⊂ ker δi for every i. Hence (E.3) descends to a surjective linear map

�δi : V (i)(t)/V (i−1)(t) → V (i+1)(t)/V (i)(t).
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APPENDIX F

Normal conditions for the canonical frame

Here we rewrite the normal condition for the matrix R(t) mentioned in Definition 7.2 (and defined
in [ZL09]) according to our notation.

Definition F.1. The matrix Rab,ij is normal if it satisfies:
(i) global symmetry: for all ai, bj ∈ D

Rab,ij = Rba,ji.

(ii) partial skew-symmetry: for all ai, bi ∈ D with na = nb and i < na

Rab,i(i+1) = Rba,i(i+1).

(iii) vanishing conditions: the only possibly non vanishing entries Rab,ij satisfy
(iii.a) na = nb and |i− j| ≤ 1,
(iii.b) na > nb and (i, j) belong to the last 2nb elements of Table 1.

Table 1. Vanishing conditions.

i 1 1 2 · · · ℓ ℓ ℓ+ 1 · · · nb nb + 1 · · · na − 1 na
j 1 2 2 · · · ℓ ℓ+ 1 ℓ+ 1 · · · nb nb · · · nb nb

The sequence is obtained as follows: starting from (i, j) = (1, 1) (the first boxes of the rows a and b),
each next even pair is obtained from the previous one by increasing j by one (keeping i fixed). Each next
odd pair is obtained from the previous one by increasing i by one (keeping j fixed). This stops when j
reaches its maximum, that is (i, j) = (nb, nb). Then, each next pair is obtained from the previous one
by increasing i by one (keeping j fixed), up to (i, j) = (na, nb). The total number of pairs appearing in
the table is nb + na − 1.
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APPENDIX G

Coordinate representation of flat, rank 1 Jacobi curves

(Proposition 7.7)

Proposition (Special case of Theorem 7.4). Let Λ(·) a Jacobi curve of rank 1, with vanishing R(t).
The matrix S, in terms of the canonical frame, is

Sij(t) =
(−1)i+j−1

(i − 1)!(j − 1)!
ti+j−1

(i+ j − 1)
= Ŝijt

i+j−1, i, j = 1, . . . , n.

Its inverse is

S−1(t)ij =
−1

i+ j − 1

(
n+ i− 1
i− 1

)(
n+ j − 1
j − 1

)
(n!)2

(n− i)!(n− j)!
=

Ŝ−1
ij

ti+j−1
, i, j = 1, . . . , n.

Proof. From Eqs. (7.6) and (7.7), we obtain

Sij(t) =
n∑

k=1

A−1
ik Bkj =

i∑

k=1

(−1)i−kti−k

(i − k)!
(−1)jtk+j−1

(k + j − 1)!
= (−1)jti+j−1

i∑

k=1

(−1)i−k

(k + j − 1)!(i− k)!
=

= (−1)jti+j−1
i−1∑

ℓ=0

(−1)ℓ

(i + j − 1 − ℓ)!ℓ!
=

(−1)jti+j−1

(i+ j − 1)!

i−1∑

ℓ=0

(
i+ j − 1

ℓ

)
(−1)ℓ =

=
(−1)i+j−1ti+j−1

(i+ j − 1)!

(
i+ j − 2
j − 1

)
=

(−1)i+j−1

(i − 1)!(j − 1)!
ti+j−1

(i+ j − 1)
.

By Cramer’s rule, the inverse of S(t) is

(G.1) S−1
ij (t) =

(−1)i+j det
[

(−1)ℓ+k−1

(ℓ− 1)!(k − 1)!
tℓ+k−1

(ℓ+ k − 1)

]

ℓ 6=j
k 6=i

det
[

(−1)ℓ+k−1

(ℓ− 1)!(k − 1)!
tℓ+k−1

(ℓ + k − 1)

] =

−(i− 1)!(j − 1)! det
[

1
ℓ+ k − 1

]

ℓ 6=j
k 6=i

ti+j−1 det
[

1
ℓ+ k − 1

] .

Now we compute the ratio of determinants in the last factor of Eq. (G.1). Consider a generic matrix of
the form Hℓk = 1

xℓ+xk
, for ℓ, k = 1, . . . , n. For fixed i, j ∈ {1, . . . , n}, we can express the determinant

of H in terms of the the i, j-th minor, by rows and columns operations as follows. First, subtract the
i-th column from each other column. We obtain a new matrix, H ′, whose i-th column is the same of H ,
while, for k 6= i

H ′
ℓk =

1
xℓ + yk

− 1
xℓ + yi

=
yi − yk

(xℓ + yi)(xℓ + yk)
, ℓ, k = 1, . . . , n.

Indeed detH ′ = detH . Then, we collect the factor 1
xℓ+yi

from each row, and the factor (yi − yk) from
each column but the i-th. We obtain

det
[

1
xℓ + xk

]
=

n∏

ℓ=1

1
xℓ + yi

n∏

k=1
k 6=i

(yi − yk) det




1
x1+y1

1
x1+y2

. . . 1 . . . 1
x1+yn

1
x2+y1

1
x2+y2

. . . 1 . . . 1
x2+yn

...
...

...
...

1
xn+y1

1
xn+y2

. . . 1 . . . 1
xn+yn


 ,

where the entries of the i-th column are equal to 1. Now, subtract the j-th row from each other row,
but the j-th itself. Collect again the common factors. We obtain

(G.2) det
[

1
xℓ + xk

]
= (−1)i+j

n∏

ℓ=1

1
xℓ + yi

n∏

k=1
k 6=i

(yi − yk)
n∏

k=1
k 6=i

1
xj + yk

n∏

ℓ=1
ℓ 6=j

(xj − xℓ) det
[

1
xℓ + xk

]

ℓ 6=j
k 6=i

.
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Now we apply the result of Eq. (G.2) to our case, i.e. xℓ = yℓ = ℓ− 1
2 . Therefore we obtain

(G.3)

det
[

1
ℓ+ k − 1

]

ℓ 6=j
k 6=i

det
[

1
ℓ+ k − 1

] = (−1)i+j
n∏

ℓ=1

(ℓ+ i− 1)
n∏

k=1
k 6=i

1
i− k

n∏

k=1
k 6=i

(j + k − 1)
n∏

ℓ=1
ℓ 6=j

1
j − ℓ

=

=
1

i+ j − 1
(n!)2

(i − 1)!(j − 1)!

(
i+ n− 1
i− 1

)(
j + n− 1
j − 1

)
.

Eq. (G.1) and Eq. (G.3), together, give the desired formula. �
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APPENDIX H

A binomial identity (Lemma 7.8)

Lemma. Let

Ω(n,m) =
nm

(n+ 1)(m+ 1)

n∑

j=1

m∑

i=1

(−1)i+j
(
n+ i− 1
i− 1

)(
n+ 1
i+ 1

)(
m+ j − 1
j − 1

)(
m+ 1
j + 1

)
i+ j + 2
i+ j + 1

.

Then

Ω(n,m) =





0 |n−m| ≥ 2,
1

4(n+m) |n−m| = 1,
n

4n2−1 n = m.

Proof. It is clear that Ω(n,m) = Ω(m,n), then we can assume without loss of generality that
n ≤ m. The case m = n = 1 can be easily proved by a direct computation. Then, we also assume m ≥ 2.
Let us write Ω(n,m) in a more compact form. In order to do that, let M(n,m) be the n×m matrix of
components

M(n,m)ij
.= (−1)i+j

i+ j + 2
i+ j + 1

, i = 1, . . . , n, j = 1, . . . ,m.

and let v(m) be the m-dimensional column vector of components

v(m)j =
m

m+ 1

(
m+ 1
j + 1

)(
m+ j − 1
j − 1

)
, j = 1, . . . ,m.

Then

Ω(n,m) = v(n)∗M(n,m)v(m).

Consider first the i− th component of the n-dimensional vector w(n,m) .= M(n,m)v(m), namely

w(n,m)i =
m∑

j=1

(−1)i+j
i+ j + 2
i+ j + 1

m

m+ 1

(
m+ 1
j + 1

)(
m+ j − 1
j − 1

)
=

(−1)i

(m− 1)!

m∑

j=0

(−1)j
(
m

j

)
Qi(j),

where, for each i = 1, . . . , n, Qi(j) is a rational function (in the variable j) defined by

Qi(j) =
(m+ j − 1)!

(j − 1)!(j + 1)
i+ j + 2
i+ j + 1

= j(j + 2)(j + 3) . . . (j +m− 1)
i+ j + 2
i+ j + 1

.

Notice that the factor (j + 1) does not appear (remember also that m ≥ 2). The idea is to exploit the
following beautiful identity.

Lemma H.1. Let m ≥ 2. Let P (x) be any polynomial of degree smaller than m, then

m∑

j=0

(−1)j
(
m

j

)
P (j) = 0.

Proof. It is sufficient to prove the statement for P (x) = xi, with 0 ≤ i < m, since any polynomial
of degree smaller than m is a linear combination of such monomials. By Newton’s binomial formula, we
have

(x− 1)m = (−1)m
m∑

j=0

(−1)j
(
m

j

)
xj .

The result easily follows observing that any derivative of order strictly smaller than m, evaluated at
x = 1 vanishes. �
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We will see that, for many values of i, the denominator of Qi(j) factors the numerator, and then
Qi(j) is actually a polynomial of degree m−1 in the variable j. Then we apply Lemma H.1 to show that
w(n,m)i 6= 0 only if i = m − 1,m. In particular, since w(n,m) is a n-dimensional vector, if n ≤ m− 2
then w(n,m) = 0 and Ω(n,m) vanishes too. Then we will explicitly compute the coefficient for n = m−1
and n = m.

Observe that, for each i = 1, . . . , n, the numerator of Qi(j) is a polynomial of degree m in the
variable j. Therefore there exists a polynomial Pi(j) (of degree strictly smaller than m) and a number
Ri such that

Qi(j) = Pi(j) +
Ri

i + j + 1
.

It is easy to compute the remainder. Observe that

Ri = −(i+ j + 1)Pi(j) +Qi(j)(i+ j + 1).

Then, evaluating at j = −i− 1, we obtain

(H.1) Ri =





0 i = 1, 2, . . . ,m− 2,

(−1)m−1 m!
m− 1

i = m− 1,

(−1)m−1 (m+ 1)!
m

i = m.

By Lemma H.1 we have

w(n,m)i =
(−1)i

(m− 1)!

m∑

j=0

(−1)j
(
m

j

)
Ri

i+ j + 1
,

which, by Eq. (H.1), is indeed zero if i = 1, 2, . . . ,m− 2. Then, since Ω(n,m) = v(n)∗w(n,m), we obtain
after some straightforward computations the following formula:

(H.2) Ω(n,m) =





0 m− n > 2,(
2m− 3
m− 2

) m∑

j=0

(
m

j

)
(−1)j

j +m
n = m− 1,

(
2m− 2
m− 2

)
(m+ 1)

m∑

j=0

(
m

j

)
(−1)j

j +m
−
(

2m− 1
m− 1

)
m

m∑

j=0

(
m

j

)
(−1)j

j +m+ 1
n = m.

In order to obtain the result, it only remains to compute the sums appearing in Eq. (H.2). Indeed these
are of the form

Sk
.=

m∑

j=0

(−1)j
(
m

j

)
1

j + k
,

where k is a positive integer. We have the following, remarkable identity.

(H.3)
m∑

j=0

(−1)j
(
m

j

)
1

j + k
=
m!(k − 1)!
(m+ k)!

.

By plugging Eq. (H.3) in Eq. (H.2) we obtain the result. Then we only need to prove Eq. (H.3). Indeed,
for k a positive integer, let us define the following function

fk(x) .=
m∑

j=0

(−1)j
(
m

j

)
(−x)j+k

j + k
.

Indeed Sk = fk(−1). Let us compute the derivative of fk.

dfk
dx

= −
m∑

j=0

(−1)j
(
m

j

)
(−x)j+k−1 = (−1)kxk−1(1 + x)m.

where we used Newton’s binomial formula. Then

Sk = fk(−1) = (−1)k
∫ −1

0

xk−1(1 + x)m.
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By integrating by parts k − 1 times, we obtain the result

�Sk = fk(−1) =
m!(k − 1)!
(m+ k)!

.
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APPENDIX I

A geometrical interpretation of ċt

In this appendix we provide a geometrical interpretation of the derivative ċt of the geodesic cost.
In what follows, for simplicity, we restrict to the case of a geodesic cost induced by a Riemannian

distance d : M ×M → R, namely

ct(x) = − 1
2t

d
2(x, γ(t)),

where γ(t) = expx0
(tv) is a Riemannian geodesic starting at x0 with initial vector v ∈ Tx0M .

In the following, for any x, y ∈ M , the symbol Σx ∈ M is the usual domain of smoothness of the
function y 7→ d

2(x, y) (which, in the Riemannian setting, is precisely the complement of the cut locus).
Thus, let us define W t

x,y ∈ TyM as the tangent vector at time t of the unique geodesic connecting x with
y in time t. We have the identities

(I.1)
1
2

∇yd
2(x, y) = W 1

x,y = tW t
x,y, d

2(x, y) = ‖W 1
x,y‖ = t2‖W t

x,y‖.
where ∇y denotes the Riemannian gradient w.r.t. y. Next we compute, for every t > 0

ċt(x) =
d

dt
ct(x) =

1
t2

d
2(x, γ(t)) − 1

2t
d

dt
d

2(x, γ(t))

=
1
2

‖W t
x,γ(t)‖2 − 〈γ̇(t)|W t

x,γ(t)〉

=
1
2

‖γ̇(t) −W t
x,γ(t)‖2 − 1

2
‖γ̇(t)‖2.

where we used (I.1) and the Euclidean identity ‖v − w‖2 − ‖v‖2 = ‖w2‖ − 2〈v|w〉.
Let us rewrite the last expression. Since γ is a geodesic, one has that ‖γ̇(t)‖ = ‖v‖ is constant.

Moreover, by definition of W t
x,y, we have γ̇(t) = W t

x0,γ(t). Thus, up to an additive constant (that does
not change the fact that ċt has a critical point at x0), we have

(I.2) ċt(x) =
1
2

‖W t
x0,γ(t) −W t

x,γ(t)‖2.

Remark I.1. There is no difference whatsoever in the sub-Riemannian case, replacing the initial
vector v of the geodesic by its initial covector λ and its squared norm ‖v‖2 by 2H(λ). In this case, the
Riemannian exponential map expx0

is naturally replaced by the sub-Riemannian exponential map Ex0 .
In Hamiltonian terms, if H denotes the (sub)-Riemannian Hamiltonian and λtx,y is the covector at time
t of the unique minimizer connecting x with y in time t, we have (again, up to an additive constant):

(I.3) ċt(x) = H(λtx0,γ(t) − λtx,γ(t)).

Formulae (I.2)-(I.3) have a natural physical interpretation as follows. Suppose that two guys A and
B live on a curved (sub)-Riemannian manifold, at points xA and xB respectively (see Figure 1). Then
A chooses a geodesic γ(t), starting from xA, and tells B to meet at some point γ(t) (at time t). The guy
B must choose carefully his initial velocity (or covector) in order to meet A at the point γ(t) starting
from xB, following a geodesic for time t. When they meet at γ(t) at time t, they compare their velocities
(or their covectors) by computing the length of their difference (or the energy of the difference of the
covectors). This is the value of the function ċt, up to a constant (see Figure 1).

If A and B live in a positively (resp. negatively) curved Riemannian manifold they experience that
their vectors (when compared at the point of meeting γ(t)) are more (resp. less) divergent w.r.t. the flat
case (see Figure 1). The curvature hides in the behaviour of this function for small t and x close to x0.

Remark I.2. Notice that we do not need any parallel transport (the guys meet at the point γ(t)
and make there their comparison) and we only used the concept of “optimal trajectory” and “difference
of the cost”. This interpretation indeed works for a general optimal control system.

105



x0

x

γ(t)

γ̇(t)

W t
x,γ(t)

xA xB

κ > 0

κ = 0

κ < 0

Figure 1. A geometrical interpretation for the function ċt.
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