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Abstract

We consider a smooth system of the form q̇ = f0(q) +
k∑

i=1

uifi(q),

q ∈ M, ui ∈ R, and study controllability issues on the group DiffM .
It is well-known that the system can arbitrarily well approximate the
movement in the direction of any Lie bracket polynomial of f1, . . . , fk.
Any Lie bracket polynomial of f1, . . . , fk is good in this sense. More-
over, some combinations of Lie brackets which involve the drift term f0
are also good but surely not all of them. In this paper we try to char-
acterize good ones and, in particular, all universal good combinations,
which are good for any nilpotent truncation of any system.

1 Introduction

We consider a control affine system

q̇ = f0(q) +

k∑
i=1

uifi(q), q ∈M, ui ∈ R. (1)

Here fj , j = 0, . . . , k, are smooth vector fields on the connected manifold
M . In this paper, smooth means C∞. A smooth vector field f is a first
order differential operator on the space of smooth functions: (fa)(q) =
〈dqa, f(q)〉, ∀ a ∈ C∞(M), q ∈M . The space of smooth vector fields forms
a Lie algebra VecM over R, where Lie bracket [f, g], f, g ∈ VecM , is com-
mutator of the differential operators, [f, g] = f ◦ g − g ◦ f .

Let Lie(f0, . . . , fk) be Lie subalgebra of VecM generated by f0, f1, . . . , fk.
We assume that M is equipped with a complete Riemannian metric and all
vector fields in Lie(f0, . . . , fk) have at most linear growth in this metric; in
particular, all these vector fields are complete.
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Let u(·) = (u1(·), . . . , uk(·)) ∈ L1([0, t];Rk), fu =
k∑
i=1

uifi. For any

q0 ∈M , there exists a unique solution q(τ ;u(·)), 0 ≤ τ ≤ t, of the equation
q̇ = f0(q) + fu(τ)(q) such that q(0;u(·)) = q0. Moreover, the map

q(0;u(·)) 7→ q(t;u(·)) (2)

is a diffeomorphism of M . We address the controllability problem on the
group of diffeomorphisms, it concerns the characterization of diffeomor-
phisms which can be realized, at least approximately, in this way.

Remark. We can treat control system as an evolutionary machine, a way
to transform a linear time structure into the space structure. Indeed, any
control function u(·) (that is a function of time) produces a flow, a family of
transformations of the space M . Zero control provides a prescribed nominal
dynamics (no events). A change of control parameters means an event: the
fields f0+uifi correspond to a short list of available simple immediate events.

The movement in the direction of a convex combination of the fields can
be approximated by fast switchings among them: coefficients in the convex
combination are proportions of time used to follow the correspondent fields.
Much more directions can be achieved by a clever use of the noncommuta-
tivity of the fields. It happens that extremely complex transformations can
be approximated by applying available elementary events many times and
in various orders.

The flows generated by the fields f0 + uifi may be very simple and
predictable; the complexity of the resulting transformation comes from the
complexity of the evolutionary strategy, from the sophisticated choice of the
order and timing for the switching between the fields based on the structure
of there iterated Lie brackets. This is why I say that control system is a
machine to transform time structures into the space structures and why Lie
bracket is a crucial tool.

In what follows, we use chronological notations 1 In particular, the dif-
feomorphism (2) is denoted by −→exp

∫ t
0 fu(τ) dτ . Attainable sets At ⊂ DiffM

are defined as follows:

At =

{
−→exp

∫ t

0
f0 + fu(τ) dτ : u(·) ∈ L1([0, t];Rk)

}
.

A vector field V ∈ Lie(f0, . . . , fk) with at most linear grows is called
a good bracket if etV ∈ At for any t > 0. Here S is the closer of the set

1See [3, Ch. 6] for a short self-contained presentation. This chapter can be read inde-
pendently on the rest of the book.
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S; the closures of Lie(f0, . . . , fk) and of At are taken in the C∞ topology.
Good brackets provide us with additional control parameters, although these
parameters are constrained. The following proposition is a simple corollary
of the standard relaxation technique (see [2, Sec. 10.5]).

Proposition 1. Let V be a good bracket, u(·) ∈ L1([0, t];Rk) and v(·) be a
measurable real function on [0, t] with values in [0, 1]. Then the diffeomor-
phism

−→exp

∫ t

0
v(τ)(f0 + fu(τ)) + (1− v(τ))V dτ

belongs to At. �

In the next section, we construct an extensive family of good brackets.
The construction is universal, it does not depend on the nature of vector
fields f0, . . . , fk. It actually demonstrates that certain control variations
move the system approximately in the direction of certain Lie bracket poly-
nomials or series. The structure of these polynomials or series depends only
on the control variations while f0, . . . , fk serve as blind variables.

The whole construction can be performed in the free Lie algebra with free
generators a0, . . . , ak; this is done in section 3. Theorem 4 in section 3 states
that our construction describes all good brackets in the free Lie algebra. In
other words, the constructed family contains all Lie bracket series that are
good brackets for any control affine system such that the correspondent
series of vector fields converge well.

Free Lie algebra is infinite dimensional and perhaps too big for practical
applications. Finite dimensional truncations of the universal good brackets
are studied in Section 4.

Any Lie algebra is quotient of a free one by an ideal. If projection of the
set of universal good brackets to the quotient algebra contains a nontrivial
affine subspace, then the whole construction can be iterated and more good
brackets arise. This phenomenon is studied in Section 5.

In the last section 6, abstract results are applied to three special families
of control systems.

Controllability paradigm is classical in the geometric control theory.
More or less successful attempts to characterize various types of control-
lability in terms of iterated Lie brackets accompany the theory starting
from its early days. A part of this story can be recovered from [7, 9, 8, 1].
The current paper is mainly inspired by recent works [4, 5] on the ensemble
controllability.
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2 Fast-oscillating Control

Let us start with small time control. To this end we take a sample control
u(t) = (u1(t), . . . , uk(t)), t ∈ [0, 2], a small parameter ε > 0 and cook a
re-scaled control 1

εu( tε). Now re-scaling time in the equation

q̇ = f0(q) +
1

ε
fu( t

ε
)(q),

we obtain the system
dq

dτ
= εf0(q) + fu(τ)(q),

where τ = t
ε .

We have:

q(2ε) = q0 ◦ −→exp

∫ 2

0
εf0 + fu dτ =

q0 ◦ −→exp

∫ 2

0
ε−→exp

∫ τ

0
adfu(θ) dθf0 dτ ◦ −→exp

∫ 2

0
fu dτ.

Now assume that u(t) has a form:

u(t) =

{
v(τ), 0 ≤ τ ≤ 1,

−v(2− τ), 1 < τ ≤ 2 ;

then −→exp
∫ 2

1 fu(τ) dτ =
(−→exp

∫ 1
0 fu(τ) dτ

)−1
and we get:

q(2ε) = q0 ◦ −→exp

∫ 2

0
ε−→exp

∫ τ

0
adfu(θ) dθf0 dτ =

q0 ◦ eε(
∫ 2
0
−→exp

∫ τ
0 adfu(θ) dθf0 dτ+O(ε)).

Moreover, −→exp
∫ 1+s

0 fu(τ) dτ = −→exp
∫ 1−s

0 fu(τ) dτ, 0 ≤ s ≤ 1, and we
obtain:

2∫
0

−→exp

∫ t

0
adfu(τ) dτf0 dt = 2

1∫
0

−→exp

∫ t

0
adfv(τ) dτf0 dt,
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where v(·) is any function from L1([0, 1];Rk). We set:

V =

{∫ 1

0

−→exp

∫ t

0
adfv(τ) dτf0 dt : v ∈ L1([0, 1];Rk

}
,

substitute 2ε with ε and we obtain:

q(ε) = q0 ◦ eε(V+O(ε)), V ∈ V.

Let t 7→ Vt ∈ V be a piecewise constant family of vector fields, Vt =
Vi, ∀t ∈ ( i−1

ε ,
i
ε ]. We repeat our procedure n times with an appropriate

choice of v(·) for any segment [ i−1
ε ,

i
ε ] and obtain:

q(nε) = q0 ◦ eε(Vε+O(ε)) ◦ · · · ◦ eε(Vnε+O(ε)) = q0 ◦ −→exp

∫ nε

0
Vt +O(ε) dt.

It follows that we can arbitrarily well approximate any diffeomorphism of
the form −→exp

∫ t
0 Vτ dτ by the value at the time moment t of a flow generated

by control system (1). Moreover, t 7→ Vt maybe of class L1, it is not obliged
to be piecewise constant.

Of course, we can also approximate any diffeomorphism of the form

−→exp

∫ t

0
Vτ dτ ◦ −→exp

∫ t

0
fu(t) dt, u(t) ∈ Rk, Vτ ∈ V.

The first term in the product is generated by the control linear system
(without drift).

Assume for the moment that the fields f1, . . . , fk generate a finite-dimensional
Lie algebra, Lie{f1, . . . , fk} = L, dimL < ∞. Let L ⊂ DiffM be the Lie
group generated by L; it is a finite-dimensional Lie subgroup of DiffM .
Moreover,

L =

{
−→exp

∫ 1

0
fu(t) dt : u(·) ∈ L1([0, 1];Rk)

}
.

.

Proposition 2. V = conv{p∗f0 : p ∈ L}.

Proof. Recall that p∗ = Adp−1 and Ad−→exp
∫ t

0 fτ dτ = −→exp
∫ t

0 adfτ dτ .
A convex combination of the vector fields p∗f0, p ∈ L, can be written as∫ 1

0 Adptf0 dt, where t 7→ pt is a piecewise constant family of diffeomorphisms
from L. We are interested in the closer of the convexification and we may
substitute piecewise constant families by smooth families or by any other
class of families that is dense in L1([0, 1];L). The result now follows from
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the fact that any starting from I curve in L can be uniformly approximated
by the curve of the form pt = −→exp

∫ t
0 fu(τ) dτ. �

In what follows, use a shorten notation:

(AdL)f0 = {(Adp)f0 : p ∈ L} = {p∗f0 : p ∈ L}.

Corollary 1. Any diffeomorphism of the form

−→exp

∫ t

0
Vτ +Xτ dτ, Vτ ∈ conv(AdL)f0, Xτ ∈ L, 0 ≤ τ ≤ t,

belongs to At.

Indeed,

−→exp

∫ t

0
Vτ +Xτ dτ = −→exp

∫ t

0
Wτ dτ ◦ pt,

where pτ = −→exp
∫ τ

0 Xθ dθ and Wτ = (Adpτ )Vτ ∈ conv(AdL)f0. Moreover,
the curve τ 7→ pτ in L can be uniformly approximated by a curve of the
form τ 7→ −→exp

∫ t
0 fu(τ) dτ. �

We see that attainable sets of the system

q̇ = U(q), U ∈ conv(AdL)f0 + L (3)

are contained in the closure of the attainable sets of system (1). Now if
conv{p∗f0 : p ∈ L} contains an affine subspace and this affine subspace is
not contained in L, then we can repeat the whole procedure and obtain
more available vector fields in the right hand side.

Of course, Proposition 2 can be extended to many interesting families of
vector fields which generate infinite dimensional Lie algebras but we do not
plan to do these functional analytic exercises in the current paper (cf. [4,
Th. 3]). We are mainly interested in the structural questions.

Roughly speaking, the construction provides an extension of the original
affine subspace of admissible vector fields to a convex set in the closer of the
Lie subalgebra generated by this affine subspace. The system can be moved
in the direction of any field from this convex set that is built of Lie bracket
polynomials and series of the original fields fj . Moreover, the structure of
the available polynomials and series does not depend on the choice of the
original fields, the fields fj serve just as variables.

In other words, we may speak about a universal convex set in the closure
of the free Lie algebra with generators a0, a1, . . . , ak. This is the set of “good”
combinations of brackets and any control affine system can approximate the
movement in the direction of these combinations.
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3 Universal System

The goal of this paper is to give as effective as possible description of
“good” bracket combinations. To this end, we consider the universal con-
trol affine system in the closure of the universal associative algebra and
finite-dimensional truncations of this system.

Let Ass(a0, . . . , ak) be the free associated algebra over R, its elements are
linear combinations of words in the alphabet {a0, . . . , ak}. Then

Ass(a0, . . . , ak) =
∞⊕
n=0

An, where the space An consists of linear combina-

tions of words with n letters and A0 = R corresponds to the empty word.
The closure of Ass(a0, . . . , ak) is the algebra of formal series

A =

{ ∞∑
n=0

xn : xn ∈ An

}

endowed with topology of the term-wise convergence; we write
A = Ass(a0, . . . .ak)

The universal control affine system with k-dimensional control is the
system

ẋ = x

(
a0 +

k∑
i=1

uiai

)
, x ∈ A, ui ∈ R. (4)

Given control u(·) ∈ L1([0, t];Rk) and initial condition x(0), we can explicitly
write the unique solution of (4) that is a curve in A whose homogeneous
components are absolutely continuous vector functions.

We need some notations in order to write the solution: Let W be the set
of words in the alphabet {a0, . . . , ak} and

∆n(t) = {(τ1, . . . , τn} : 0 ≤ τn ≤ · · · ≤ τ1 ≤ t}

be the n-dimensional simplex. Given a word w = ain · · · ai1 , we set

Swu (t) =

∫
· · ·
∫

∆n(t)
uin(τn) · · ·ui1(τ1) dτ1 · · · dτn,

where u0(t) ≡ 1. Solutions of (4) have a form:

x(t) = x(0)
∑
w∈W

Swu (t)w.
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We keep using chronological notations while working in A with the com-
position “◦” substituted by the product in A. In what follows, we assume
that x(0) = 1. Some notations:

L = Lie(a1, . . . , ak) ⊂ Ass(a1, . . . , ak), L =
{
eV : V ∈ L

}
, au =

k∑
i=1

uiai.

Next statement easily follows from basic facts of Lie theory (see [6]), we
leave the proof to the reader.

Theorem 1.

L =

{
−→exp

∫ 1

0
av(t) dt : v(·) ∈ L1([0, 1];Rk)

}
.

Moreover,

conv(AdL)a0 =

{∫ 1

0

−→exp

∫ t

0
adav(τ) dτa0 dt : v ∈ L1([0, 1];Rk)

}
.

�

We may translate all the computations made in Section 2 to the universal
setting by the substitution of fj with aj and we obtain:

Theorem 2. For any t > 0, the attainable set of the system

ẋ = xV, V ∈ conv(AdL)a0 + L

at t is contained in the closure of the attainable set of system (4) at t.
�

To go ahead, we need an effective description of conv{(Adz)a0 : z ∈ L}.
Some notations: An =

n⊕
i=0

An, L
n = An ∩ L, πn : A → An is the

continuous projector such that πn(Ai) = 0, ∀ i > n; we also set Ln =
πn(L) ⊂ An.

The spaceAn is endowed with the truncated products xny = πn(xy), [xny] =
xny − ynx = πn([x, y]). Obviously, πn is a homomorphism of A on the step
n nilpotent associate algebra An, πn(xy) = πn(x)nπ

n(y). Moreover, Ln is a
step n nilpotent Lie algebra and Ln is the Lie group generated by Ln.

Let Vα, α = 1, 2, . . . , be a linearly ordered homogeneous additive basis
of L, which satisfies the following property: there exists r > 0 such that

min{n > 0 : Vα ∈ Ln} −min{n > 0 : πn(Vα) = 0} ≤ r, ∀α > 0.
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Any finite set of linearly independent elements of L is contained in a basis
of this type. If r = 1, then Vα is a homogeneous basis. It is easy to see that

L =

{ ∞∏
α=1

evαVα : vα ∈ R

}
. (5)

This is what people call “the 2nd type coordinates” for the Lie group, while
the presentation L = eL is the “1st type coordinates”.

We have:

∞∏
α=1

evαVα = 1 +
∑

α1≤···≤αm
i1,...,im>0

vi1α1
· · · vimαm

i1! · · · im!
V i1
α1
· · ·V im

αm .

According to the Poincare–Birkhoff–Wittt theorem, the elements

V i1
α1
· · ·V im

αm , α1 ≤ · · · ≤ αm, i1, . . . , im > 0, m ≥ 0, (6)

form an additive basis of Ass{a1, . . . , ak}.2 Next statement is an immediate
corollary of this fact.

Proposition 3. spanL = Ass(a1, . . . , ak) and spanLn = An, ∀n ≥ 0. �

Next statement reduces the study of conv{(Adz)a0 : z ∈ L} ⊂ L to the
study of convL ⊂ Ass(a1, . . . , ak).

Proposition 4. Linear map Ad0 : Ass(a1, . . . , ak) → Lie(a0, a1, . . . ak) de-
fined by its action on the basis:

Ad0

(
V i1
α1
· · ·V im

αm

)
= (adVα1)i1 · · · (adVαm)ima0

is injective.

Proof Given v = {vα}∞α=1 we set Z(v) =
∞∏
α=1

evαVα . We have:

Ad0 (Z(v)) =

∞∏
α=1

evαadVαa0 = Z(v)a0Z(v)−1.

Any linear combination of Ad0

(
V i1
α1
· · ·V im

αm

)
can be written as D0Ad0Z(·),

where D0 is a linear combination of partial differentials ∂i1

∂v
i1
α1

· · · ∂im
∂vimαm

∣∣∣
v=0

.

2The empty product is assumed to be equal to 1.
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Note that Ad0 (Z(v)) is a series of linear combinations of words where
any presented word contains exactly one letter a0. It is easy to see that

∂ᾱ

∂vᾱ

∣∣∣
v=0

Ad0(Z(v)) =
∂ᾱ

∂vᾱ

∣∣∣
v=0

(
Z(v)a0(Z(v)−1

)
=

(
∂ᾱ

∂vᾱ

∣∣∣
v=0

Z(v)

)
a0 +

k∑
i=1

ξiai, ξi ∈ A.

Hence the equality D0Ad0(Z(·)) = 0 implies (D0Z(·)) a0 = 0. It follows
that D0Z(·) = 0 and D0 = 0 because all partial derivatives of Z(·) at 0 are
linearly independent. �

Let tα, α = 1, 2, . . . , be coordinates on L induced by the basis Vα. In
other words, tα ∈ L∗, 〈tα, Vβ〉 = δα,β. The basis provides the identification
of L̄ and L∗. According to this identification, a series

∑
α vαVα is identified

with the linear function
∑

α vαtα on L.
Moreover, the monomials ti1α1

· · · timαm are coordinates on the vector space
Ass(a1, . . . , ak). A monomial ti1α1

· · · timαm treated as a linear form on
Ass(a1, . . . , ak) annihilates all elements of the basis (6) except of V i1

α1
· · ·V im

αm
and 〈ti1α1

· · · timαm , V
i1
α1
· · ·V im

αm〉 = 1.

The basis (6) provides the identification of Ass(a1, . . . , ak) with
Ass(a1, . . . , ak)

∗ and eventually with the space of formal power series on
the variables tα, α = 1, 2, . . . ,. Let S the space of formal power series and

ν : Ass(a1, . . . , ak)→ S

be the continuous isomorphism of vector spaces that realizes the mentioned
identification,

ν : V i1
α1
· · ·V im

αm 7→ ti1α1
· · · timαm ,

where α1 ≤ · · · ≤ αm as in (6). Linear map ν depends on the choice of the
basis Vα and it is not a homomorphism of the algebras.

Definition 1. We say that a nonzero function ϕ : L → R is exponential
if the restriction of ϕ to any finite-dimensional subspace of L is continuous
and

ϕ(z1 + z2) = ϕ(z1)ϕ(z2), ∀ z1, z2 ∈ L.

It is easy to see that, written in the coordinates, exponential functions
are exactly functions of the form ϕ(t) = e〈v,t〉, where

v = {vα}∞α=1, t = {tα}∞α=1, 〈v, t〉 =

∞∑
α=1

vαtα.
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Recall that an element of L has only a finite number of nonzero coordinates
tα.

The space of exponential functions is denoted by E . The identification
of the exponential function with the exponential series gives the inclusion
E ⊂ S.

Proposition 5. ν(L) = E.

Proof. Indeed,

ν

( ∞∏
α=1

evαVα

)
= 1 +

∑
α1≤···≤αm
i1,...,im>0

vi1α1
· · · vimαm

i1! · · · im!
ν
(
V i1
α1
· · ·V im

αm

)
=

1 +
∑

α1≤···≤αm
i1,...,im>0

vi1α1
· · · vimαm

i1! · · · im!
ti1α1
· · · timαm =

∞∏
α=1

evαtα = e〈v,t〉. �

We see that ν(L) does not depend on the choice of the basis Vα, unlikely
the isomorphism ν.

We are going to give a special description of convE(L) (and hence of
convL), which allows to effectively compute a broad class of finite-dimensional
projections of this set. We need the following

Lemma 1. Let w1, . . . , wn ∈ Rm be mutually distinct vectors: wi = wj if
and only if i = j; then the Taylor polynomials of order (n − 1) at 0 of the
exponential functions e〈w1,t〉, . . . , e〈wn,t〉 are linearly independent.

Proof. We start from the case m = 1. In this case, wi are mutually

different scalars and the Taylor polynomials have a form
n−1∑
j=0

wji
j! t

j . The

vectors
(

1, . . . ,
wn−1
i

(n−1)!

)
are linearly independent because the Vandermonde

matrix 
1 1 . . . 1
w1 w2 . . . wn
...

...
. . .

...

wn−1
1 wn−1

2 . . . wn−1
n


is nondegenerate.

General case can be easily reduced to the case m = 1. We simply take

s ∈ Rm \
⋃
i<j

{t ∈ Rm : 〈wi, t〉 = 〈wj , t〉}
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and consider restrictions of the functions t 7→ e〈wi,t〉, i = 1, . . . , n, to the
line Rs. �

The space of formal series S is the adjoint space to the space of (finite)

linear combinations of partial differentials ∂i1

∂t
i1
α1

· · · ∂im
∂timαm

∣∣
t=0

, where the pair-

ing of the differential and the series is just the action of the differential on
the series.

We set:

D = span

{
∂i1

∂ti1α1

· · · ∂
im

∂timαm

∣∣∣
t=0

: α1 ≤ · · · ≤ αm, i1, . . . , im > 0, m ≥ 0

}
,

S = D∗. To any ϕ ∈ S we associate a quadratic form Qϕ by the following
formula:

Qϕ(η) = ηtηsϕ(t+ s), η ∈ D,

where ηt differentiates with respect to t and ηs differentiates with respect to
s.

Theorem 3. Let ϕ ∈ spanE , ϕ(0) = 1. Quadratic form Qϕ is nonnegative
if and only if ϕ ∈ convE.

Proof. If ϕ ∈ E , then ϕ(t+ s) = ϕ(t)ϕ(s) and

Qϕ(η) = ηtηsϕ(t+ s) = (ηϕ)2 ≥ 0.

Let ϕ =
n∑
i=1

ciϕi. We may assume that ϕi(t) = e〈wi,t〉, i = 1, . . . , n, where

w1, . . . , wn are mutually distinct. Of course, there exists m > 0 such that
the truncation of these infinite vectors to Rm are also mutually distinct.

We have: Qϕ(η) =
n∑
i=1

ci(ηϕi)
2. If all ci are nonnegative, then Qϕ ≥ 0.

Assume that ci0 < 0. According to Lemma 1, Taylor polynomials of order n
of ϕ1, . . . , ϕn at 0 are linearly independent. Hence there exists η0 ∈ D such
that η0ϕi0 = 1, η0ϕi = 0, ∀ i 6= i0, and Qϕ(η0) = ci0 . �

Let φ ∈ convE ⊂ spanE = S; then Qφ ≥ 0 by continuity. The inverse
statement is not true unfortunately: inequality Qφ ≥ 0 does not imply the
relation φ ∈ convE . In other words, the cone {φ ∈ S : Qφ ≥ 0} is strictly
bigger than the convex cone generated by E .

To see the difference between these two cones we simply describe the
dual cones. In what follows, we use multi-indices. Given a nonnegative
integer m, Zm+ is the set of m-dimensional vectors with nonnegative integral
coordinates3. We extend m-dimensional vectors by zeros and assume that

3Z0
+ = {0}.
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Zm+ ⊂ Zm′+ if m ≤ m′; then Z∞+ =
⋃
m≥0

Zm+ is a set of infinite vectors with a

finite number nonzero coordinates. If i = (i1, . . . , im) ∈ Zm+ , then:

ti = ti11 · · · t
im
m , |i| =

m∑
j=1

ij , ϕ
(i)
0 =

∂|i|ϕ

∂ti11 · · · ∂t
im
m

∣∣∣
t=0

.

It is convenient to identify operators from D with their symbols that are

linear combinations of monomials τ i, i ∈ Z∞+ , where the symbol of ∂|i|

∂ti
is τ i.

The pairing of D and S = D∗ is defined by the rule: 〈τ i, tj〉 = i!δij .
Given a closed convex cone K ⊂ S, the dual cone K◦ ⊂ D is defined as
follows:

K◦ = {ξ ∈ D : ξϕ ≥ 0, ∀ϕ ∈ K}.

Lemma 2. Dual cone to the closed convex con generated by E is the set of
differential operators whose symbols are nonnegative polynomials.

Dual cone to {φ ∈ S : Qφ ≥ 0} is the set differential operators whose
symbols are sums of squares of real polynomials.

Proof. The statement follows directly from the definitions. Let ξ =∑
ξiτ

i be the symbol of a differential operator from D. The polynomial ξ
belongs to coneE◦ if and only if

∑
ξiv

i ≥ 0, ∀v.
Moreover, let φ ∈ S, then Qφ ≥ 0 if and only if 〈η2, φ〉 ≥ 0 for any

symbol η. Hence the cone {φ ∈ S : Qφ ≥ 0} and the cone generated by the
squares of real polynomial are dual to each other. �

It is well-known that not any nonnegative polynomial is a sum of squares.
By duality, not any φ with the nonnegative Hankel form Qφ belongs to the
closed convex cone generated by E .

The space span{(Adz)a0 : z ∈ L} contains only bracket polynomials of
degree 1 with respect to a0. Let us show that all bracket polynomials of
degree 1 with respect to a0 are there. Indeed, the closure of span{(Adz)a0 :
z ∈ L} is equal to the closure of

span{adai1 · · · (adain)a0 : 1 ≤ i1, . . . , in ≤ k, n ≥ 0}.

Proposition 6. Any Lie bracket polynomial in the variables a0, . . . , ak of
degree 1 with respect to a0 is a linear combination of the Lie monomials of
the form

adai1 · · · (adain)a0, 1 ≤ i1, . . . , in ≤ k, n ≥ 0.

Proof. As we know, linear map

π : Ass(a0, . . . , ak)→ Lie(a0, . . . , ak)

13



defined by its action on the words:

π : ai1 · · · ain 7→
1

n
(adai1) · · · (adain−1)ain

is a projection of Ass(a0, . . . , ak) on Lie(a0, . . . , ak). In order to prove the
proposition, we have to show that the Lie monomial of the form
(ada0)(adai1) · · · (adain−1)ain is a linear combination of the monomials of
the form (adaj1) · · · (adajn)a0.

We use induction with respect to n. The case n = 1 is trivial. Induction
step (n− 1)→ n is as follows.

(ada0)(adai1) · · · (adain−1)ain = (adai1)(ada0) · · · (adain−1)ain+

+(ad[a0, ai1 ]) · · · (adain−1)ain .

The first term in the right-hand side is fine due to the induction assumption.
For the second term, we have:

(ad[a0, ai1 ]) · · · (adain−1)ain = (adai2)(ad[a0, ai1 ]) · · · (adain−1)ain

+(ad[[a0, ai1 ], ai2 ]) · · · (adain−1)ain .

The induction assumption implies that any Lie polynomial of degree ≤ n
and degree 1 with respect to a0 has a desired presentation. Hence the first
term in the right-hand side of the last identity is also fine and we may focus
on the term (ad[[a0, ai1 ], ai2 ]) · · · (adain−1)ain . We proceed again and again
in the same way and eventually reduce everything to the term

(ad[· · · [a0, ai1 ], · · · ], ain−1 ])ain = (−1)n(adain) · · · (adai1)a0. �

Theorem 2 implies that any element of the set conv(AdL)a0 +L provides
a good bracket. It happens that this set is actually the set of all good
brackets for the universal system (4).

Theorem 4. Let V ∈ Lie(a0, . . . , ak); the left-invariant vector field xV is
a good bracket for system (4) if and only if V ∈ conv(AdL)a0 + L

Proof. If V ∈ conv(AdL)a0 +L then, according to Theorem 2, xV is indeed
a good bracket for system (4).

Now let V /∈ conv(AdL)a0 + L. We are going to show that etV does
not belong to the closure of the attainable sets of system (4) for sufficiently
small t > 0. First of all, there exists n > 0 such that

πn(V ) /∈ πn
(

conv(AdL)a0 + L
)

= conv(Adπn(L))a0 + πnL)

14



and we can work with the truncated system (πnx)· = (πnx)πnV on the
finite-dimensional Lie group G ⊂ An, the exponential of the nilpotent Lie
algebra πnLie(a0, . . . , ak). In what follows, until the end of the section,
we keep notations x, V,A,L etc. for πnx, πnV V, πnA, πnL, . . . in order to
simplify the presentation. Any big enough n is fine and we simply omit
symbol πn.

Let K0 = conv(AdL)a0 and K = R+K0, the closed convex cone gener-
ated by (AdL)a0. Let H0 be affine hyperplane in An which consists of the
linear combinations of words such that the coefficient against a0 equals 1.
Obviously, K0 = K ∩H0.

The cone K is acute, it does not contain any proper subspace; indeed,
Lemma 2 implies the dual cone K◦ has a nonempty interior. We consider
the system

ẋ = xu, x ∈ G, u ∈ K + L, (7)

and we are going to show that etV does not belong to the closure of the
attainable set of system (7) for sufficiently small t > 0. Of course, it is
enough to consider solutions of system (7) with the initial condition x(0)=1;
all other solutions are left translation of these ones.

The coneK is invariant with respect to the adjoint action of L, AdL(K) =
K, as well as the space L. Hence system (7) has a well-defined projection
on the homogeneous space G/L = {xL : x ∈ G}.

Let us describe the projected system. We have :

Ass(a0, . . . , ak) = Ass(a1, . . . , ak)⊕A0,

where A0 is the linear hull of words which contain the letter a0. Simi-
larly, Lie(a0, . . . , ak) = L ⊕ L0, where L0 ⊂ A0; then L0 is an ideal of
Lie(a0, . . . , ak) and L0 .

= eL
0

is a normal subgroup of G. Moreover, the map

y 7→ yL, y ∈ L0

is a diffeomorphism of L0 on the G/L. The projected system takes the form:

ẏ = yv, y ∈ L0, v ∈ K, y(0) = 1. (8)

Attainable sets of system (8) are the projections of the attainable sets
of system (7). Let γ(t) ∈ L0 be the projection of etV , thenγ̇ /∈ K. We have
to show that γ(t) does not belong to the attainable sets of system (8) for
small positive t.

15



Lemma 3. Let K be a closed convex acute cone in Rm, z ∈ Rm \K, and
B(q) be a smooth family of m ×m matrices, B(0) = Id. Then there exists
c > 0 and a neighborhood of the origin O ⊂ Rm such that the relations

q(0) = 0, q̇(τ) ∈ B(q(τ))K, q(τ) ∈ O, 0 ≤ τ ≤ t,

imply the inequality |q(t)− tz| ≥ ct.

Proof. There exists ξ ∈ intK◦ ⊂ Rm∗ such that 〈ξ, z〉 < 0. Then 〈ξ, y〉 > 0
for any y ∈ K \{0} and, moreover, there exists a neighborhood of the origin
O ⊂ Rm such that 〈ξ,B(q)y〉 > 0 for any y ∈ K \{0} and any q ∈ O. Hence
〈ξ, q̇(τ)〉 ≥ 0, 0 ≤ τ ≤ t, and 〈ξ, q(t)〉 ≥ 0, �

Let us take local coordinates in a neighborhood of the unit element in
L0 such that the coordinate presentation of γ(·) is a linear vector function,
γ(t) = tγ̇(0) and apply the lemma. We obtain that an admissible trajectory
of system (9) q(t) is separated from γ(t) as long as q(τ) ∈ O, ∀ τ ∈ [0, t].

Unfortunately, this local statement is not sufficient for our purposes:
the cone K is unbounded and an admissible trajectory may go far from the
starting point in short time and then, who knows, to come back (from the
other side of the hyperplane ξ⊥). It may happen for general system. We are
going to show that this never happens for system (8) and thus to complete
the proof of the theorem.

We assume that R⊕A0 is equipped with an Euclidean structure. Given
y ∈ L0 ⊂ R⊕A0 we denote by |y| the length of y in R⊕A0.

Lemma 4. There exists c > 0 such that |y(t) − 1| ≥ c
t∫

0

|v(τ)| dτ for any

integrable v(·) : [0, t] 7→ K, where ẏ(τ) = y(τ)v(τ), 0 ≤ τ ≤ t, y(0) = 1.

Proof. Let ξ ∈ intK◦ ⊂ A0∗, then there exists δ > 0 such that 〈ξ, v〉 ≥ δ|v|
for any v ∈ K.

We have: A0 =
⊕
i≥1

A0
i , where A0

i is the linear hull of all words of degree

i with respect to a0. The cone K is contained in A0
1; hence we can take

ξ ∈ intK◦ such that ξ ⊥
⊕
i>1

A0
i . Moreover,

y(t) = 1 +

t∫
0

y(τ)v(τ) dτ = 1 +

t∫
0

v(τ) dτ + Y (t),
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where Y (t) ∈
⊕
i>1

A0
i . Hence

〈ξ, y(t)− 1〉 =

t∫
0

〈ξ, v(τ)〉 dτ ≥ δ
t∫

0

|v(τ)| dτ �

We are now ready to complete the proof of the theorem. Indeed, there

exists ε > 0 such that the inequality
t∫

0

|v(τ)| dτ ≤ ε implies that y(τ), 0 ≤

τ ≤ t, belongs to the neighborhood O guaranteed by Lemma 3 and y(t)

is separated from etV . On the other hand, the inequality
t∫

0

|v(τ)| dτ ≥ ε

implies that |y(t) − 1| ≥ εc and y(t) is again separated from etV for small
t. �

4 Truncation

Free Lie algebra is too big. It is more practical and sufficient for many
purposes to consider its finite-dimensional nilpotent truncations.

Let I ⊂ Z∞+ be a finite subset, we set:

P(I) =

{∑
i∈I

cit
i : ci ∈ R

}
,

a #I-dimensional space of polynomials. We denote by ΠI : S → P(I) the
continuous linear projector defined by the rule:

ΠI(t
i) =

{
ti, if i ∈ I;

0, if i ∈ Z∞+ \ I.

Lemma 5. spanΠI(E) = P(I), for any I ⊂ Z∞+ such that #I <∞.

Proof. Given positive integers m,n, we consider the “box”:

Jmn = {(i1, . . . , im) : 0 ≤ ij < n, j = 1, . . . ,m} ⊂ Zm+ .

Any finite set is contained in some box, I ⊂ Jmn . Let v, . . . , vn be mutually
distinct real numbers. I claim that nm vectors

ΠJmn

(
e

m∑
j=1

vij tj
)
, 1 ≤ ij ≤ n, j = 1, . . . ,m,
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form a basis of P(Jmn ).
Indeed, P(Jmn ) = P(J1

n)⊗m. According to Lemma 1, the vectors ΠJ1
n

(
evit
)
, i =

1, . . . , n, form a basis of P(J1
n). Moreover,

ΠJmn

(
e

m∑
j=1

vij tj
)

= ΠJ1
n

(
evi1 t

)∣∣∣
t=t1
· · ·ΠJ1

n

(
evim t

)∣∣∣
t=tm

is just tensor product of ΠJ1
n

(
evij t

)
, j = 1, . . . ,m and tensor products of

the elements of the basis form the basis of the tensor product of the spaces.
It follows that spanΠJmn (E) = P(Jmn ); hence spanΠI(E) = P(I), for any

I ⊂ Jmn . �
The next result gives a useful estimate of ΠI(convE) for a broad class

of finite subsets I. Let C ⊂ Rm+ be a convex compact subset; we set: IC =
C ∩ Zm+ .

Theorem 5. Let C be a convex compact subset of Rm+ and 0 ∈ C. If

φ ∈ P(IC) belongs to ΠIC (convE), then

φ(0) = 1,
∑

i,j∈I 1
2C

φ
(i+j)
0 ξiξj ≥ 0, ∀ ξi ∈ R, i ∈ I 1

2
C . (9)

Moreover, if m = 1 or |i| ≤ 2, ∀i ∈ IC , then condition (9) is sufficient for φ
to belong to ΠIC (convE).

Proof. Let I ⊂ Zm+ , #I <∞; we set: DI = span
{
∂|i|

∂ti

∣∣∣
t=0

}
⊂ D.

Let φ = ΠIC (ϕ), ϕ ∈ convE . The restriction of the form Qϕ to the
subspace DI 1

2C
depends only on φ; indeed, if i, j ∈ 1

2C, then 2i, 2j ∈ C, and

i+j ∈ C due to the convexity of C. Quadratic form (9) is equal to Qϕ
∣∣
DI 1

2C

.

The form Qϕ is nonnegative (see Theorem 3), hence its restriction is
nonnegative and we obtain that the nonnegativity of the quadratic form (6)
is a necessary condition for φ to belong to ΠIC (E).

In general, this condition is not sufficient: the cone
{
φ ∈ P(IC) :

Qφ
∣∣
DI 1

2C

≥ 0
}

may be strictly bigger than the closed convex cone gener-

ated by ΠIC (E). These two cones are equal if the dual cones are equal, i.e. if
any nonnegative polynomial from P(IC) is a sum of squares of polynomials
from P

(
I 1

2
C

)
(see Lemma 2). The last property is valid for polynomials of

one variable and for quadratic polynomials. �
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Let us show that any φ ∈ PIC such that Qφ
∣∣
DI 1

2C

> 0 can be extended

to ϕ ∈ S such that Qϕ > 0. Let Br ⊂ Rm be the ball of radius r centered
at 0. We set: Cr = 1

2C +Br, the radius r neighborhood of 1
2C.

Lemma 6. Let φ ∈ P(IC) be such that Qφ
∣∣
DI 1

2C

> 0; then for any r ≥

0 there exists φr ∈ P(I2Cr) such that ΠIC (φr) = φ and Qφr
∣∣
DICr

> 0.

Moreover, there exists ϕ ∈ S such that ΠIC (ϕ) = φ and Qφ > 0.

Proof. We construct φr step by step starting from φ0 = φ. Assume that
φr is already constructed for some r. Let

r′ = min{ρ : ∃ i ∈ 2Cr \ Cr : such that i ∈ Cρ}.

Let J = {i ∈ 2Cr \ Cr : i ∈ Cr′}, η > 0. We define φηr ∈ P
(
I2Cr′

)
by the

formula:

φηr(t) = φr(t) + η
∑
i∈J

ti

i!
.

Then, due to our choice of r′ and strict convexity of Cr
′

we obtain:

Qφηr
∣∣
DI

Cr
′
(ξ) =

∑
i+j∈I2Cr

φ
(i+j)
r0 ξiξj + η

∑
i∈J

ξ2
i . (10)

I claim that form (10) is positive definite for η big enough. Indeed,
assume that, on the contrary, for any N > 0 there exists ξN ∈ DI

Cr
′ , ξ

N 6= 0,

such that QφNr (ξN ) ≤ 0. We may assume that |ξN | = 1. Let ξ̄ be a limiting

point of the family ξN as N →∞. We have:

0 ≥ 1

N
QφNr (ξN ) =

1

N

∑
i+j∈I2Cr

φ
(i+j)
r0 ξNi ξ

N
j +

∑
i∈J

(ξNi )2, ∀N.

It follows that ξ̄i = 0, ∀ i ∈ J . Hence ξ̄ ∈ DICr and Qφr(ξ̄) > 0. On the
other hand,

0 ≥ QφNr (ξN ) ≥
∑

i+j∈I2Cr
φ

(i+j)
r0 ξNi ξ

N
j , ∀N.

Hence Qφr(ξ̄) ≤ 0. This contradiction justifies the claim and we take
φr′ = φηr for some η big enough.

Now, going step by step we reach any value of the radius in a finite
number of steps. What remains is to take ϕ = lim

r→∞
φr. �
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Given I ⊂ Zm+ , #I <∞, and φ ∈ P(I), we set

erank(φ) = min
{
k > 0 : φ = ΠI

( k∑
i=1

cie
〈νi,t〉

)
, νi ∈ Rm, ci ∈ R

}
.

Let Tmn = {i ∈ Zm+ : |i| < n}. The following dichotomy helps to dis-
tinguish projections of convE from other polynomials φ ∈ P(IC) such that
Qφ
∣∣
DI 1

2C

≥ 0.

Proposition 7. Let φ ∈ P(IC), Qφ
∣∣
DI 1

2C

≥ 0, and IC ⊂ Tmn ;

1. if φ /∈ convE and φ = ΠIC (φn), where φn ∈ P(Tm2n), Qφ
∣∣
DTmn

≥ 0, then

erank(φn) > n;

2. if φ ∈ convE, then there exists φn ∈ P(Tm2n) such that φ = ΠIC (φn), Qφ
∣∣
DTmn

≥
0 and erank(φn) ≤ #IC .

Proof. Statement 1 follows from Lemma 1 and the proof of Theorem 3.
Under the assumption of statement 2, there exists

ϕ =

#IC∑
i=1

αie
〈νi,t〉, νi ∈ Rm, αi ≥ 0,

∑
αi = 1,

such that φ = ΠIC (ϕ). Indeed, any element of the convex hull of a connected
subset in Rk is a convex combination of k elements of the subset. We set
φn = ΠTmn (ϕ). �

5 Iteration

Good brackets of the universal system are those Lie bracket series that are
good for any system for which they converge and, in particular, for any
nilpotent system.

If Lie algebra of the system is not universal, then it may admit more
good brackets. Any Lie algebra with k+1 generators is the quotient algebra
of Lie(a0, . . . , ak) with respect to some Lie ideal. Here we consider ideals
with a finite number of generators.

Let I ⊂ Lie(a0, . . . , ak) be such an ideal, then AI = IA is an ideal of the
associate algebra A. We set:

Â = A/AI, Ĝ = G/I, L̂ = L+ I ⊂ Â, K̂ = K + I ⊂ Â, L̂ = eL̂, etc.
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As we know, the elements of K0 = conv(AdL)a0 provide good brackets

for the universal system (4). Hence any element of K̂0 = conv(AdL̂)â0

provides a good bracket for the projection of the universal system to Â. The
projected system extended by these good brackets has a form

ẋ = xu, x ∈ Â, u ∈ K̂0 + L̂. (11)

I recall that the cone K = R+K0 is acute and K0 does not contain
nontrivial affine subspaces. However, the projected set K̂0 may, of course,
contain a nontrivial affine subspace. Assume that

â0 + span{b1, . . . , bl} ⊂ K̂0

and B is the subgroup of Ĝ generated by esb1 , . . . , esbl , s ∈ R. Then any
element of conv(AdB)â0 provides a good bracket for system (11) and hence
for the projection of the universal system (4) to Â.

Moreover, if conv((AdB)â0 ∪ K̂0) contains a bigger affine subspace, then
we can iterate the procedure and find more good brackets for the projection
of the universal system to Â, etc.

We illustrate the construction with a useful in applications class of ide-
als with one generator, which gives huge spaces of good brackets. Let
V ∈ L, m > 0. We consider the ideal I ⊂ Lie(a0, . . . , ak) generated by
(adV )2ma0,

I = R(adV )2ma0 +
[
(adV )2ma0,Lie(a0, . . . , ak)

]
. (12)

Lie algebra Lie(a0, . . . , ak)/I is maximal Lie algebra with k + 1 generators
such that the bracket polynomial (adV )2ma0 vanishes.

Proposition 8. Assume that the ideal I is defined by the formula (12) and
V̂ is the projection of V to L̂. Then

â0 + span{(AdL̂)(adV̂ )2m−1â0} ⊂ K̂0.

Proof. According to the definition of I, we have: esV̂ =
2m−1∑
i=0

si

i! V̂
i. Let

z ∈ L̂, then (Adzeτ
1

2m−1 sV̂ )â0 ⊂ K̂0 for any s ∈ R, τ > 0. Moreover,

(Adzeτ
1

2m−1 sV̂ )â0 = (Adz)eτ
1

2m−1 sadV̂ â0 =
2m−1∑
i=0

τ
i

2m−1 si

i!
(Adz)(adv̂)iâ0.
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The convex combination(
1− 1

|s|2m−1

)
â0 +

1

|s|
1

2m−1

(Adzeτ
1

2m−1 sV̂ )â0

also belongs to K̂0. We take limits of this convex combination as s → ±∞
and obtain that â0 ± τ(Adz)(adV̂ )2m−1â0 belongs to K̂0. In other words,
the affine line â0 + R(Adz)(adV̂ )2m−1â0 is contained in K̂0 for any z ∈ L̂.
Hence

â0 + span{(AdL̂)(adV̂ )2m−1â0} ⊂ K̂0. �

6 Examples

Here we apply abstract results to some particular classes of systems. Each
time we write an original control affine system and a compatible extended
system. We say that an extended system is compatible with the original one
if all vector fields in the right-hand side of the extended system are good
brackets for the original system.

6.1 Scalar control

We consider a control affine system of the form:{
ẋ = u
ẏ = ψ(x, y),

u, x ∈ R, y ∈ Rn, (13)

where ψ is a degree m vector-polynomial w.r.t. x.
The following system with (m + 1)-dimensional control is compatible

with system (13): ẋ = u

ẏ =
n∑
i=0

ui
i!
∂iψ
∂xi

(x, y),
u0 = 1,

∑
0≤i,j≤m

2

ui+jξiξj ≥ 0, ∀ ξ· .

Indeed, let f0 = 〈ψ, ∂∂y 〉, f1 = ∂
∂x , q = (x, y), then (13) has a form

q̇ = f0 + uf1. Moreover, esadf1f0(q) = 〈ψ(x+ s, y), ∂∂y 〉. It remains to apply
Theorems 2 and 5.
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6.2 Step 3 nilpotent algebra

We consider system (1) and assume that vector fields f0, . . . , fk generate
a step 3 nilpotent Lie algebra. In this case, the following system with
1
6k(k + 1)(2k + 7)-dimensional control is compatible with (1):

q̇ = f0 +

k∑
i=1

(
uifi + ui0[fi, f0] +

uii
2

[fi, [fi, f0]]
)

+

∑
1≤i<j≤k

(uij [fi, [fj , f0]] + vij [[fi, fj ], f0] + wij [fi, fj ])+
∑

1≤i<j≤k
i≤ι≤k

wijι[[fi, fj ], fι],

where
k∑

i,j=0
uijξiξj ≥ 0, ∀ ξ·, u00 = 1, uij = uji, and vij , wij , wijι ∈ R are

free.
This is one more application of Theorems 2 and 5. Indeed, linear hull

of the vectors fi, [fi, fj ], [[fi, fj ], fι], 1 ≤ i < j ≤ k, i ≤ ι ≤ k, is equal to
L = Lie(f1, . . . , fk), while the terms of the sum which involve f0 represent
conv(AdeL)f0, according to Theorem 5.

6.3 Generalized Kalman test

We consider a system of the form:

ẋ = f(x) + u, x ∈ Rn, u ∈ U, (14)

where f is a vector polynomial of degree 2m− 1 and U is a vector subspace
of Rn.

We define a map Φ : Rn → Rn and subspaces Vj ⊂ Rn as follows:

Φ(v) =
d2m−1

dτ2m−1
f(τv)

∣∣
τ=0

, V1 = U, Vj+1 = spanΦ(Vj) + Vj .

Proposition 9. System ẋ = f(x) + v, v ∈ Vn, is compatible with system
(14).

Classical Kalman test corresponds to m = 1.
Proof. We can write system (14) in the standard form where f is a coor-
dinate presentation of the field f0, k = dimU , and f1, . . . , fk are constant
vector fields, a basis of the subspace U . Given a constant vector field v and
j > 0 we have:

(adv)jf(x) =
dj

dτ j
f(x+ τu)

∣∣
τ=0

.
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Moreover, (adv)2m−1f is a constant field and (adv)2mf = 0.
Proposition 8 implies that, for any u0 ∈ U , the system

ẋ = f(x) + v, v ∈ U + RΦ(u0),

is compatible with system (14). A multiple repetition of the above extension
completes the proof. �.
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