Dazibao on picewise linear approximations

by Andrei Agrachev

Abstract

This text on piecewise linear continuous approximations of real
functions doesn’t pretend to be a regular mathematical paper, this is
another genre. I call it dazibao.

The motivation for this dazibao is the extremely popular and successful
way to “learn” functions by “training deep neural networks”.

Let us try to “learn” a real function of d variables from sample values of
the function at the points of a fixed finite subset Z C R?. To this end, we
fix a class F of available functions and try to approach gleijrrl J(p),

J(@) =Y ple(¢) = we),

cez

where p is a penalty function (a convex function such that p(—t) = p(t),
p(0) = 0) and y, is the expected value of the function which we are learning
at the point (. A minimizer of J is the best we can learn with our data.

This is a quite common approximation problem. In classical mathemat-
ics, F is usually a finite-dimensional vector space of functions. It happens
however that bulky nonlinear objects called “deep neural networks” are in-
comparably more efficient in a huge number of practical applications.

Deep neural networks is nowadays a colossal business but their simple
basic incarnations are as follows. A function ¢ is obtained by a d-layers
neural network if it has a form:

p(z) = (@’ F' o0 F™(z)) +a’, x€R, (1)
where [ : RFi-1 — RFi|
F'(z) = (o((a1,2) + at),...,0({ag, @) +ap)), w€RYTL (2
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af e R ' o] €R, i=0,...,m, and

o(y) = max{ey,y}, yeR, (3)

where ¢ € [0,1) is a fixed in advance constant. Here o is the “activating
function”, the only nonlinear element of the construction.

Function (1)-(3) is continuous and “piecewise linear”. A simple way to
rigorously characterize continuous piecewise linear functions is to define them
as continuous selections of linear or affine ones. Let eq,---,e, be affine

d . )
functions on RY, e;(z) = s? + 21 slz;, sl,x; € R. We say that a continuous
]:
function ¢ is continuous selection of the family ey, ...e, if

o(x) € {er(z),...,e(x)}, VaeRL

Minimal number of the affine functions in the family is a natural measure of
complexity of the piecewise linear function ¢.

Any continuous piecewise linear function should admit a realization by
a neural network of the form (1)-(3) if we do not have restrictions on the
number or dimensions of the layers; these numbers somehow correlate with
the complexity of ¢. Fairly, such a realization of a piecewise linear function
looks rather artificial and very hard to study. The next example should make
more clear what I mean.

Let us substitute the activating function o(y) = max{ey,y},y € R, in
(2) by the function 6(y) = y*. Such a modification of the neural network
(1)-(3) produces a polynomial function ¢. Moreover, it is easy to see that
any polynomial can be realized in this way. Now try to recognize properties
of the polynomial from such a neural network type realization!

Actually, there is a much more simple and transparent presentation of
continuous piecewise linear functions found in [1]. Recall that an abstract
simplicial complex with n vertices is a collection of subsets S; C {1,...,n}, i =
1,...,k such that S; € S; if i # j.

Theorem 1. Let ¢ be a continuous selection of the affine functionsey, ..., e,.
Then there exists an abstract simplicial complex Si,..., S, with n vertices
such that

o(x) = min{ max e;(z),... , max ej(x)}. (4)

Moreover, if ey, ..., e, are affinely independent then this abstract simplicial
complex is unique.



d
It is convenient to think about the affine function e(x) = s+ 3" s7z; on
=1

J
d

R? as a linear function Y s/z; on R restricted to the affine hyperplane
=0
defined by the equation xy = 1. The affine independence of e; is just linear
independence of the vectors (s?,s},...,s7), 1 <j <n.
Let 3, be the group of permutations of {1,...,n}. For any v € ¥,,, we
set

K,={zeR:e,qy(z) < <eym)};

then K, is a convex polytope (not necessary bounded and maybe empty). It
is easy to see that ¢ is linear on K, there exists ¢(v) € {1,...,n} such that

QO‘KV = Eu(p(v)) ‘KV' Indeed,
intK, ={z € R :e,)(x) <+ < ey (2)}.

If intK, # ), then we do not have a chance to switch from one e; to another
one inside K,. If K, is not full-dimensional then we restrict everything to
the affine hull of K, where it is full-dimensional. The restriction may lead to
the loss of uniqueness of ¢(v) because the restrictions of different e; maybe
equal.

Let € = (e1,...,e,), Ye = {v €%, :intK, # 0}; then R = |J intK,.

veEYe
We see that the continuous selection ¢ is uniquely determined by its symbol

¢:Eé—>{1,...,n}.
Theorem 1 follows from the following key lemma whose proof will be
explained later.

Key lemma. Let v € X5, S, ={v(1),...,v(p(v))}, then

¢(r) > maxe;(r), VzeR%
jesy

Key lemma implies that ¢(z) = minmaxe;(x). Moreover, the min max

€Yz JESL
does not change if we remove all sets of the collection S,, v € ¥, which have

proper subsets in the same collection.

Remark. Inverting the order in Key lemma we obtain the inequality

o(z) < max{e o) evmn(@)}, Vo eR?,



and the max min presentation:

¢(x) = maxmine;, where S” = {v(é(v)),...,v(n)}.
veXe jesSv

Theorem 1 and its max min version are suitable both for the topological
study of piecewise linear functions and for the “learning”. We first explain
topology, a piecewise linear analogue of the Morse theory.

We say that the n-tuple of affine functions € = (ey,...,e,) is in general
position if any d + 1 functions among eq,...,e, are affinely independent.
Clearly, n-tuples in general position form a Zariski-open subset of the (d+1)n-
dimensional space of all n-tuples e. Continuous selections of the n-tuples in
general position play here the role of Morse functions.

Given z € R? we define the set of active indices I,(¢) C {1,...,n} by
the formula:

L(p)={v(é(v)):z € K,, veX;}.

If € is in general position, then #1,(p) < d+1, V2 € R%

Let BY = {(y1,...,9a) € R : |y;| < 1, i = 1,...,d}, a d-dimensional
box. We say that z € R? is a topologically regular point of function ¢, if
there exists a neighborhood O, C R? of the point # and a homeomorphism
VU : B. — O, such that ¢ o U(y) = o(x) + 1, Vy € BL Otherwise, z is a
topologically critical point of ¢.

Let € be in general position and ¢ be a continuous selection of e. It is not
hard to show that #I, = d + 1 for any topologically critical point of ¢. In
particular, critical points are isolated. The homotopy type of the Lebesgue
sets {z € R : p(z) <t} and {z € R? : p(z) > t} change when ¢ passes
a critical level of ¢ and these changes are controlled by the min max and
max min presentations of (.

We need some notations to describe the change of homotopy type. We
do it in Theorems 2 and 3 where we assume that e is in general position and
¢ has form (4). We set C! = I(¢) \ (I, N'S;), i = 1,..., k. Maximal sets of
the collection C%, 7 = 1,..., k, with respect to the inclusion form a simplicial
complex C,.

Let C, be the cone over C,; then C, C C, and Hi((fx;Cx) = fIi_l(Cx), 1=
0,1,..., where H;(-;-) is the i-dimensional homology of the pair and H;(-)
is homology of the augmented chain complex. If C, is contractible, then
Hi(ém;Cm) =0, Vi > 0. If C, is an empty complex, then C, is a point,
HO(ém; (b) =Z, Hz<éx7 @),VZ > 0.

We set cr(p) = {z € RY: #1,(p) = d + 1}.
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Theorem 2. For any x € cr(yp) there exists a neighborhood O, of x such
that the pair (OI;{y €0, : ¢y < gp(x)}) is homotopy equivalent to the

pair (éx, Cx) .

This theorem as well as the next one are special cases of a more general
result proved in [2].

Theorem 3. Assume that {x € R?: p(z) <t} is compact and to < t;.

If o7 (t) Ner(p) = O YVt € (to,t1], then {x € R? : p(x) < to} is a
homotopy retract of {x € R?: p(x) < t1}.

If there exists exactly one t € (to, 1] such that p=(t) Ner(p) # 0, then

Hz({x eR: p(z) <ti1};{z eR?: p(z) < 750}) = @ f{ifl<cm)'
zEcr(p)Np~1(¢)

This is what concerns topology. Now we turn to the learning and we
do not assume anymore that € ia in general position. It is wise to use the
term “learning” instead of “optimization”; the goal of an iterated process
is to reasonably improve the approximation but we do not expect to really
minimize the cost J. Moreover, as you will see, the procedure does not
depend on the shape of the cost.

The class of functions F is one of piecewise linear continuous functions
of a prescribed complexity. In other words, we fix n and consider all con-
tinuous selections of n affine functions. We start with a sample n-tuple
e = (e1,...,e,) and try to select a collection S; C {1,...,n}, i =1,... k,
such that the values of function (4) at the points ( € Z reasonably well
approximate .

How to find Si,...,S, if we know that there exists their choice with
the perfect match ¢(¢) = y¢, ¢ € Z? The answer is given by the Key
lemma. Indeed, for any ¢ € Z, we take v; € ¢ such that ¢ € K,, and take
d(ve) € {1,...,n} such that y- = e, (¢(v¢)). Then we consider the family of
subsets

{re(), ..., (o))}, Ce€Z

The required collection Sy, ..., S, is formed by the minimal elements of this
family with respect to the inclusion.

Of course, perfect match is an extremely rare luck. Anyway, I suggest
to follow similar procedure in the most general case: for any ( € Z, take
v € Yg such that ¢ € K, and take ¢(v¢) € {1,...,n} such that

lye — ew (@(1))] = min [ye — ei(C)].

1<i<n



The desired Si,...,95, are all minimal elements of the family of subsets

{ve(1), .., ve(o(w))}s C€ 2.

As soon as § = {51,..., Sk} is fixed we consider

J | mi (- 5
(miymases)) ®)
as a function of € = (ey,...,e,). “Learning” procedure which I am going
to describe provides us with a new better n-tuple of affine functions e’ =
(€],...,€e). Then we select new collection of subsets S, C {1,...,n}, i =

1,..., k', based on the n-tuple &, fix it, “learn” new &”, e.t.c.
Now we focus on the study of (5) as a function of € with a fixed simplicial
complex § = {5, ...,S,}. We improve e step by step. First we choose some

i € {1,...,n} and change only e; keeping all e; j # i, fixed; then we choose
another ¢ and repeat, and so on.

It is reasonable to choose i randomly. We can start with the uniform
probability distribution on {1,...,n} such that each i has probability % and
we adjust the distribution after each step in such a way that recently involved
7 have smaller probabilities. A natural adjustment rule is as follows. Assume
that number j has probability p; at a certain step, j = 1,...,n. We randomly
select 4 in this step and send p; + 0, p; = p; + -5, Vj # 4, for the next
step. We stop iterations when we see that the learning cease to be efficient.

This kind of “random coordinate descend” should be well-known in the
optimization theory. More interesting is “learning” of e; when all e;, j # 1,
are fixed. We do it in one step. Let me first give the formula and then explain
why [ believe that it is the right one.

Some notations. We may assume without lack of generality that the affine
hull of Z is the whole R, otherwise we restrict all our study to this affine

hull. Given ¢ € Z, we set ¢ = (1,¢) € R™? and = ﬁé e s

Let R; = {S € §:i € S}. We define constants v, wf by the following
formulas:

vl = min max e;({), w’:= min maxe;((),
¢ SeR; jes\(i) i(C) ¢ SES\R, jes i(©)
and set
i L. i i
U = E min{wg, max{yc, v¢}}.
n
Finally, we identify affine function e : = +— so + > s;z; with vector
j=1

e = (80,51, .8,) € R then e(z) = (e, (1, )).
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If S and all ej, j # ¢, are fixed, then right e; is going to be:

-1
. (z é&*) S o)
ez ez

Why expression (6) is a good choice? We fix e;, j # 4, and try to approach
minimum of the function

frei—J (minmaxq(-)) :

SeS jeS

We have, f(e;) = > t¢(e;), where
(ez

Yeler) =p (min maxe;(¢) — yc) =p (min{wé,max{ei((’),vé}} — yg) )

SeS jes

Let t = €;(() = (e;, (). We see that 1) is constant on the affine hyper-
planes t = const. Moreover, 1) attains minimum at

t= min{wz,max{yg,vé}} = |C~@|u’<

In other words, ¢ attains minimum at any point of the affine hyperplane
Be={e e R (e,¢) = [lu }

Now, instead of a search for the minimizer of f = ) ¢, we simply look for
(ez
the minimizer of the function

1 _ 2
e 3 Cezzalzst(e, E)", eeR'Y,

which does not depend on the choice of the penalty function p.

Let us find this minimizer. We have, dist(e, E¢)? = min le — ec|?. Hence
ecele

we are looking for solution of the following conditional minimum problem:
minimize the function (e,{e; : ( € Z}) — %ZCEZ le — e¢|* under conditions
e € EC? (e .

We apply the Lagrange multipliers rule. The Lagrange function is:

L (e e A - € Z1) o 5 3 (le = eel? = Acle &) — w0)).

ez
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Condition dL = 0 gives the following equalities:

d(e—e)=0, e—ec=AC, (e, C) = [Clui (7)

cez

We take inner product of the 2nd equality in (7) with 5 , apply the 3d equality
(eQ) ¥
(e
equality in (7) and get:

and obtain: A\ = Then we plugin this expression for A¢ in the second

e—ec = (e, ()¢ — uzf
We sum up the last identity for all { € Z, use the 1st equality in (7) and

obtain:
(e )e-xuic ®
ez ez
Recall that the affine hull of ¢ € Z is the whole R?, hence the matrix in
the left-hand side of (8) in nondegenerate and we obtain (6). Note that this
matrix depends only on Z; it is the same for all iterations of the algorithm
and has to be inverted only once.

The learning algorithm is completely described. It is hard to expect that
it will work well if you use it blindly, as it is. Most probably, it will work
very bad but it can serve as a base for further tuning.

To conclude, I explain the proof of the Key lemma, as promised. Let
v € Yz, we can connect an interior point of K, with any point in R? by a
segment z(t) = x(0) + t(z(1) — z(0)), 0 <t < 1, where 2(0) € intK,. Let
w;(t) = e;(x(t)); then uy(t),. .., u,(t) are n numbered moving points on the
real line, where each point is moving with its own constant velocity.

It follows that any point w;(t) can meet another point u;(t) only once
during the movement. Moreover, u;(0) < u;(0), Vi € S,, j # S,; hence w;(t)
can meet u;(t) only in such a way that u;(t) < u;(t) before the meeting and
w;(t) > u;(t) after the meeting.

For any ¢ € [0, 1], one of the points w;(t) equals ¢(z(t)); we mark this
point by the checkbox. The checkbox can be transferred from one point
to another point only when they meet. We thus obtain that, for any t €
[0, 1], either the number of the marked point belongs to S, or some points
whose numbers belong to S, are greater than the marked one. In particular,
pla(t)) < maxu,(r), Vi e [0,1]
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