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Abstract

Negli isolanti solidi, cristallini o amorfi, il trasporto termico è determinato princi-
palmente dalla dinamica delle vibrazioni reticolari. Recentemente è stata svilup-
pata una teoria unificata del trasporto termico, chiamata Quasi-Harmonic Green-
Kubo (QHGK) approximation, che si applica ad entrambi i tipi di isolanti solidi,
purchè siano abbastanza al di sotto della temperatura di fusione. Per i cristalli,
tale teoria si riduce alla linearized Boltzmann Transport Equation (BTE), sia nel
caso classico che quantistico. Inoltre QHGK fornisce una trattazione puramente
quantistica per gli amorfi, che finora erano stati trattati classicamente utilizzando
la Molecular Dynamics assieme alla teoria della risposta lineare di Green-Kubo.
Uno dei fondamenti di questa QHGK approximation è che gli effetti di inter-
azione anarmonica, responsabili per il valore finito della conducibilità, possano
essere trattati introducendo una vita media nell’espressione armonica delle fun-
zioni di correlazione dei modi normali, anche note come i propagatori dei fononi.
All’ordine più basso dell’interazione anarmonica, questa approssimazione risulta in
un propagatore con uno spettro di forma Lorentziana, dovuto al fatto che stiamo
trascurando gli effetti di memoria sul propagatore per tempi brevi. Questo causa
la violazione di diverse sum rules.

Lo scopo di questa tesi è esaminare l’effetto della forma di riga del propagatore
dei fononi sul valore della conducibilità termica del sistema vetroso. Il risultato
principale è stato trovare un miglior propagatore dei fononi, basato sul Mori mem-
ory function formalism, ed implementarlo nel calcolo del coefficiente di trasporto
termico. Si è mostrato che la rilevanza o meno degli effetti di memoria è forte-
mente legata alla Density of States (DOS) vibrazionale. In particolare, all’aspetto
di "coerenza" del sistema: ovvero quanti modi oscillano quasi alla stessa frequenza.
Infine, l’effetto di memoria è stato brevemente discusso anche per i cristalli.

Durante il lavoro di tesi si è affrontato anche un altro problema relativo al
trasporto termico negli amorfi: la dipendenza dalla taglia finita. Gli amorfi
richiedono simulazioni con taglie molto grandi, che sono computazionalmente molto
costose, per avere una DOS fisicamente affidabile, specialmente a basse frequenze.
Il non avere abbastanza basse frequenze porta a sottostimare fortemente la con-
ducibilità termica a basse temperature (T . 50K). Per migliorare i risultati a
basse temperature, senza però rendere le simulazioni troppo computazionalmente
pesanti, è stato sviluppato un nuovo metodo numerico.



Abstract

In solid insulators, be they crystalline or amorphous, heat transport is determined
by the dynamics of lattice vibrations. Recently, a unified theory of heat trans-
port, called the Quasi-Harmonic Green-Kubo (QHGK) approximation, has been
developed, which applies to both kinds of solid insulators, well below the melting
point. For crystals, this theory reduces to the linearized Boltzmann Transport
Equation, both in the quantum or classical regimes. Moreover, it gives a fully
quantum description of heat transport in amorphous systems, which, until now,
could be treated only in the classical regime using Molecular Dynamics and the
Green-Kubo linear response Theory. The central tenet of the QHGK approxi-
mation is that the interaction effects, responsible for the finite value of the heat
conductivity, can be properly accounted for by introducing anharmonic lifetimes in
the harmonic expression of the normal-mode correlation functions, AKA phonon
propagators. To lowest order in the anharmonic interactions, this approximation
results in a phonon propagator that has a Lorentzian lineshape in the frequency
domain, resulting from the neglect of memory effects in the short-time behavior of
the normal-mode correlation function and the consequent violation of a number of
sum rules.

The purpose of this thesis is to examine the effects of the phonon-propagator
line shape on the value of the heat transport coefficients of glassy systems. The
main results are an improved form of the phonon propagator, based on Mori mem-
ory function formalism and the consequent effects on the heat conductivity. It has
been shown that the relevance, or not, of the memory strongly depends on the
vibrational Density of States (DOS). In particular, the memory effect is related
to the "coherence" of the systems i.e. how many modes oscillate with almost the
same frequency. Finally, the effect of memory has been briefly discussed also for
crystals.

While studying the heat transport in glasses, another problem has been treated:
the finite-size dependence. Amorphous systems require very large samples to
have a reliable DOS, especially in the low frequency range. Such lack of low-
frequencies leads to greatly underestimate the heat conductivity at low temper-
atures (T . 50K). In order to improve the results at low temperature while
avoiding the immense computational cost of simulating large amorphous systems,
a novel numerical method has been developed.
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Chapter 1

Introduction

Heat conduction is a phenomenon we all experience since childhood: whenever an
object is not in thermal equilibrium there is a flux of heat from the warmer side to
the cooler one. However not all materials are equal under this aspect, for example
a metallic fork near a fire transmits heat faster than a wooden spoon. But what
does determine this heat conductivity?

The question is surely not just speculative. Designing a good thermal insulator
can greatly increase the energetic efficiency of a cooling system or thermal machine,
protect a delicate system from overheating and last but not least it can help you
save some money from the gas bill. Moreover, materials are not simply divided into
good heat conductors and bad ones, the conductivity can depend on the direction
of the heat flux and the consequent ability to better re-direct and distribute the
heat flux can also help to save energy. To design and produce such materials a
general and effective method to calculate the heat-conductivity is required.

This thesis will focus on computing heat conductivity in solid insulators, es-
pecially disordered ones like glasses. In solid insulators, both crystalline or amor-
phous, the heat conduction is dominated by the dynamics of lattice vibrations.
Far from melting, atomic displacements from equilibrium are much smaller than
interatomic distances and they can thus be treated in the (quasi-)harmonic ap-
proximation. As long as the system is a crystal, this observation enables a ki-
netic description of heat transport mediated by phonons that can be treated in
the Peierls-Boltzmann Transport Equation (BTE) [15, 7]. Instead, in disordered
systems the phonon mean free path is so small that the heat carriers picture of
phonons does not hold anymore, and molecular dynamics (MD) is needed, in either
its equilibrium or not equilibrium (EMD) flavors [7, 2]. MD is generally applicable
to any solids, but it is subject to statistical errors, it needs long simulations and
finally it can not account for quantum effects [3]. While BTE can easily treats
them, but as said before it does not work for amorphous systems. There is need
for a general theory able to treat both classical and quantum systems, either crys-
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CHAPTER 1. INTRODUCTION

talline or amorphous. Moreover, since the transport coefficient is a linear response
then it should be possible to obtain it from the equilibrium state.

The most general theory, up to now, to evaluate transport coefficients as the
heat conductivity is the Green-Kubo’s linear response theory (Kubo 1957 [11]).
Such theory connects the transport coefficient to the autocorrelation of the related
flux. In our case, if κ is the heat conductivity, then:

κ ∝
∫ ∞

0

dt 〈J(t)J(0)〉, (1.1)

where J is the energy flux evolved at time t through the hamiltonian of the system
H and 〈〉 indicate the thermal average on the canonical ensemble. This formula has
also the quantum version, where there is the operator flux Ĵ . Since it is defined
through the fluxes, the theory is far more general than a classical approach or BTE,
where it is necessary to identify a "carrier". As long as we can define a density a of
a conserved quantity A, and its time derivative through the Hamilton equations or
the Heisenberg one, then we can define a current ja using the continuity equation:

∂ta+∇ · ja = 0 (1.2)

Until recent years, GK theory was mainly used in a classical framework, together
with Molecular Dynamics (MD). Indeed, MD numerically simulates the trajectories
of the particles and as long as you can write the fluxes as a function of them, the
GK classical formula can be computed. On the other hand, quantum GK requires
the evolution of the operator and its autocorrelation and then the average of such
autocorrelation. It goes without saying, in a MD simulation we are not treating
the operator.

Isaeva et al.(2019) [9] used GK theory to create an unified theory to calcu-
late the heat conductivity in solid insulators, either amorphous or insulators, in
the quasi-harmonic approximation. Their method, called Quasi-Harmonic Green-
Kubo (QHGK), leads to an explicit formula for heat conductivity which can ac-
count for the quantum effects like BTE, and indeed it is equivalent to BTE in crys-
tals, but it is also valid for amorphous systems. To apply quantum Green-Kubo
is necessary to find the Green’s function/propagator of the flux. Since in a solid
insulator electrons do not contribute to transport, the only way to transmit heat
for is through lattice vibrations. Indeed, in Ref. [9] the evolution of the operator
〈Ĵ(t)Ĵ(0)〉 has been explicitly written through an approximation of the propaga-
tor of phonons 〈â†(t)â(0)〉. Such QHGK method has been later implemented in a
program called kALDO.

The goal of this thesis is going beyond the QHGK method. In particular, I
focused on how the lineshape of the propagator’s spectrum affects the transport
coefficient and how the memory effects could modify such lineshape. Moreover,
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CHAPTER 1. INTRODUCTION

while studying the heat transport in amorphous systems another problem has been
treated: the finite-size dependence.

The latter one is a common problem when treating amorphous systems, like
glasses. To reproduce a reliable material, with its continuous density of states, it is
needed a large system, since the number of modes is proportional to the number of
atoms. However, without periodicity simulating an infinite, or at least very large,
size is computationally heavy. This problem has been discussed, and partially
resolved, in Ch. 4.

The former problem is instead more subtle, in [9] a typical propagator with
exponential decay has been used ∼ e(iωn−γn)t, where the linewidth γn introduces
a decay with a characteristics time of order 1

γn
. Such propagator usually well de-

scribes the long time behaviour and the γn can be straightforwardly computed from
the well-known Fermi Golden Rule (FGR). Unfortunately, as shown in Ch. 4 such
propagator it is not correct for short times. Indeed, it can be shown that it does not
respect the sum rules, which are connected with the zero-time derivatives. Since
GK formula integrate the autocorrelation from time difference 0 to∞, overlooking
the propagator’s short-time behaviour could affect the final result. To compute
a correct propagator the memory effects must be taken in account. Instead, the
exponential decay obtained with FGR describes a constant, instantaneous, effect
of the anharmonicities:

∂t〈â†n(t)ân(0)〉 = (iωn − γn)〈â†n(t)ân(0)〉 (1.3)

This equation describe a system where the variation in the correlation depends only
on its own instantaneous value and the effect of the anharmonicities is constant.
But that is not true, the evolution depends also on the previous history of the
correlation. Like a fish in the water which feels the currents created by its own
previous movements. This discussion will be treated in Ch. 5, where using Mori
memory function formalism an improved propagator of the phonons, with both a
correct short and long time behaviour, will be calculated.

To summarize, the structure of this thesis is the following one. Firstly, GK
linear response theory will be revised in Ch. 2. Then, in Ch. 3 there will be a
discussion about the QHGK method [9], its derivation and its results. After that,
a critical analysis of such method will be done in Ch. 4. Its range of validity
will be discussed together with the possible effects that size and a wrong prop-
agator could have on the calculation of the heat conductivity. In this chapter a
novel method to calculate the conductivity of a large amorphous system will be
presented, which involves the use of replicas of the amorphous supercell and a fit
of certain quantities over small samples of the material. Finally, in Ch. 5-6 the
focus will be on how improve the phonon propagator using Mori memory function
formalism. In particular, in Ch. 5 the theory will be explained and re-derived,
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CHAPTER 1. INTRODUCTION

while in Ch. 6 it will applied and implemented for our glassy system. It will fol-
lows a comparison of the results between the original QHGK method and the one
with the memory-propagator. The method will be called QHGK-Memory or just
QHGK-M.
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Chapter 2

Green-Kubo linear response theory

Steady fluxes are generally out-of-equilibrium phenomena. Indeed, when we think
of a stationary system in thermodynamic equilibrium, invariant under time-reversal
symmetry, it can not sustain a flux. Fluxes are generated by perturbation of some
kind. For instance, if we connect subsystems which are not in thermal equilib-
rium, there is an energy flux from the hotter side to the cooler one. In a isotropic
material the intensity of such a flux would be −κ∇T , where κ is the coefficient
of proportionality between the flux and the gradient of temperature. κ is the
so-called transport coefficient or in this particular case the heat conductivity.

However, as it always happens the property of the linear response to the pertur-
bation must be a function only of the unperturbed system. Indeed, Green-Kubo
(GK) linear response theory [11] connects the autocorrelations of fluxes at thermal
equilibrium to the transport coefficient, which is the stationary response function.
Such theory is usually defined in the framework of Local Thermodynamical Equi-
librium (LTE), so before re-deriving GK’s theory let us make a little digression.

2.1 Fluxes and Local Thermodynamical Equilib-
rium

Fluxes in thermodynamics are a delicate subject, since they are usually an out-of-
equilibrium phenomena. As explained in the next paragraph at thermodynamic
equilibrium it is senseless to talk about gradient of temperature, density, charges
et cetera ... However the discussion is well defined in the LTE framework.

Firstly, let us indicate as S the entropy of our system and let us say that
E, V,N . . . are its extensive arguments, such that:

S = S(E, V,N . . . ). (2.1)

From these extensive variables we can define intensive ones as α = ∂S
∂A

; e.g. ∂S
∂E

= 1
T
.
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CHAPTER 2. GREEN-KUBO LINEAR RESPONSE THEORY

Let S(Ω1, A1) and S(Ω2, A2) be the entropies of two subsystem as functions of their
respective extensive variable, as entropy is also an extensive quantities one has that
S(Ω1, A1) + S(Ω2, A2) = S(Ω, A). Entropy at equilibrium is maximized, therefore
it must be stationary with respect to the variation of A1 as long A1 + A2 = A,
therefore:

∂S

∂A1

=
∂S(Ω1, A1)

∂A1

+
∂S(Ω2, A− A1)

∂A1

= α1 − α2

= 0. (2.2)

From the last equation we obtain that at thermal equilibrium all the intensive
variable must be equal in every subsystem. In other words, ∇α = 0. But the flux
follows the gradient. Indeed when ∇α 6= 0, A will flow from regions of higher α
to those of lower α. This is why we must abandon in our description the global
thermodynamic equilibrium. Postponing this discussion to later, it is well known
that if A is a conserved quantity and a(r, t) its density, then its value in a subsystem
evolves as:

Ȧ(V, t) =

∫
V

ȧ(r, t) = −
∫
∂V

dV ja(r, t) · dσ (2.3)

where ja and a are connected by the continuity equation

∂ta+∇ · ja = 0 (2.4)

and V is the volume. In the limit of long-wavelength, low frequencies and assuming
isotropy, the flux obeys the following equation:

Ja = λ∇α (2.5)

where λ is a positive constant (the sign is related to the second principle of ther-
modynamics). When more than an intensive variable is involved, this formula can
be generalized as follows:

Ji =
∑
j

LijFj (2.6)

where Fj are the thermodynamical forces, i.e. the space average of the ∇αj: Fj =
1
Ω

∫
dr ∇αj and Lij are transport coefficients, for which the Onsager’s relations

Lij = Lji hold.
A thermodynamic system at equilibrium is characterized by the relation be-

tween entropy and its derivatives, but we have seen that this derivatives yields to
the spatial constancy of intensive variables. On the other hand, in Eq. 2.5 we define
current by the gradient of these intensive variables. In order to have well defined
intensive variable we need to suppose local equilibrium. If the inhomogeneities due
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CHAPTER 2. GREEN-KUBO LINEAR RESPONSE THEORY

to perturbations have long-wavelength, as assumed before, we can consider a zone
where thermal equilibrium is hold and consequently there is a equation of state
with the modified α + αpert constant intensive variable. Finally, We can define
α(r).

2.2 Linear response theory and the Green-Kubo
formula

Following Kubo 1957 [11], let us limit our discussion to external disturbances that
can be expressed definitely as an extra term in the hamiltonian, for instance an
electric field. Later it will be discussed how to include a gradient of temperature
in this framework.

Let us consider an isolated system which at equilibrium has a natural motion
determined by H. Then, we suppose that an external force F (t) is applied to the
system, represented by the energy correction:

H ′ = −AF (t). (2.7)

The motion of the system is perturbed by it and there will be a response. Assuming
that the force is weak we can focus only on the linear response. The response
will be seen by the change of certain quantity ∆B(t). Our problem now is to
express ∆B(t) through only the natural motion of the system. In a statistical
framework, we measure the average value, which is the observable weighted with
the distribution function of the phase-space f(q, p). Therefore, we must study the
evolution of f , whose equation of motion is

∂tf = {H, f} (2.8)

where q, p are the coordinate and momenta and the parenthesis are the Poisson
brackets:

{A,B} =
∑(

∂A

∂q

∂B

∂p
− ∂A

∂p

∂B

∂q

)
(2.9)

We assume that at infinite past t = −∞ the system it is at equilibrium with
function f , such that {H, f} = 0. Then the perturbation is inserted adiabatically
(limt→−∞ F (t) = 0). Therefore the distribution function f ′ evolves as:

∂tf
′ = {H, f ′}+ {H ′(t), f}. (2.10)

If we write perturbatively f ′ = f + ∆f(t) and we keep everything at first order we
obtain:

∂t∆f = {H,∆f} − F (t){A, f} (2.11)

9



CHAPTER 2. GREEN-KUBO LINEAR RESPONSE THEORY

The formal solution of this equation, imposing the initial condition ∆f(−∞) = 0,
is:

∆f(t) = −
∫ t

−∞
dt′ ei(t−t

′)LF (t′){A, f} (2.12)

where L is the Liouvillian operator defined as:

iLg = {H, g} (2.13)

With a straightforward derivation it can be verified that indeed Eq. 2.12 reduces to
Eq. 2.11. Now that ∆f is obtained, the statistical average of ∆B is by definition:

∆B(t) =

∫
dΓ δfB(q, p)

= −
∫
dΓ

∫ t

−∞
dt′ ei(t−t

′)LF (t′){A, f}B(q, p)

= −
∫
dΓ

∫ t

−∞
dt′ {A, f}B(t− t′)F (t′) (2.14)

where dΓ is volume element in the phase space and it has been used that ei(t−t′)LB(q, p) =
B(t− t′, q, p), since the dynamical motion of B(q, p) follows the equation:

Ḃ = {B,H} (2.15)

It is important to notice that with B(t) it is intended the evolution through the
natural hamiltonian H. The response function φAB(t) is defined as:

∆B(t) =

∫ t

−∞
dt′φAB(t− t′)F (t′). (2.16)

In other words, the difference from the equilibrium value ∆B(t) caused by A
is given by the superposition of the effect of the perturbation at every previous
moment, with weight φAB(t − t′). Comparing the previous equations, we obtain
that :

φAB(t) = −
∫
dΓ {A, f}B(t) (2.17)

Through the φAB we can also define the admittance χAB:

χAB(ω) =

∫ ∞
0

dt φAB(t)e−iωt (2.18)

The stationary admittance χ(ω = 0) is usually our transport coefficient, the re-
sponse to a stationary perturbation switched on at t = 0.
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CHAPTER 2. GREEN-KUBO LINEAR RESPONSE THEORY

For the quantum case, the discussion is similar. If ρ̂ is the operator density
matrix at equilibrium t → −∞ such that [Ĥ, ρ̂] = 0, where now the parenthesis
indicate a commutator, then the dynamic equation for ρ̂′ is:

∂tρ̂
′ =

1

i~
[Ĥ + Ĥ ′, ρ̂′]. (2.19)

Following the same procedure as before, we obtain:

∆ρ̂(t) = − 1

i~

∫ t

−∞
dt′ exp(−i(t− t′)Ĥ/~)[Â, ρ̂] exp(i(t− t′)Ĥ/~)F (t′) (2.20)

Then, mimicking the procedure for ∆B (for details see Ref. [11]) we obtain the
following results:

φAB(t) =


∫
dΓ{f, A}B(t) (classical)

1

i~
Tr[ρ̂, Â]B̂(t) (quantal)

. (2.21)

Using the property of the trace or a proper integration by part with right border
condition, respectively for the quantal and classical case, these expression can be
rewritten as:

φAB(t) =


∫
dΓf{A,B(t)} (classical)

1

i~
Trρ̂[Â, B̂(t)] (quantal)

. (2.22)

2.2.1 Response function in the canonical ensemble

The formulas for φAB(t) can be further simplified if we work in the canonical
ensemble, where we know how to write explicitly ρ̂. The discussion will be done
only in the quantum case, since the classical one can be obtained promoting each
observable to operator A→ Â, substituting i~{, } → [, ] and performing lim ~→ 0.

In the canonical ensemble the density matrix operator is defined as:

ρ̂ = e−β(Ĥ−Φ) (2.23)

where β = 1/kbT as usual and

exp(−βΦ) = Tre−βĤ .
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CHAPTER 2. GREEN-KUBO LINEAR RESPONSE THEORY

Then we remind this useful identity:

[Â, exp(−βĤ)] = exp(−βĤ)

∫ β

0

exp(λĤ)[Ĥ, Â] exp(−λĤ)dλ

=
~
i

exp(−βĤ)

∫ β

0

exp(λĤ)
˙̂
A exp(−λĤ)dλ

=
~
i

exp(−βĤ)

∫ β

0

˙̂
A(−i~λ)dλ (2.24)

where we defined:
exp(λĤ)

˙̂
A exp(−λĤ) =

˙̂
A(−i~λ)

and used that ˙̂
A(t) = 1

i~ [Â(t), Ĥ] .
Introducing Eq. 2.24 in Eq. 2.21 we obtain:

φAB(t) =
1

i~
Tr[ρ̂, Â]B̂(t)

=

∫ β

0

〈 ˙̂
A(−i~λ)B̂(t)dλ〉 (2.25)

This is almost the desired formula, the only thing left is to show that ˙̂
A is connected

to flux and therefore the response function depends on the flux’s autocorrelation.

2.2.2 Example: electric conductivity

Let us consider the electric conductivity. For an electric field E(t), the perturbation
energy is:

Ĥ ′(t) = −
∑
i

eir̂i · E(t) (2.26)

where ei and ri are respectively the charge and position of the i − th particle.
In other words, the electric field couples with the dipole er̂. Let us neglect any
discussion about periodic systems where the operator position r̂ is not well-defined,
in any case its time derivative is in any case a current. Now, let us calculate the
response of current in µ direction when a pulse of electric field is applied in ν-
direction at t = 0 using Eq. 2.25:

φµν(t) =
1

i~
Tr

[
ρ̂,
∑
j

ejx̂jµ

]∑
i

ei ˙̂xiν =

=

∫ β

0

〈Ĵµ(−i~λ)Ĵν(t)〉dλ (2.27)

12
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where obviously 〈·〉 = Trρ̂· and

Ĵµ =
∑
i

ei ˙̂xiµ

If we consider as flux the spatial average of the density current, J → J/V , then
the admittance ( in this case the conductivity σµν) is:

σµν(ω) =
1

V

∫ ∞
0

dt e−iωt
∫ β

0

〈Ĵµ(−i~λ)Ĵν(t)〉dλ (2.28)

and for a stationary electric field

σµν = σµν(ω = 0) =

=
1

V

∫ ∞
0

dt

∫ β

0

〈Ĵµ(−i~λ)Ĵν(t)〉dλ (2.29)

Finally, we found the Green-Kubo formula to find the transport coefficient of a
charge flux in presence of only a perturbation, an applied electric field.

2.2.3 Green-Kubo and heat flux

A heat flux occurs when the temperature is not homogeneous in the sample i.e.
when ∇T 6= 0. This situation is outside of the canonical framework where the
temperature is fixed for all the material. Also from a theoretical point of view,
when we switch on an electric field every particle will feel the force due to H plus
the electric one. On the other hand, even if there is a temperature gradient the
particles evolve only through H. However, it is still possible to use Green-Kubo
theory if we are able with some tricks to describe the perturbed system with a
canonical-like matrix density, something like exp(−βH + . . . ).

Let us consider a macroscopic system with local temperature T (r). Let us
discretize for a moment the problem and let us consider M subsystems each one
in local thermal equilibrium Ti=1,...,M . If the subsystems are large enough to be
considered independent, then the probability to have the system in a certain global
configuration is proportional to the product of their Boltzmann factors P (Γ) =∏

i e
−Hi/kbTi . In the continuous limit we obtain:

P (Γ) ∝ e−
∫
dr ε(r;Γ)/kbT (r), (2.30)

where ε(r; Γ) is an energy density of that configuration. Since we are interested in
linear response, let us suppose that T (r) = T+∆T (r), with |∆T (r)|/T � 1. Then
we can write 1

T (1+∆T (r)/T )
≈ 1

T
(1 −∆T (r)/T )). Since by definition

∫
dr ε(r; Γ) =

13
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H(Γ), we obtain P (Γ) ∝ e
−H(Γ)+V (Γ)

kbT , where V (Γ) = −
∫
dr ε(r; Γ)∆T (r)/T .

Finally, if the inhomogeneity is weak and on long scale we can write ∆T (r) = ∇T ·r
and consequently:

V (Γ) = −∇T ·
T

∫
dr ε(r; Γ)r

It is interesting to notice a striking resemblance to the previous electric dipole-
potential.

Thanks to this kind of " thermal potential" we can describe the system in
equilibrium with a canonical like ρ̂. Still this potential is not a perturbation
related to a force, which changes the dynamics. The dynamics of the system is
still guided only by H. One way of resolving the problem is the following. Assume
that we have adiabatically switched on at t = −∞ some thermostats in such a way
that at t = 0 the system is at equilibrium with them and with a heat flux. At t = 0
this system it has the perturbed dynamical matrix with V . Then we isolate the
system from any source of heat apart from a thermostat at temperature T , now
we have an out of equilibrium system which evolves with H, obeying to Eq. 2.19.
This is somehow the opposite case of the charge current example. In that case we
have a system at equilibrium and then we switch on an electric field which causes
a charge flux. In this case we have a system connected with a forced heat gradient
and a heat flux and then we leave the external heat sources and let the system
reach thermal equilibrium .i.e. ρ̂′ evolves to ∼ e−βĤ .

Since we wrote ρ̂′(t = 0) as a canonical like density matrix Eq. 2.24 can still
be used and analogous calculations yields to

καβ =
1

V T

∫ 1/kbT

0

dλ

∫ ∞
0

dt 〈Ĵα(0)Ĵβ(t+ i~λ)〉, (2.31)

which in the classical case reduces to

καβ =
1

V kbT 2

∫ ∞
0

dt 〈Jα(t)Jβ(0)〉, (2.32)
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Chapter 3

Green-Kubo theory of heat
transport in insulators

This thesis’ theoretical foundation is constituted mainly by the Quasi-Harmonic
Green-Kubo (QHGK) method presented in Isaeva et al. (2019) [9]. In the next
chapters such theoretical results will be applyed, their range of validity will be
studied and finally they will be extended through a better approximation of the
phonons’ time-autocorrelation or propagator.

In the aforementioned paper the heat conductivity is calculated using Green-
Kubo theory of linear response (GK) ( Kubo, 1957 [11]), which has been re-derived
in the previous chapter: Eqs. 2.32-2.31. Just as a reminder, such theory states in
the classical case that:

καβ =
1

V kbT 2

∫ ∞
0

dt 〈Jα(t)Jβ(0)〉, (3.1)

where καβ is the heat-conductivity tensor, α, β indicates the spatial axes, V the
volume, J is spatial’s average of the energy flux and 〈·〉 is the thermodynamical
average. While in the quantal case:

καβ =
1

V T

∫ 1/kbT

0

dλ

∫ ∞
0

dt 〈Ĵα(0)Ĵβ(t+ i~λ)〉, (3.2)

where now Ĵ is the operator energy flux and there is an extra integration over an
imaginary time. Green-Kubo theory is extremely general, but in this thesis it will
be applied to a specific case.

The physical system of our interest is an insulator, amorphous or periodic,
described by the temperature and a quasi-harmonic hamiltonian (here explained
the name QHGK): an harmonic potential plus plus third-order anharmonicities.
In the normal-mode basis of coordinates and momenta ξn, πn , which are found
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diagonalizing the Dynamical Matrix, the hamiltonian is

H =
∑
n

ω2
n

2
ξ2
n +

1

2
π2
n +

1

6

∑
mnl

Vnmlξnξmξl, (3.3)

where Vnml = ∂3V
∂ξnξmξl

is the third derivative of the potential calculated with respect
of the normal-mode coordinates at equilibrium. Due to Schwarz’s theorem it is a
symmetric tensor.

Everything can be rewritten using the amplitudes (αn, α
∗
n) =

√
ωn
2
ξn± i√

2ωn
πn,

which recall the quantum operators of creation and annihilation. The Hamiltonian
becomes

H =
∑
n

ωnα
∗
nαn +

1

6

∑
mnl

Vnml
1√

8ωnωmωl
(αn + α∗n)(αm + α∗m)(αl + α∗l ), (3.4)

It can be demonstrated [9] that in this case the energy flux can written as:

Jα =
i

2

∑
mn

vαnmωm(α∗n + αn)(α∗m − αm) (3.5)

where vβnm is an antisymmetric "velocity" matrix. The flux is obtained by a simple
but lengthy calculation, where the velocity of each atom times its energy is rewrit-
ten in the normal-mode basis [9]. To use GK we now need the time evolution of
J and then to evaluate the canonical average of J(t)J(0). This task can be done
using Wick’s Theorem and an approximation for 〈α∗n(t)αn(0)〉.

Indeed, if we neglect the anharmonicities in the evaluation of the average we
can use Wick’s/ Isserlis’ theorem and therefore every average can be expressed as
a sum of product of second momenta. For instance, for 4 variables:

〈x1x2x3x4〉 = 〈x1x2〉〈x3x4〉+ 〈x1x3〉〈x2x4〉+ 〈x1x4〉〈x2x3〉

Now, only the second moment is needed. At t = 0:

〈α∗nαm〉 = δnmnn (3.6)
〈α∗nα∗m〉 = 〈αnαm〉 = 0 (3.7)

where:

nn =


kbT

ωn
(classical)

1/(e~ω/kbT − 1) (quantal).
(3.8)

If the system were perfectly harmonic, then 〈α∗n(t)αn(0)〉 = nne
iωnt. However,

for long times the anharmonic part induces a line-width γn and consequentially a
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finite lifetime:

〈α∗n(t)αm〉 = δnmnne
iωnt−γ|t| (3.9)

〈α∗n(t)α∗m〉 = 〈αn(t)αm〉 = 0 (3.10)

Obviously since we are assuming that our system is quasi-harmonic then the condi-
tion γn/ωn << 1 must be verified. If we assume that this time-evolution holds also
for small times, then we can compute Eq. 2.32. After easy but lengthy calculations
one obtains [9] :

〈Jα(t)Jβ(0)〉 = −1

4

∑
nm

ω2
mv

α
nmv

β
nm×[

ωn − ωm
ωm

(gn(t)gm(t) + g∗n(t)g∗m(t))− ωn + ωm
ωm

(g∗n(t)gm(t) + gn(t)g∗m(t))

]
(3.11)

where gn(t) = 〈α∗n(t)αn(0)〉
nn

= eiωn−γnt (the time integral is defined only for pos-
itive times). These expressions are does not depend on the shape of gn(t), they
would hold even if the time evolution were not eiωn−γnt. Moreover, it can be no-
ticed that the final result must be a real number since every complex function in
the parenthesis is added to its complex conjugate.

Performing
∫∞

0
dt . . . , we obtain:

καβ = − kb
4V

∑
nm

vαnmv
β
nm[

ωn − ωm
ωn

2(γn + γm)

(ωn + ωm)2 + (γn + γm)2
− ωn + ωm

ωn

2(γn + γm)

(ωn − ωm)2 + (γn + γm)2

]
(3.12)

Finally, symmetrizing the expression for n and m one has:

καβ =
kb
V

∑
nm

vαnmv
β
nm

=

[
(ωn + ωm)2

4ωmωn

γn + γm
(ωn − ωm)2 + (γn + γm)2

+
(ωn − ωm)2

4ωmωn

γn + γm
(ωn + ωm)2 + (γn + γm)2

]
=
kb
V

∑
nm

vαnmv
β
nmτnm (3.13)

τmn, the expression inside [], is composed of a "resonant" part, which has a peak
when ωn = ωm and an "anti-resonant" part which would have a peak for ωn = −ωm,
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but since the ωn are all positive only the tails of this Lorentzian matter. It is quite
intuitive, and it will be confirmed numerically later, that the relevant contribution
for any mode n is given by the near frequencies, such that |ωn−ωm| ∼ γn. Keeping
this in mind, the formulas can be simplified: (ωn+ωm)2

4ωnωm
≈ 1 + (ωn−ωm)2

(ωm+ωn)2 and the
(ωn−ωm)2

(ωm+ωn)2 together with the anti-resonant term can be neglected. Thus, the final
formula becomes:

καβ =
kb
V

∑
nm

vαnmv
β
nmτ

0
nm (3.14)

where
τ 0
nm =

γn + γm
(ωn − ωm)2 + (γn + γm)2

(3.15)

3.1 Phonons’ lifetimes
The linewidth γn, or better its inverse 1/γn, gives an estimate of how much time a
phonon remains in a certain state before decaying. Since the system’s hamiltonian
has anharmonicities of third order, physically we are considering 3-phonons pro-
cess. There are two cases: or a phonon n split up in two phonons, or the viceversa,
two phonons joins to create a phonon n. At thermal equilibrium the occupation
number for every mode is stationary, but the decay process (and recombination
process) introduces a decorrelation. To summarize, 〈α∗n(t+ t0)αn(t)〉 decays, while
〈α∗n(t0)αn(t0)〉 = nn.

How can these line-widths be calculated? In the quantum regime the answer is
straightforward: Fermi’s Golden Rule(FGR). For this third-order pertubation
FGR yields to:

~γn =
π~2

8ωn

∑
jl

|Vnjl|2

ωjωl

[
1

2
(1 + nj + nl)δ(ωn − ωj − ωl) + (nj − nl)δ(ωn + ωl − ωj)

]
(3.16)

or after some algebra and noticing that

(eβ~(ωj+ωl) − 1)δ(ωn − ωj − ωl) =
1

nn
δ(ωn − ωj − ωl),

and
(nj − nl)δ(ωn + ωl − ωj) =

nnnl
nn

eβ~ωjδ(ωn + ωl − ωj),

then the line-width expression can be also rewritten as:

~γn =
1

2nn

π~2

8ωn

∑
jl

|Vnjl|2

ωjωl
×

×
[
njnlδ(ωn − ωj − ωl) + njnl(e

β~ωj + eβ~ωl)δ(ωn + ωl − ωj)
]
. (3.17)
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For a complete derivation of this formula see Srivastava, 1990 [14].
The classical γn can be obtained performing the classical limit, as explained in

the next section. However, it will be shown that the same result of FGR + classical
limit can be obtained in the Mori-Zwanzig formalism, which is well defined both
for classical and quantum observables.

3.2 Quantum-Classical limit
The classical limit is usually obtained by performing the limit ~→ 0 and declassing
the operators or in simpler words by removing the .̂ Physically the two descrip-
tions coincide when T → ∞ and the Bose-Eistein (or Fermi-Dirac for fermions)
distribution becomes the Maxwell-Boltzmann one.

In this work there are simple mnemonic rules to move from a limit to the
other one[9]. Firstly, αn →

√
~ân where ân is the annihilation operator. As a

consequence: {
〈â†nân〉 = nn = 1

eβ~ωn−1
→ 〈α∗nαn〉 = kbT

ωn

〈ânâ†n〉 = nn + 1 = eβ~ωn

eβ~ωn−1
→ 〈αnα∗n〉 = kbT

ωn
,

where we used the commutation rules [â, â†] = 1 for the second line.

3.3 Quantum Quasi-Harmonic Green-Kubo
Applying the rules as just explained, the generalization to the quantum case is
almost trivial. We must use Eq. 2.31 where the operator energy flux is:

Ĵα =
i~
2

∑
mn

vαnmωm(â†n + ân)(â†m − âm) (3.18)

Following the same path as in the classical case, we define the propagators Gn and
G̃n:

Gn(t) = 〈â†nân(t)〉 = ~nne−iωnt (3.19)

G̃n(t) = 〈ânâ†n(t)〉 = ~(nn + 1)eiωnt (3.20)

It can be noticed that the high-temperature limit of the quantum Green’s function
reduces to the classical one lim~→0 G̃n(t) = lim~→0G

∗
n(t) = gn(t). Next, in analogy
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with the classical case, we obtain the quantum canonical average:

〈Ĵα(0)Ĵβ(τ)〉 = −1

4

∑
nm

ω2
mv

α
nmv

β
nm×(

ωn − ωm
ωm

(
Gn(τ)Gm(τ) + G̃n(τ)G̃m(τ)

)
− ωn + ωm

ωm

(
Gn(τ)G̃m(τ) + G̃n(τ)Gm(τ)

))
, (3.21)

where τ = t + i~λ. Now, we have to perform the double integration in time and
in the inverse temperature λ to obtain the quantum QHGK formula. Again we
would have a resonant and an antiresonant contribute, but in the quasi-harmonic
regime γ

ω
→ 0 the latter can be neglected, in perfect analogy with the classical

case. Finally, after all these considerations, we would find that:

καβ =
1

V

∑
nm

cnmv
α
nmv

β
nmτ

0
nm, (3.22)

where cnm = ~ωnωm
T

nn−nm
ωm−ωn . For n = m this matrix reduces to the modal heat capac-

ity cn = kb

(
~ωn
kb

)2
e~ωn/kbT

(e~ωn/kbT−1)2 . Furthermore, for high temperatures limT→∞ cnm =

kb for any n,m and therefore the classical formula and the quantum one coincide.
The obtained heat conductivity καβ is a 3 × 3 tensor. However, for sake of

simplicity in the next chapters we will often consider the corresponding isotropic
heat conductivity κ:

κ =
1

3

∑
α

καα (3.23)

3.4 Quasi-Harmonic Green-Kubo method on crys-
tals

One of the most fascinating achievement of QHGK method is unifying the de-
scription of heat transport for both amorphous and crystalline solid insulators.
However, the latter one was already described with BTE, so let us show that
indeed in the crystal case QHGK reduces to BTE. For details see Ref. [9].

In crystals, equilibrium positions R0
i are characterised by a discrete lattice

position , ai, and by an integer label, si, indicating different atomic sites within
a unit cell, ds : Ri

0 = ai + dsi . Likewise, in the Bloch representation, normal
modes can be labelled by a quasi-discrete vector, q, belonging to the Brillouin
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Zone (BZ), and by a index band ν: n → (q, ν). It is well-known that due to
the periodicity the Dynamical Matrix D(q) becomes a block matrix, with a block
for every q. This fact and the choice of taking the eigenvectors of D(q), the
normal modes, real or complex affects the velocity matrix. For a real basis, vανq,µp
is real and antisymmetrical. Therefore the diagonal terms are null and the heat
conduction is due to (quasi-) degenerate normal modes. Instead, in the Bloch basis
the matrix vα is anti-hermitian and block-diagonal with respect to the wave vector
q. As a consequence, the diagonal terms are imaginary and not necessary null and
moreover only phonons with the same q contribute to the conductivity. Still, they
can have different band index i.e. vαqν,qµ 6= 0 in general even if ν 6= µ. However,
the Lorentzian τnm selects only modes that are almost degenerate within the sum
of their linewidths, |ωqν −ωqµ| . γqν + γqµ. Since the number of bands is discrete
even in the thermodynamic limit and in practice the distance between band is
usually much greater than the sum of linewidths, the contribute to conductivity is
not null only when q = p and ν = µ.

To summarize, in the Bloch basis and with the hypothesis of well-spaced bands,
only the diagonal terms of vα and τ , τqν,qν = 1

2γq,ν
, contribute. Thus, the final

formula for heat conductivity can be rewritten as:

καβ =
1

2V

∑
qν

cqν,qνv
α
qνv

β
qν

1

γqν
(3.24)

which remarkably coincides with the solution of BTE-RTA [15](RTA stands for
Relaxation Time Approximation).
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3.5 Results
In the following figures there are some of the numerical tests presented in Isaeva
et. al, 2019 [9]. QHGK formula, quantum or classical, has been applied for an
amorphous silicon of 1728 and 13824 atoms. The former physical system, together
with a smaller a-Si of 512 atoms, will be the benchmarks of most of our numerical
experiments.

In Fig. 3.1 we can see a comparison between classical QHGK and a Green-Kubo
Molecular Dynamics approach. There is a good agreement until high temperatures
∼ 800 − 1000 K. Such behaviour was expected, because at higher temperatures,
the higher order anharmonicities can not be neglected anymore for QHGK (the
average quadratic displacement from the equilibrium position does increase with
temperature). On the other hand, the molecular dynamics approach works with
all the potential, not its truncated expansion.

In Fig. 3.2 we can observe a similar comparison between quantum QHGK,
Allen-Feldman approach [[1],[5]] and experimental results. On overall quantum
QHGK seems to give a good estimate of the conductivity. However, at low tem-
perature (. 100K) the different experimental data sets overlap and it can be
noticed that QHGK is underestimating the experimental results. On the other
hand, for higher temperature the experimental data are quite scattered, therefore
even if all the QHGK results are between experimental points, it is hard to obtain
definitive conclusion on the accuracy of the method. For instance, it seems that for
higher temperatures QHGK tends to overestimate most experimental data. This
spread of experimental data is usually due to impurities in the production of the
glasses. It is almost impossible to reproduce twice exactly the same glass through
the usual process of melting and quickly cooling off. On the other hand, some
of the discrepancies in theoretical and experimental data could be due to some
approximations in QHGK formulation that will be discussed later.

In the plot is also shown the Allen-Feldman approach. In this case, such ap-
proach reduces to an QHGK where all the linewidths are equal to η. In general, it
can be noticed that the result depends strongly on the choice of η and it is usually
worse than quantum QHGK. The fact that in QHGK method the γn are obtained
by first-principles, the FGR, and they can be all different proves how more general
is this theory in comparison to the Allen-Feldman approach where the choice of
the parameter η is usually suggested by experiments.

Finally, in Fig. 3.3 it can be observed what do we mean when we talk about
classical limit at high temperature. The differences between the results of the two
version of QHGK seems to disappear for temperatures of order ∼ 800K.
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Figure 3.1: Comparison between the thermal conductivity of a-Si 1728 atoms
supercell computed by classical QHGK or by classical Green-Kubo using molecular
dynamics. The κxx, κyy, κzz are averaged to obtain a value corresponding to an
isotropic amorphous media. Picture drawn from Isaeva et. al, 2019 [9]

3.5.1 Software: kALDO

All the previous results can be reproduced using kALDO. All the necessary docu-
mentation in the link. This same program, with little changes, has been used for
most of the calculations of this thesis.

3.5.2 Benchmark: a-Si

Since most of the tests will be performed over this sample of a-Si of 1728 atoms,
let us show some features of this material. In Fig. 3.4 it is represented the spatial
configuration of the system.

To obtain the amorphous silicon with its configuration and potential at equi-
librium the "recipe" is the usual for a glass: melting and then slowly cooling a
Si-crystal. The simulation can be done using, for instance, LAMMPS. For the
interested reader Here there is an example of how to create the second and third
order matrix using LAMMPS.

In all of our discussions, the main parameters are ωn and their linewidths γn,
and especially their ratio γn/ωn is important since it is what confirm or not that
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Figure 3.2: Thermal conductivity of a-Si 13824 atoms supercell computed
by quantum QHGK approach compared to Allen-Feldman [[1],[5]] approach for
various line-widths η and experimental data (Ref. [16] green triangles- rhom-
bus)(Ref. [4] blue triangles). Picture drawn fro, Isaeva et al, 2019 [9]

Figure 3.3: Thermal conductivity of a-Si 13824 atoms supercell computed by
quantum and classical QHGK approach. Picture drawn from Isaeva et al, 2019
[9]
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Figure 3.4: Spatial configuration of a-Si 1728. Image done with VESTA.

we are in the quasi-harmonic regime. In Fig. 3.5 there is a plot of the inverse-life
times and the frequencies. First, it can be noticed how such γ are indeed far
smaller than the frequencies, but they increase monotonically with T .

This positive correlation between γ and T can be understood by studying
Eq. 3.17. In such equation all the dependence on temperature is given by the
product of bose-eistein functions njnl

nn
, which are increasing functions in respect

of the temperature. In the large-temperature limit we can find even an accurate
estimate of the dependence. Since limT→∞ nn = kbT

~ωn , after the product njnl
nn

it
remains a linear dependence on T .

Another important features is the density of modes or states (DOS), which we
can see in Fig. 3.6. The range in THz is between 0 and ∼ 18. The low-frequencies
behaviour is worth some words. For any crystal, or in general for a material that
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Figure 3.5: Linewidths and frequencies for different temperatures for a-Si 1728.
Picture drawn from Ref. [9]

after a certain scale is homogeneous, it is well known that in 3-dimension the
density of modes near the origin should be ∼ ω2. Such feature can be proved in a
crystal using the common formula for density of and the linear dispersion ω = csq,
which holds for small wave-vector q and where cs is the speed of sound. In Fig. 3.6
such ω2 behaviour is not shown, or at least it seems there are some empty intervals
without frequencies. This matter will be treated later, when size effects will be
discussed. Indeed, the number of modes is proportional to the number of atoms
(times the dimension), therefore with few atoms there are few frequencies and the
density of modes can be flawed.
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Figure 3.6: Density of modes a-Si 1728. On the x-axis there are the frequencies
ν = ω/2π.

Last but not least, we are going to talk about the flux vαnm. Since in Eq. 3.22
there is a product of flux, we are going to watch the quadratic term (vαnm)2. As α it
has been chosen the axis x, but it has been verified that it makes little difference,
since the material is in first approximation isotropic.

For a better visualization a log scale has been used. In Fig. 3.7 all the flux
matrix has been rappresented. Apart from the diagonal, which must be zero
since the flux in this basis is antisymmetric, there is not a clear pattern, even
if it seems that there is a certain concentration of high flux near the diagonal,
especially for the first half of frequencies. Indeed, a closer look shows that if we
restrict our range to the first 100 frequencies (Fig. 3.8), which have ν < 2.8THz,
there is an interesting trend. Apart from the zero diagonal, all the higher values
are near the diagonal. This means that vnm is higher when n, m have similar
energies. This pattern is more visible for smaller frequencies, which are also the
most occupied, especially for low temperatures. This property of of the flux could
provide, together with τnm, another filter for contributes from modes with great
difference in frequency/energy.
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Figure 3.7: (vxnm)2 in log scale with all the 5184 (1728 ∗ 3) frequencies. Notice the
blue diagonal line due to vnm antisymmetry.
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Figure 3.8: (vnmx)2 in log scale but with only the first 100 frequencies (ν <
2.8THz).
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Chapter 4

Long-tail effects, finite-size effect
and other approximations

In the previous section, we briefly discussed the derivation of QHGK and some of
its results. While the results seems promising, there are some approximations and
hypothesis in the derivation and/or application of the formulas that are worth a
discussion:

• Short-time behaviour of the Green’s function g(t)

• orthogonality of the modes/ off-diagonal terms of the density matrix: 〈αnαm〉 =
0 + . . .

• antiresonant term

• Size effect: how big should be our simulated system and does QHGK scales
correctly with size?

Some of these arguments, like the antiresonant one and the orthogonality, are just
a consequence of the quasi-harmonic limit γ/ω → 0. While these approximations
are mathematically rigorous it is interesting to see when, for which range of tem-
peratures for instance, and how much this quasi-harmonic limit is respected in a
real material.

Estimating the size effect is a common problem when simulating materials,
especially amorphous ones where one cannot use periodicity and its consequences
i.e. the Bloch theorem .

A more subtle problem, and also the one that will be most studied in this thesis,
is the short-term behaviour of gn(t). Until now, the correct first order large-time
behaviour eiωnt−γn|t| has been extended to short time. However, we do not studied
when this large time behaviour kicks in and how different the real time-evolution
and the extended large-time limit really are.
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4.1 Sum rules
The first hint about if we should change or not the Green-function is given by the
sum rules, which are usually the zero-time derivatives of the correlation/response-
functions, or in the frequency representation the momenta of the spectrum. For
instance:

gn(t = 0) =
1

nn
〈â†n(t)â〉|t=0 = 1 =

∫ ∞
−∞

dωg̃n(ω) (4.1)

where with g̃(ω) I intend the Fourier Transform (FT) defined as:

f̃(ω) =

∫ ∞
−∞

dt f(t)e−iωt

f(t) =
1

2π

∫ ∞
−∞

dω f(t)eiωt

Surely, g(t) = eiωt−γ|t| , or its FT 2γ
ω2+γ2 , obeys to the zero-th sum-rule.

Second sum rule

However, the Lorentzian function 2γ
ω2+γ2 does not respect the second sum rule.

Indeed, the second derivative in t = 0 should be the harmonic part ω2
n plus a small

correction, something like:

− ∂2
t gn(t)|t=0 ≈ ω2

n +O(Vnml). (4.2)

Instead of this finite quantity with the Lorentzian we obtain:

−∂2
t gn(t)|t=0 =

∫ ∞
−∞

dωω2g̃n(ω) (4.3)

=

∫ ∞
−∞

dωω2 2γ

ω2 + γ2
= +∞. (4.4)

This second sum rule is clearly not respected.
Another hint about the problems of the Lorentzian can arrive from stationarity.

Since:
〈αn(t0)∗αn(t0)〉 = constant

then
2 Re〈∂tαn(t+ t0)∗αn(t0)〉t=0 = 0. (4.5)

Which means that the first derivative in zero should be only imaginary but eiωt−γ|t|
does respect only in "principal value", i.e. the average of the right and left deriva-
tive is imaginary, but they are different and not totally imaginary.
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4.2 Long tails
The mathematical problem with the second sum rule is the slow decay of the
Lorentzian function. To obtain a finite value, g̃n(ω) should decays asymptotically
faster than 1/ω3. In genereal, to have all the sum rules finite, the spectrum of the
propagator should decays faster than any inverse polinomial.

To summarize, a possible correct ansatz for g̃n(ω) should have a Lorentzian be-
haviour for small- frequencies (long-times), an asymptotic "faster than any inverse
polynomial" decay and still be peaked near ωn.

How would change QHGK formulas if we modify the Green-Function? Only
the calculation of τnm. Indeed its resonant part was obtained computing :

τnm =
1

2

∫ ∞
0

dt g∗n(t)gm(t) + gn(t)g∗m(t) =
1

2

∫ ∞
0

dt 2 Re(g∗n(t)gm(t)) =

Using the convolution theorem and time-reversal symmetry, τnm can be rewritten
as:

τnm =
1

4π

∫ ∞
−∞

dω′ Re(g̃∗n(−ω′)g̃m(ω′)) =
1

4π

∫ ∞
−∞

dω′ Re(g̃n(ω′)g̃m(ω′)), (4.6)

where we used that for generic functions f , h:

FT [f ∗ h, ω] =
1

2π

∫ ∞
−∞

dω′ f(ω − ω′)h(ω′)

and
FT [f(t), ω = 0] =

∫ ∞
−∞

dt f(t)

Preliminary tests

In the next chapters it will be discussed how finding an ansatz for the propagator
which satisfies all of our requests. But before that, it is worth doing some tests
to see, or at least have an hint, of what could happen and if the result could be
relevant.

The tests consisted of modifying the matrix τnm and then studying how this
change affected the value of the conductivity.

I have tried:

• a truncated Lorentzian

• a Gaussian τnm
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The first test consisted of imposing a threshold over the Lorentzian τnm. The aim
of this test was seeing hom much the off-diagonal (in energy) terms contribute.
This analysis involves also the form of cnm and vnm (see Eq. 3.22). For instance
if vnm were practically diagonal in energy, the tail of Lorentzian would not matter
in any case.

The second test is imposing a Gaussian shape to τnm. This ensures that the
tails falls fast enough to have all the momenta/sum rules finite (not necessarily
with the correct values, but finite ). Since the spectrum is normalized, zero-th sum
rule, what we take from the tails goes to the peak. Therefore, a Gaussian-kind τnm
would prioritize the near diagonal contribute and as a consequence would further
justify the neglecting of the anti-resonant term.

Test 1: threshold

The Lorentzian τnm has been substituted with:

τ thnm =

{
γn+γm

(ωn−ωm)2+(γn+γm)2 |ωn − ωm| < Mth(γn + γm)

0 elsewhere
(4.7)

where Mth is the threshold parameter.
In Fig. 4.1 there is an example of the importance of the off-diagonal contribu-

tion to κ. However the threshold needed for convergence is not equal for all the
temperatures, is smaller for higher temperature. While analyzing this trend, we
must remember the results presented in the benchmark part of Sec. 3.3: γn(T )
is an increasing function and v2

nm is not homogeneous, but in certain frequency
intervals it is dominated by the near diagonal terms. Combining these two facts,
if only frequencies with |ωn − ωm| < ∆ω contribute to the conductivity, then the
convergence tolerance Mth is:

Mth(T ) ≈ ∆ω

γ(T )
(4.8)

and since γ-s increase with temperature, then Mth decreases. Truth to be told,
we oversimplified a little the discussion, since the ∆ω can be also a function of
the frequency in the following sense: κ =

∑
n κn and every conductivity per mode

could have its own ∆ωn. However, this should not affect the previous qualitative
speech about increasing γ and decreasing number of γ needed to cover the relevant
frequency range.
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Figure 4.1: Ratio κthr(M)/κ for different temperatures.

Test 2: Gaussian

In the second test the Lorentzian function:

τnm =
γ

(∆ω)2 + γ2
, (4.9)

where γ = γn + γm and ∆ω = ωn − ωn, it has been substituted with a function
with the same normalization:

τ gnm = π

√
1

πγ2
e−(∆ω)2/γ2

. (4.10)

The Gaussian function decays faster but for small ∆ω has a larger value, indeed
τgnn
τnn

=
√
π ≈ 1.77. In Fig. 4.2 it is shown a plot of τ gnm/τnm for an a-Si 512 for any

couple n,m of modes. As expected, the Gaussian kernel is higher near the diagonal,
where ∆ω is small, with a maximum of

√
π. Off the diagonal, the ratio between

the two kernels goes to zero. However, it is worth noticing that the broadness of
the near-diagonal/off-diagonal is not constant, it is an increasing function of the
frequency. This was expected, because the broadness of the Gaussian is given by
the γn and on average they do increase together with frequency.

In Fig. 4.3 it can be observed the effect of this "squeezing" of the kernel, for
small temperatures there is almost no effect while for higher ones the "gauss-
conductivity" surpasses the original one.

A possible explanation of this trend could be that in a certain range of difference
of energy all the modes gives somehow the same values of cnmvαnmvβnm, therefore
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Figure 4.2: τ gnm/τnm for a-Si 512 at T = 600. In the axis, the n and m-th indices
of the 512 ∗ 3 = 1536 modes. The maximum is indeed

√
π.

as long the Gaussian decays inside this range, the increase of the peak and the
decrease of the tail, in comparison to the Lorentzian, compensate each other.
However, when γ increases at high temperatures, the Gaussian gets broader and
all the relevant modes are inside the range where the Gaussian is larger than the
Lorentzian. Moreover, as seen in Fig. 4.2 the "larger-than-Lorentzian-zone" is
broader for higher frequencies which are more occupied at higher temperatures,
and almost empty at low temperatures.

All this reasoning could be explained by the structure of other matrices in
Eq. 3.22. For instance, in cnm there is nn−nm

ωm−ωn which decreases when |ωn−ωm| grows
because nn is a convex function. Another guess could be that vnm decreases when
the modes have too different energy, which indeed it happens for small energies,
as seen in Sec. 3.3

To summarize the results of these tests, there is a relevant contribute of off-
diagonal modes and substituting the Lorentzian with a squeezed function, faster
decay but higher peak, can have relevant effects.
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Figure 4.3: The heat conductivity with a Lorentzian and Gaussian kernel for
different temperatures. a-Si 1728.

4.3 Antiresonant term
As seen in Eq. 3.13 classically and accordingly in the quantum case, the complete
τmn should contain a resonant, but also an antiresonant term, proportional to:

τarnm =
(ωn − ωm)2

4ωmωn

γn + γm
(ωn + ωm)2 + (γn + γm)2

(4.11)

Since the antiresonant condition can not be satisfied because all the ωn are positive,
only the tail of this Lorentzian matters. Not only in the quasi-harmonic regime
these tails are neglectable, but there is also a prefactor that we could estimate
of order (γ/ω)2 for the relevant range of frequencies. Furthermore, correcting the
Lorentzian spectrum with another one with faster decay would further decrease
this antiresonant contribute .

Let us verify our suppositions. The easiest way to do it is to define:

τ ′nm = τ 0
nm +

γn + γm
(ωn + ωm)2 + (γn + γm)2

. (4.12)

This will overestimate the effect of the antiresonant term, since we are omitting
the (generally very small in the relevant near-diagonal zone) prefactor (ωn−ωm)2

4ωmωn
.

In Fig. 4.4 there is a plot of the relative error κar−κ
κ

. The correction is of order
0.01%− 0.1% and it does increase with temperature. Also in this case, this trend
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can be explained through γn(T ). We are just adding the tails of a Lorentzian, and
the larger is γ, the bigger is the weight of the tails.

Since even this overestimate of the antiresonant term is small, it confirms in
first approximation we can neglect such antiresonant contribute.
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Figure 4.4: Relative error between the conductivity and the conductivity calculated
with τ ′nm.

4.4 Anharmonic effects on canonical averages

Off-diagonal occupation:〈α∗nαm〉
Until now, we did the expectation value of same-time observables just like we
were in a pure harmonic system. But we are not. Since the hamiltonian has
some anharmonicities, the canonical average should have been done with both
the harmonic part H0 and the anharmonic one HA. Only for this discussion I
will introduce the following notation: 〈·〉eq and 〈·〉A are respectively the canonical
average for a pure harmonic system and for the system with also anharmonicities.

Since we are interested in the quasi-harmonic regime, and for vanishing Vnml
the system becomes a pure harmonic one, we will try a perturbative approach,
approximating the 〈·〉A with a sum of 〈·〉eq. All the discussion will be done for
a classical system, but the corresponding quantum one is very similar and gives
qualitatively the same results.
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Firstly, let us remind that the canonical average for an hamiltonianH is defined
as:

〈A〉 =
1

Z

∫
dξdπ e−βH(ξ,π)A(ξ,π), (4.13)

where Z is the partition function. Let us enunciate the expectation values for some
key quantities in the harmonic case:

〈ξnξm〉eq = δnm
kbT

ω2
n

(4.14)

〈πnπm〉eq = δnmkbT (4.15)

〈α∗nαm〉eq = δnm
kbT

ωn
(4.16)

To evaluate 〈α∗nαm〉A let us start with the partition function:

ZA =

∫
dξdπ e−β(H0+ 1

6

∑
pqr Vpqrξpξqξr) ≈

≈
∫
dξdπ e−βH0

1− β 1

6

∑
pqr

Vpqrξpξqξr +
β2

2

(
1

6

∑
pqr

Vpqrξpξqξr)

)2
 . (4.17)

While the hamiltonian is purely harmonic, we are evaluating Gaussian momenta
and it is well-known that all the odd momenta of the Gaussian are null, therefore
the corrections up to first order are null. Instead, up to second order we have:

ZA = Zeq

1 +
β2

2

〈(
1

6

∑
pqr

Vpqrξpξqξr)

)2〉 (4.18)

Expanding 1
ZA
≈ 1

Zeq

(
1− ZA−Zeq

Zeq

)
and performing similar calculation we obtain

that:

〈α∗nαm〉A =
1

ZA

∫
dξdπ e−β(H0+ 1

6

∑
pqr Vpqrξpξqξrα∗nαn ≈

≈
∫
dξdπ e−βH0

1− β 1

6

∑
pqr

Vpqrξpξqξr +
β2

2

(
1

6

∑
pqr

Vpqrξpξqξr

)2
 (α∗nαn).

(4.19)
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Then, with further simplifications we obtain:

〈α∗nαm〉A ≈
1

Z

1− β2

2

〈(
1

6

∑
pqr

Vpqrξpξqξr

)2〉×
∫
dξdπ e−βH0

1− β 1

6

∑
pqr

Vpqrξpξqξr +
β2

2

(
1

6

∑
pqr

Vpqrξpξqξr

)2
α∗nαn (4.20)

In the end, since the fifth momenta is odd and therefore its average is null, the
correction to 〈α∗nαm〉 is of order |Vnml|2 (also γn is proportional to |Vnml|2). To
summarize, it is safe to assume that when γ/ω → 0 also these off-diagonal terms
can be neglected.

4.4.1 Equilibrium position at finite temperature

In this paragraph it will be shown that 〈αn〉 6= 0 at finite temperature. This
obligate us to redefine partially gn(t). Indeed, we want gn(t) to goes to zero for
large times, but limt→∞〈α∗n(t)α〉 = limt→∞〈α∗n(t)〉〈αn〉 = 〈|αn|2〉 6= 0. For this
reason, as it is commonly done, the product of the averages will be subtracted
from the autocorrelation.

However, let us understand what are the causes and the magnitude of not
null average 〈αn〉. It is well-known that the diffusion of the (quasi-)harmonic
approximation is due the ability to describe the dynamics near the equilibrium.
However, while the average position at T = 0 coincides with the minimum of the
potential, this is not true anymore for T > 0. Indeed

〈ξn〉A ≈
1

Z

∫
dπ

∫
dξe−βHhar

(
1− β 1

6

∑
mjl

Vmjlξmξjξl

)
ξn = −1

2

1

ω2
n

∑
j

Vnjj
kbT

ω2
j

(4.21)
There is a simple physical explanation for these translation, for any finite temper-
ature the average of the anharmonic part is no zero and the equilibrium position
is translated in the material. The ξn,o can be found by an equilibrium of the forces
(let us imagine a spring in a constant gravitational field):

ω2
nξn,0 = −

√
2ωn〈F ∗A,n〉 = −1

2

∑
jl

Vnjl〈ξjξl〉 = (4.22)

= −1

2

∑
j

Vnjj
kbT

ω2
j

. (4.23)

39



CHAPTER 4. LONG-TAIL EFFECTS, FINITE-SIZE EFFECT AND OTHER
APPROXIMATIONS

where FA,n is the anharmonic part of ∂tαn:

F ∗A,n =
i

2
√

2ωn

∑
jl

Vnjl

(
α∗j + αj√

2ωn

)(
α∗l + αl√

2ωn

)
(4.24)

To summarize, due to the anharmonic part of the potential, at finite temperature
the phonon oscillates near an equilibrium position which does not coincide with
the minimum of the potential. Obviously a translation should not affect the fluc-
tuations, which are always implicitly defined as the difference from the average
value.

Then, there are two equivalent solutions. The first one consists of subtracting
the average value which now is not zero. This is the standard procedure when the
average is not zero. Thus gn(t) = 1

nn
(〈α∗n(t)αn〉)−〈α∗n(t)〉〈αn〉) and doing similarly

for the energy flux and Eq. 2.32. The second solution would be of translating the
phonons’ position at every temperature. In other words, let us re-define α as:

α′n =

√
ωn
2

(ξn − ξn,0) +
i√
2ωn

πn (4.25)

With this definition, now 〈αn〉 = 0. With this translation the energy flux , Eq. 3.5,
would change in the following way:

J ′α = Jα +
i

2

∑
mn

vαnmωm
√

2ωnξ0,n(α∗m − αm) =

= Jα +
d

dt 2

∑
mn

vαnm
√

2ωnξ0,n(α∗m + αm),

where in the last equivalence I used ∂t(α
∗
m + αm) = iωm(α∗m − αm). A recently

established gauge invariance [12] states that adding a total derivative to the flux
does not change the conductivity. So we could implicitly work in this translated
basis and assume that 〈αn〉 = 0. Furthermore even without this gauge invariance
it would be easy to prove that extra part in the energy flux is neglectable. Firstly,
because it is proportional ∝ ξ0,n ∝ Vnml and secondly since it depends on time
only through αm , α∗m because the n part is constant, there is no possibility of a
resonance. In the worst case it would contribute as an antiresonant term.

In conclusion, we proved that the not zero average of the anharmonic force
causes no harm, since it can always be absorbed by a translation of the modes,
which does not change the conductivity. For simplicity, we will keep working with
the original basis, implicitly considering gn(t) as the autocorrelation minus the
product of averages.
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Figure 4.5: Caption

4.5 Size effect
The size of the simulated sample is always a compromise between the desire of
having a sample as similar as possible as the real one, which usually has trillion of
particles, and the necessity of limiting the computational weight and time of the
simulation. In particular, while using QHGK on kALDO the bottleneck is given
by the calculation of the γn, which for an amorphous costs (3N)3, where N is the
number of atoms. On the other hand, if there are not enough atoms, it is likely
that the DOS will not be accurate.

Taking these two necessities in account, in this section we will discuss how the
DOS and the results changes with the size, and then how using replicas of the
supercell to speed up the calculation of the line-widths γn for larger systems.

Firstly, let us observe the importance that size can have. In Fig. 4.11 there
is a plot of κ(T ) for the a-Si 512 and 1728 system. The larger system has an
higher conductivity. This considerable difference proves that the 512 is still not at
convergence in size. This is probably due to the DOS. The number of modes should
be almost infinite in a real system and consequently the DOS should be dense,
instead in our case we have few hundreds or thousands of modes and therefore
the DOS is discrete and not at convergence. Such different DOS can be seen in
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Figure 4.6: Density of states for a-Si 1728 and 512.

Fig. 4.6 and it can be noted that especially the low frequency regime is different:
the 512 system is emptier there. Reasoning about crystals, this behaviour for
low frequencies is perfectly natural. In a crystal that range is populated by small
q−vectors since ω ∝ q and small wavevectors are connected to long wavelengths.
Indeed, for a finite sample the smallest q ∼ 2π/L where L is the length of the
sample.

What are the consequences of a too empty DOS? Well, the γn are calculated
with Eq. 3.17, where the DOS plays an important role through the presence of
the δ function. Roughly speaking, the δ counts how many channels a mode can
decay while satisfying the resonance condition. Numerically, the δ function is
approximated with a peaked function (Gaussian, triangular, etc...) with a peak of
order ∼ 1/∆ω and a broadness of order ∆ω, where ∆ω is the distance between
two consecutive frequencies and obviously it is itself a function of the frequency.
Mathematically, the δ function is well defined when the frequencies are dense, i.e.
∆ω → 0. This explain why having a large sample and consequently a good DOS
is important to compute correctly the life-times. In Fig. 4.7 there is a comparison
of γn− νn for a-Si 512 and 1728. It can be observed that the shape of the function
is very similar, but the larger system have higher γn. This proves 512 is not large
enough to have a reliable γn − ωn plot.
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Figure 4.7: γn and ν = ω/2π for a-Si 512-1728. T = 600 for both.

Is instead 1728 large enough? Fig. 4.8, drawn from Isaeva et al. [9], shows that
there is indeed a difference between a-Si 1728 and its larger version 13824, but such
difference is significant only at T . 100K and its due to the low frequencies. To
understand the plots, let us define a couple of quantities: the differential κ′(ω) and
the conductivity accumulation function κ(ω).

The first quantity gives the contribute of every frequency to the conductivity.
It is defined as:

κ′(ω) =
1

3V

∑
α

∑
nm

∆(ω − ωn)cnm(vnm)2τ 0
nm (4.26)

where ∆(ω − ωn) is a broadened approximation of a delta function. The accumu-
lation function is just the integral of κ′:

κ(ω) =

∫ ω

0

dω′ κ′(ω′). (4.27)

Obviously κ(ω →∞) = κ.
Now, we can analyze Fig. 4.8. Looking at the accumulation function, it is clear

that at 100K the difference is far greater that at 600K, but apart from the first
part of the plot the accumulation function are parallel. This is easily explained
looking at κ′(ω). The contribute of the 13824 system is bigger just for the low
frequency regime, which is reasonable since it is the zone where the 1728-DOS is
emptier. The lack of low frequency also explain the temperature trend. At low
temperatures, the low frequencies dominate due to their higher occupation nn.
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Figure 4.8: The differential and cumulative κ for a-Si 1728 and 13824 at T = 100
and 600K. Figure drawn from [9].
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How can we improve the DOS and the results avoiding the time-expensive
brute force method of truly simulating very large systems? An intelligent use of
replicas of the supercell can help. With that, I meant treating the amorphous like a
crystal, replicating the 1728 atoms supercell few times, and then using all the usual
periodic tools (bloch states et cetera). For details see kALDO’s documentation.
One of the advantages of this approach is that when the system is periodical the
dynamical matrix, whose eigenvalues are the frequencies, is a block matrix, where
every block has the dimension of an elementary cell. For instance, if my system
is obtained replicating k times a cell with N atoms, then I have to diagonalize k
times a N ×N matrix, instead of diagonalizing once a kN × kN matrix.

In Figs. 4.9-4.10 the DOS of a (3, 3, 3) and (5, 5, 5) replicas is plotted, where
with (a, a, a) I meant that the 1728 atoms elementary cell has been replicated a
times in each direction. Comparing these figures with Fig. 3.6 we see major differ-
ences only in the low frequencies range, while the other part of the plot remains
pretty much unchanged. It is important to notice that now the low frequency
regime of the DOS has a parabolic ∝ ν2 or, as it should be.

This quadratic behaviour is a well-known effect of spatial periodicity. However
quite often the glasses are homogeneous after a certain scale, so we could expect
that the small wavelength q and small ω limit (ω ∼ csq) of the periodic system
would coincide with the low frequency behaviour of the large-size amorphous sys-
tem.
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Figure 4.9: a-Si 1728 replicated (3, 3, 3)
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Figure 4.10: a-Si 1728 replicated (5, 5, 5)

Fitting decay rates γn from a small sample

With few replicas we obtained more physically reliable DOS, speeding up of a
factor k in comparison of an amorphous with Nk atoms, where k is the number
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of replicas. Just to say some numbers, for the (5, 5, 5) case we gained a factor
53 = 125.

However, as said before, the biggest computational problem when growing in
size, it is the calculation of all γn, which has a cost proportional to N3. The replicas
could help, but the cost would remain of order N3 ∗ k2. Luckily, periodicity and
a fit can still save the day. At the moment we, the authors of [9] and me, are
working to this project.

The idea is to fit the γs as a function of the frequency γn = γ(ωn) for a system
of reasonable size and then use this function γ(ω) for a larger system of the same
kind. For instance if we assume that a-Si 1728 has a γn − ωn plot pretty much at
convergence in size, we could use it to fit the function γ(ω). Then we would use
such function over the frequencies calculated with the replicas and magically we
would obtain the γn for the replicated system. In this way we could fill the "holes"
in the DOS of Fig. 3.6 and obtain the γn of these extra frequencies almost for free.
To summarize, the procedure is:

• Simulate a system of size N and compute the γn

• use the γn to obtain a fit f(ω) = γn(ω)

• calculate the frequencies for a replicated system kN (not the line-widths,
which are expensive!)

• Compute the γn for the replicated system applying the f(ω) on the frequen-
cies. This scales as Nk.

• then calculate the conductivity for the replicated system

Fitting γn: results

The fit-and-replica method has been applied for the a-Si 1728 system. The system
has been replicated (3, 3, 3) times, so we have 33 = 27 times more modes. Indeed
we have previously seen that Figs. 4.9-4.10 have pratically the same DOS, so it is
safe to assume that we have a convergence in size for the DOS.

The important points of the simulation have been the following ones. Firstly,
simulating in the usual way a-Si 1728. Then, using Python3 library scipy.interpolate
the linewidths have been interpolated. For building the interpolating function it
has been used :

s p l = sc ipy . i n t e r p o l a t e . s p l r ep (x , y ) ,

where x are the frequencies and y the γ. This command finds the coefficient for
a polynomial interpolation, then to calculate the γ of the replicated system it has
been used:
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gamma_k[ phonons_with_k . physical_mode ] =\
sc ipy . i n t e r p o l a t e . sp l ev (\
phonons_with_k . f requency [ phonons_with_k . physical_mode ] , s p l ) ,

where physical mode is mask of True and False that can be potentially used to
impose some cut-off. Since the plot γn − ωn is quite noisy, Fig. 3.5, before fitting
it have been implemented also an average by blocks, in order to have a smoother
plot. For details see App. 8.2. Finally, the program with the replicated system has
been launched as usual, but instead of calculating the linewidths from scratch, it
used the γns computed by interpolation.

In Fig. 4.11 there is a plot of the ratio between the extended (through replica-
tion system’s heat conductivity and the normal a-Si 1728. While it is clear that
the relative difference can be neglected for higher temperatures (3% at 100K and
∼ 1% at 300K), on the other hand it is notable for very low temperatures: at
T = 25 the ratio κext/κ is of order 3! This proves the importance of having a good
DOS also for small frequencies. At low temperatures, the less energetic modes ,
low frequencies, are by far the most occupied ones and can dominate the conduc-
tivity. Up until now, we had an "empty" DOS for low frequencies, which was not
a problem for large temperatures, but it is for low ones. Another positive point
is that the value of κ has increased with this fit-and-replica technique and indeed
Fig. 3.2 had shown that QHGK gives a lower conductivity than the experiments,
for small temperatures.

Finally, we should compare our results of the replicated system with the a-Si
13824 studied by Isaeva et al. [9]. In Fig. 3 of such article (here reported as
Fig. 4.8) it was shown how the 13824 system had a larger conductivity than the
1728 one, but the difference was very small for T = 600 and quite import for
T = 100 and the difference were given mainly by the low frequencies. This is
exactly what is happening with the replicas. This strongly suggests that there is
indeed a size of the amorphous such that replicating that sample or studying a
bigger amorphous sample of the same material gives the same result.

The effect of long tails on larger size

During the numerical experiments with τnm we observed the weight of off-diagonal
term, for instance in Fig. 4.1. It is reasonable asking if such behaviour also changes
with size, or if with an higher density of modes the diagonal terms become more
dominant or if nothing changes. Fig4.12 seems proving that even if the the DOS
is densier, the off-diagonal terms have pretty much the same contribute.
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Figure 4.11: The ratio of κext/κ for a-Si 1728 and its replicated (3, 3, 3) system.
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Figure 4.12: The effect of threshold at T = 300K for a-Si 1728 and its replicated
(3, 3, 3)-version
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Chapter 5

Memory Function Formalism

In this chapter a new, more physical, phonon propagator will be suggested and
studied. In order to obtain that, I will use the Mori function formalism (Mori 1965
[13]). Using such a formalism it can be demonstrated that for a dynamical variable
A the average autocorrelation CA(t) = 〈A(t)A(0)〉 = 〈A(t+ t0)A(t0)〉 obeys to the
following time evolution:

[∂t + iΩ]CA(t) +

∫ t

0

dt′ Γ(t− t′)CA(t′) = 0 (5.1)

where there is an harmonic part given by the frequency Ω and a memory contribute
given by the convolution of CA(t) and the memory function Γ(t). The memory
function is also called the damping function for reasons that will be clearer later.

Before explaining the theory, how the physics of the systems gives Γ and Ω and
the consequences, let us notice immediately some advantages of this formalism. If
Γ(t) is a regular function, then

[∂t + iΩ]CA(t = 0) = 0

the first derivative in zero is imaginary, which is a condition requested by station-
arity (Eq. 4.5) and that was not respected by the eiωt−γt model. Also the second
derivative at t = 0 is finite, indeed:

∂2
tCA(t) = −(Ω2 + Γ(t = 0))CA(t) (5.2)

Using the correct memory function, all the derivatives would be correct. However,
the last expression shows that for having a correct zero-time second derivative
only Γ(t = 0) is needed, not the entire memory function. This will be useful for
approximations of the memory function.

At this moment, this model seems full of promises. It seems capable of describ-
ing the long term damping and also the short time behaviour.
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5.1 The memory function formalism
I will partially follow the discussion in [6] Ch.5. I will start with the classical case
for a generic variable A, but the conversion to the quantum case is trivial. Finally,
the theory will be applied on the observable of our interest : ân.

There are two main ingredients of the theory: the Liouvillian operator L and
the projectors P , Q.

The Liouvillian operator is the operator responsible for time evolution:

∂tA(t) = {A(t), H} = iLA(t)

where , indicates the Poisson Brackets. For the Quantum case there is the com-
mutator [, ] instead. The formal solution is A(t) = eiLtA(0). If we insert it in the
correlation definition we obtain:

CA(t) = 〈A(t)A〉 = 〈A(0)A(−t)〉 = 〈A(0)e−iLtA(0)〉 (5.3)

where we used time translation invariance, which always holds for equilibrium
averages. Applying a Laplace transform defined as:

C(z) =

∫ ∞
0

dt C(t)eizt

we obtain
C(z) = 〈A 1

z − L
A〉 (5.4)

where z is a complex variable. It is tempting to interpret this expression as a
matrix element of the operator (z−L)−1 and the vector |A〉. We can do it, we just
have to define a scalar product. The easiest one would be 〈A|B〉 = Trρ̂0A†B or
for classical variables 〈A∗B〉eq, but since we are interested in when the fluctuations
disappear, it is better to work with zero average quantities or to define the following
scalar product:

〈A|B〉 = 〈A†B〉eq − 〈A†〉eq〈B〉eq, (5.5)

where 〈A†B〉eq = Tr(ρ0A†B). For the quantum case instead is often more useful
the following product:

〈Â|B̂〉 =
1

β

∫ β

0

dλ [〈Â†B̂(i~λ)〉eq − 〈Â†〉eq〈B̂(i~λ)〉eq] (5.6)

where as usual:
B̂(i~λ) = e−λĤB̂eλ

ˆ̂
H

52



CHAPTER 5. MEMORY FUNCTION FORMALISM

In any case, most of Mori formalism is independent of the chosen scalar product.
All these scalar products satisfy the defining properties of an Hilbert space:

〈A|A〉 ≥ 0 (5.7)
〈A|bB + cC〉 = b〈A|B〉+ c〈A|C〉 (5.8)

〈A|B〉∗ = 〈B|A〉 (5.9)

These description is useful to give a "geometrical" representation of the auto-
correlation. Apart from a normalization, CA(t) is the projection of A(t) along the
direction A(0). With this in mind, it is understandable why we should define the
projector P and its complementary Q:

P = |A〉 1

〈A|A〉
〈A| = 1−Q (5.10)

These projectors have the usual properties:

P † = P Q† = Q

P 2 = P Q2 = Q

PQ = QP = 0

and inside their subspace they act as the identity matrix (of that subspace).
Mori’s brilliant idea is to divide the effect of L into the part that leaves A

parallel to itself and the orthogonal one. Let us therefore write L = LP + LQ,
since P +Q = 1. Then it is convenient to use this algebraic operator identity:

1

X + Y
=

1

X
− 1

X
Y

1

X + Y
. (5.11)

With this, we obtain:

C(z) = 〈A| i

z − L
|A〉 = 〈A| i

z − LP − LQ
|A〉 = (5.12)

= 〈A| i

z − LQ
+

i

z − LQ
LP

i

z − LQ
|A〉 (5.13)

Let us consider the first term in Eq. 5.12, it is just:

〈A| i

z − LQ
|A〉 =

i

z
〈A|A〉 =

i

z
C(t = 0). (5.14)

This result can be obtained reminding that P |A〉 = A Q|A〉 = 0 and through the
expansion:

i

z − LQ
=
i

z
[1 +

1

z
LQ+

1

z2
LQLQ+ . . . ]. (5.15)
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All the terms, apart from the first one, finish with a Q, so they disappear when
applied on |A〉. Now we use the definition of P (Eq. 5.10) on the second term of
Eq. 5.12:

P
i

z − L
|A〉 = |A〉 1

〈A|A〉
〈A| i

z − L
|A〉 = |A〉C−1(t = 0)C(z). (5.16)

Now, if we put everything together, we obtain:

C(z) =
i

z
C(t = 0) + 〈A| i

z − LQ
L|A〉C(t = 0)−1C(z) (5.17)

It is still missing a last trick, let us multiply by z and use again the operator
identity Eq. 5.12:

〈A| z

z − LQ
L|A〉 = 〈A|[1 + LQ

1

z − LQ
]L|A〉 = (5.18)

= [Ω− Γ̃L(z)]C(t = 0) (5.19)

where
Ω = C(t = 0)−1〈A|L|A〉 = iC(t = 0)−1〈Ȧ|A〉 (5.20)

and

Γ̃L(z) = 〈A|LQ 1

z − LQ
L|A〉 = 〈Ȧ| Q

z − LQ
|Ȧ〉 = (5.21)

= 〈Ȧ|Q 1

z − LQ
Q|Ȧ〉. (5.22)

In the previous equations we used the definition of L and the property of Q2 = Q.
After all this manipulation we, finally, find that:

C(z) =
iC(t = 0)

z − Ω + iΓ̃L(z)
(5.23)

where Γ̃L(z) is the Laplace transform of the memory function. If z is restricted
to imaginary values z = iω, then the Laplace transform reduces to the Laplace-
Fourier one and the previous expression becomes:

C̃(ω)LF =
C(t = 0)

i(ω + Ω) + Γ̃LF (ω)
. (5.24)

both this and the previous one are , respectively, the Laplace and Laplace-Fourier
transform of Eq. 5.1. To summarize, we have proven that C(t) follows Eq. 5.1,
where the Ω and the memory function in the time domain are obtained computing:

Ω =
i

〈A|A〉
〈Ȧ|A〉 (5.25)
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Γ(t) =
1

〈A|A〉
〈Ȧ|Qe−iQLQtQ|Ȧ〉. (5.26)

Let us analyze the second expression. If we forgot the projector, then Γ(t) would
be just the autocorrelation of Ȧ, which can be interpreted in many cases as a
"force". But what matters in the memory/damping is the orthogonal part of this
"force". In other words, the correlation decreases in time because the observable
A "decays" in the orthogonal space. This phrase remind the Fermi Golden Rule
and it is not a case, as we will see. All the previous discussion can be repeated in
the quantum case, substituting the classical Liouville operator with the quantum
corresponding one (defined with the commutator instead that with the Poisson’s
brackets) and using the scalar product defined in Eq. 5.6.

5.2 Phonon propagator
Let us treat the phonon case now. Since it is easy to move from quantum to
classical, let us do only the former one. The time derivative of ân, using Heisenberg
equation, is

˙̂an = −iωnân −
i~1/2

2

∑
jl

Vnjl√
8ωnωjωl

(â†j + âj)(â
†
l + âl) (5.27)

where we can identify an harmonic part, which keeps ân in the original subspace,
and an anharmonic part, which projects in the orthogonal subspace. Reminding
the definition of the scalar product and that all the odds momenta are null we
obtain that:

Ω = −ωn
and

Γn(t) =
1

2nn

~
8ωn

∑
jl

|Vnjl|2
1

ωj

1

ωl
×

×
[
(〈â†j(t)âj(0)〉+ 〈âj(t)â†j(0)〉)(〈â†l (t)âl(0)〉+ 〈âl(t)â†l (0)〉)

]
, (5.28)

where in the second expression we used the properties of Q such that Q2 = Q and
the projector acts as the identity in its own subspace. Everything on an higher
order than V 2

nml has been neglected. A similar discussion, with Mori formalism
applied to another glassy system, can be found in Gotze, 2000 [8].

Let us make the point of the situation. We started with a system of coupled
dynamical equations, since the Heisenberg equations for ân are coupled by the
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anharmonic part. Then, with Mori formalism we wrote N dynamical equation for
the autocorrelator, however they are still coupled through the memory function.
At least, now we have a self consistent problem. While having a self consistent
problem is often an advantage, this does not look like a huge step-forward in the
resolution of the problem. Indeed, a real progress will come after an introduction
of a simple ansatz for the memory function.

Before approximating, let us evaluate the potential of Mori equation of motion.
At least, it must give us more than the Fermi approximation. In order to do so, we
will recover the Fermi limit and we will compute the zero-time second derivative.

5.3 Golden Rule Limit
Fermi Golden Rule is nothing else than the long-time limit of first order time-
dependent perturbation theory. Which means that we should use the unperturbed
time evolution, gn(t) ∝ eiωnt, in the calculations and then perform a limt→∞.

The long time limit is fundamental, because in Eq. 5.1 the memory function
acts in a convolution:∫ t

0

dt′ Γ(t− t′)Cân(t′) =

∫ t

0

dt′ Γ(t′)Cân(t− t′)

where we used the symmetry property of convolution (a simple change of variables
is enough to prove it). Now, let us use the unperturbed propagator, omitting the
normalization, : Cân = g0

n(t) = eiωnt. Thus:

lim
t→∞

∫ t

0

dt′ Γ(t′)eiωn(t−t′) = eiωntΓ̃LF (ωn) = Γ̃LF (ωn)g0
n(t) (5.29)

From a physical point of view, we could say that for long times, the convolution
is a frequency filter. If the autocorrelation oscillates at a certain frequency, after
enough time all that matters is the part of memory which oscillates in resonance.
Now, if we have to compare this result to the one to obtain an exponential decay :{

∂tgn(t) = [iωn − γn]gn(t)

gn(t = 0) = 1
(5.30)

it is clear that we should compare:

Re Γ̃LF (ωn)⇔ γn

where γn is as usual is the line-width obtained by FGR. To summarize, the real
part of the memory function transform acts like a damping constant, while its
imaginary part produces a shift in the oscillation frequency.
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Now we must compute Eq. 5.28 and its transform using the purely harmonic
propagator. We should perform the Laplace-Fourier transform, but since I am
more used to the Fourier transform, let us rewrite the former using the latter. As
it is shown in App. 8.1, the LF transform can be seen as a Fourier transform of a
function which is zero for t < 0. Thanks to that, there are simple equations between
the LF transform of a function f(t) and the Fourier transform of a conjugated
function f(−t)∗ = f(t). Therefore

Re Γ̃LF (ω) =
1

2
Γ̃(ω) (5.31)

Im Γ̃LF (ω) =
1

2πi

∫ ∞
−∞

dω′
1

ω′
Γ̃(ω − ω′) (5.32)

Furthermore, since Γ(t) has been extended for t < 0 with the hypothesis that
Γ(−t)∗ = Γ(t), the Fourier Transform Γ̃(ω) is real. However, it is important to
remind that this is only a trick to perform the LF transform, the physical memory
function is a causal function Γ(t < 0) = 0, since only events in the past, t− t′ > 0,
can influence the dynamics.

Finally, let us compute Γ̃(ω), reminding that FT [eiωnt, ω] = 2πδ(ω − ωn):

Γ̃n(ω) =
1

nn

π~
8ωn

∑
jl

|Vnjl|2

ωjωl
×

×

[
njnlδ(ω − ωj − ωl) + njnl(e

β~ωj + eβ~ωl)δ(ω + ωl − ωj)+

+ (nj + 1)(nl + 1)δ(ω + ωj + ωl)

]
(5.33)

and after some algebra it can be noticed that indeed:

Re Γ̃LFn (ωn) =
1

2
Γ̃n(ωn) = γn, (5.34)

where we used that δ(ωn + ωl + ωj) is never satisfied. This is a comforting result
since it proves that indeed in the quasi-harmonic regime the long-time propagator
is the same, whether we use FGR or Mori formalism.

5.3.1 Classical limit of Fermi Golden Rule

In the previous paragraph it has been shown that in the right conditions Mori
Memory function formalism leads to FGR. However, while FGR has been intro-
duced in the quantum framework, Mori memory formalism is well defined also in
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the classic case. This suggests an important possibility: the exponential decay in
the long time limit can be found with just the classical mechanics. Instead, it is
usually derived doing the classical limit of the purely quantum expression.

Let us try to apply classic Mori theory in the Golden Rule regime. After similar
calculations, we obtain the classical Γn(t):

Γn(t) =
1

2nn

1

8ωn

∑
jl

|Vnjl|2
1

ωj

1

ωl
×

×
[
(〈α∗j (t)αj(0)〉+ 〈α∗j (0)αj(t)〉)(〈α∗l (t)αl(0)〉+ 〈α∗l (0)αl(t)〉)

]
, (5.35)

which is the analogous of Eq. 5.28. Then, if we perform the Golden Rule limit,
which means assuming 〈α∗j (t)αj(0)〉 = eiωjt, Fourier transforming and considering
only ω = ωn. Thus, we obtain:

1

2
Γ̃n(ω) =

1

nn

π

8ωn

∑
jl

|Vnjl|2

ωlωj

1

2
njnl×

[δ(ω − ωj − ωl) + δ(ω + ωj + ωl) + δ(ω − ωj + ωl) + δ(ω + ωj − ωl)] (5.36)

and consequently

1

2
Γ̃n(ωn) =

1

nn

π

8ωn

∑
jl

|Vnjl|2

ωlωj
njnl×[

1

2
δ(ωn − ωj − ωl) + δ(ω − ωj + ωl)

]
, (5.37)

where now we have nn = kbT/ωn. Indeed, this is Eq. 3.17 in the classical limit i.e.
when ~ω/kbT � 1 and therefore eβ~ωn ≈ 1 + ~ωn/kbT .

These few lines prove that also in the classical regime the autocorrelation decays
and that the exponent of such decay is indeed given by the classical limit of FGR.

5.4 Zero-time derivatives
Since the long-time limit has been checked, let us see move to the short time
one. Now we should compare the second sum zero-time derivative calculated with
Heisenberg equation and the one obtained with the memory function. For the
latter case, Eqs. 5.2-5.28 yield to:

− ∂2
t gn(t = 0) = (ω2

n + Γn(0))gn(t = 0) (5.38)
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where
Γn(t = 0) =

1

2nn

~
8ωn

∑
jl

|Vnjl|2
1

ωj

1

ωl
(2nj + 1)(2nl + 1) (5.39)

Now, let us evaluate the second derivative in the usual Heisenberg way, using
Eq. 5.27 and computing:

−∂2
t gn(t = 0) =− ∂2

t

(
1

nn
〈â†n(t)ân(0)〉 − 〈â†n(t)〉〈ân(0)〉

)
|t=0 (5.40)

=
(
〈 ˙̂a†n(t) ˙̂an(t)〉 − 〈 ˙̂a†n(t)〉〈 ˙̂an(t)〉

)
|t=0 (5.41)

where also 〈 ˙̂a†n(t)〉〈 ˙̂an(0)〉 is included because we are considering the difference
between the correlation and the average value, as it was specified in the choice of
the scalar product. In this case 〈ȧ〉 6= 0 because of the anharmonic part of Eq. 5.27.
Moreover, the equivalence between the second and third term is obtained by using
properties of time-correlations. To be more specific, for a general variable A:

∂2
t 〈A(t)A(0)〉eq = ∂t〈Ȧ(t)A(0)〉eq = ∂t〈Ȧ(0)A(−t)〉eq = −〈Ȧ(0)Ȧ(−t)〉eq (5.42)

Finally, using Eq. 5.27 and Wick’s theorem to compute Eq. 5.40:

−∂2
t gn(t = 0) = nn(ω2

n + Γn(t = 0)) (5.43)

where as we recall gn(t = 0) = nn (in this section). This discussion proves some
interesting. Firstly, we are consistent in our calculation, as long as we use Mori
formalism without any approximation, the zero-time derivatives are correct, at
least up to the second one. Secondly, to have the correct second sum rule/time-
derivative only Γ(t = 0) matters. This is extremely useful. It does mean that as
long as we approximate Γ(t) using a function that have the same initial value and
it reproduces that long-time exponential behaviour, we have already an improved
propagator.
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5.5 Langevin approach
All these results could have been found using a Generalized Langevin equation.
However, even if the derivation in the Mori Formalism is more straightforward, the
Langevin equation gives a more intuitive physical description of the phenomena.
Therefore a brief comparison between these two methods will be presented(for
details see Ref. [10]).

A Generalized Langevin (GL) Equation for a variable X has the following
expression :

∂tX(t) = −iΩX −
∫ t

0

dt′ Γ(t− t′)X(t′) +R(t) t > 0, (5.44)

where Ω is a frequency responsible for an harmonic oscillation, Γ(t) is a memory/-
damping function and there is also the stochastic force R(t). Such a force has the
following properties:

〈R(t)〉 = 0 (5.45)
〈R(t1)X(t2)〉 = 0 if t1 ≥ t2 (5.46)

With just these definition it is straightforward to see the well-known connection
Mori-Langevin. If we right-multiply Eq. 5.44 byX(0) and then perform an average,
we obtain:

∂t〈X(t)X(0)〉 = ∂tCX(t) = −iΩCX(t)−
∫ t

0

dt′ Γ(t− t′)CX(t′), (5.47)

where 〈R(t)X(0)〉 = 0. This is a Mori equation. This roughly shows the connection
between Mori formalism and Langevin Generalized equation: if physical observable
obeys a GL equation, then its average autocorrelation must obey a Mori equation.
Indeed, in its original article [13] Mori started by a GL kind equation.

What is the role of R(t)?. Those that are familiar with Langevin equation
(general or not) know that an evolution with only damping does not conserve
some quantities. For instance, a free particle with just damping does not conserve
the energy, and with only a white-noise like stochastic force it does increase, on
average, its kinetic (which for a free particle is all) energy. So, in order to main-
tain the stationarity of certain quantities like energy or the occupation of a mode
〈â†n(t0)ân(t0)〉 = nn there must be an equilibrium between the stochastic force
and the memory/damping function. This is a particular case of the Fluctuation-
Dissipation Theorem [10](FDT). In this case the FDT claims that:

Γ(t) ∝ 〈R(t+ t0)R(t0)〉, (5.48)
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where the proportionality ∝ is due to the omission of a normalization constant,
which is determined by the observable we are treating.

In our phonon problem, what has the role of the stochastic force. In Eq. 5.27 the
equation of motion of the annihilation operator is determined by an harmonic part
and an anharmonic one. Comparing that equation to Eq. 5.44 it seems reasonable
to identify the stochastic force to the anharmonic part. The zealous reader is
suggested to try to obtain the Mori’s results in the Langevin’s framework using
the assumption that:

〈R̂†n(t)R̂n(0)〉 = 〈F̂ †A,n(t)F̂A,n(0)〉 − 〈F̂ †A,n(t)〉〈F̂A,n(0)〉 (5.49)

where F̂A,n is the anharmonic part of Eq. 5.27:

F̂A,n = −i~
1/2

2

∑
jl

Vnjl√
8ωnωjωl

(â†j + âj)(â
†
l + âl).

The average value of this anharmonic force is the reason why the average position
of the mode is not null at not-zero temperatures, but as a spring in constant force
field, the average position is translated. This is an unavoidable effect of working
with potentials which are not symmetric in respect of the equilibrium position,
which is natural for potentials expanded up to third order.

5.6 From Markovian to Gaussian memory approx-
imation

In the next chapter an approximation to the memory function and the relative
results will be discussed. The memory function will be modeled with a Gaussian.
Such a choice is quite common for this kind of problem concerning response func-
tion and propagators, and it presents various advantages. Not only a Gaussian
memory simplify the calculations and it keeps almost everything analytic, but as
we will see it ensures the existence of all the sum rules.

Before entering in the details, it is worth understanding the physical meaning
of such a choice. The original exponential propagator can be obtained in Mori
Formalism within the Markovian or instantaneous memory approximation. Indeed,
if

Γn(t) = 2γnδ(t),

then Eq. 5.1 becomes Eq. 5.30 and we go back to the original propagator. There is
a 2 factor because one of the extremes (t = 0) of the integration is the condition for
the δ function and this produce an extra 1/2 factor:

∫ b
a
dx δ(x− a)f(x) = 1

2
f(a).
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Looking at Eq. 5.38, it can be noticed that the divergence of this Γ(t) at t = 0 is
the reason of the divergence of the zero-time second derivative. Since this second
derivative is composed by ω2

n plus Γn(t = 0), to have a finite derivative/sum rule
a finite a regular Γ(t) is needed.

Therefore, let us try a smoother version of the δ:

Γn(t) = 2γn
1√

2πτn
e−t

2/2τ2
n (5.50)

With this ansatz we are saying that now the dynamics of gn(t) is not determined
only by the same-time /instantaneous contribute, but also from what happens in
a time-range of order τn (not to be confused with the matrix τnm). Needless to
say, if τn → 0 Γn(t) goes back to a δ function. Moreover, if τn > 0,

Γn(t = 0) = γn
1√

2πτn
(5.51)

is finite. In the next chapter, it will be studied how this memory function changes
the propagator and consequently the conductivity and how this parameter τ de-
pends on the physics of the system.

62



Chapter 6

Quasi-Harmonic Green-Kubo with
Gaussian Memory

In this chapter we will obtain and thoroughly study a more physical phonon propa-
gator gn(t) using Mori formalism together with a Gaussian memory function. This
is a way of going beyond the Instantaneous/Markovian memory approximation,
which would lead to the Lorentzian spectrum, as explained in the previous chapter.

One of the advantage of working with a Gaussian is that most of the calculations
concerning Fourier Transform can be done analytically. Indeed:{

Γn(t) = 2γn
1√

2πτn
e−t

2/2τ2
n

Γ̃LF (ω) = γne
−τ2

nω
2/2
[
1− iErfi[ τnω√

2
]
]

= γne
−ω2/σ2

n

[
1− iErfi[ ω√

2σn
]
]
,

(6.1)

where clearly σn = 1
τn

and where Erfi is the imaginary error function as defined
on Mathematica. Using Eq. 5.24 and the relations between LF and FT transforms,
we obtain:

g̃n(ω) =
2 Re Γ̃LFn (ω)

(ω − ωn − Im Γ̃LFn (ω)) + (Re Γ̃LFn (ω))2
= (6.2)

2γne
−ω2/2σ2

n

|γe−ω2/2σ2 + i(ω − ωn − γne−ω2/2σ2
nErfi(ω/σn

√
2))|2

. (6.3)

6.1 General observations and sum rules
Few general observations must be done about this spectrum:

• asymptotically goes to zero as a Gaussian, faster than any inverse polynomial⇒
all the momenta/sum rules are finite.
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• for small ω and therefore long times it behaves like a Lorentzian

• if τn → 0 and σ → ∞, then Γ̃LFn (ω) ≈ γn and the spectrum goes back to a
Lorentzian

The first observation can be proved using the asymptotic expansion of Erfi function
(for details see the PDF in this link) :

Erfi(z) ∝ z√
−z2

+
1√
πz
ez

2

(1 +O(
1

z2
)); |z|2 →∞

since the Erfi function in Eqs. 6.1-6.2 is multiplied by a Gaussian with an oppo-
site exponent, the denominator of Eq. 6.2 is at most polynomials asymptotically.
Therefore the decay for ω →∞ is dominated by the Gaussian at the numerator.

The second point is proved reminding that Erfi(0) = 0 and obviously e0 = 1,
therefore:

g̃n(ω ≈ 0) ≈ 2γn
(ω − ωn)2 + γ2

n

which is exactly the Lorentzian spectrum. Since for a regular function the very
long time-limit is determined by the low- frequency behaviour of the transform,
this proves that the long time limit is indeed an exponential decay with the same
γn exponent.

In Figs. 6.1-6.2 some properties of gn(t) can be observed for some parameters
arbitrary chosen, together with a comparison with the "old" propagator e(iωn−γn)t.
In Fig. 6.1 Re gn(t) presents an oscillating behaviour together with an overall decay,
as expected. In Fig. 6.2 the decay is studied. First the oscillation is eliminated
multiplying gn(t) by e−iωnt, then the natural logarithm is applied. Comparing
ln(Regn(t)e-iωn(t)) to −γnt, it can be observed a good agreement. However, in
the latter figure not all the oscillating part is eliminated. Due to the memory
function there is a frequency shift of the peak and therefore gn(t) is oscillating
with frequency ωn + δωn.

Indeed the shift of the resonance is a common phenomena and in quantum field
theory it is associated with the self-energy of the phonons. As long as this shift is
small compared to ωn, Im Γ̃LF (ω) can be approximated by a costant near ωn and
δωn can be estimated by:

δωn ≈ Im Γ̃LF (ω) = γne
−ω2

n/σ
2
nErfi[

ωn√
2σn

]

We have a δωn proportional to γn, so in the quasi-harmonic limit it should be
negligible, however it is interesting to notice that is not constant for any mode,
therefore it could change the "distance" between modes ωn − ωm → ωn − ωm +
δωn − δωm.
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t
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0.5

1.0

g_n(t)

Figure 6.1: Dashed line: Re gn(t) for (ωn, γn, σn) = (1, 0.3, 3.3) obtained by Nu-
merical Inverse fourier transform. Straight line: gn(t) = e(iωn−γn)t. Calculations
performed using Mathematica.

1 2 3 4 5 6

-1.5

-1.0

-0.5

Figure 6.2: Re ln(gn(t)e−iωnt) for (ωn, γn, σn) = (1, 0.3, 4) obtained by Numerical
Inverse fourier transform and −γnt. Calculation performed using Mathematica.
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Now it is time to check the sum rules. Mori formalism with the correct Γn(t = 0)
should automatically guarantee the zero, first and second sum rules, here reminded:

1. gn(t = 0) = 0

2. ∂tgn(t)|t=0 = iωn = i
2π

∫∞
−∞ dω ωg̃n(ω)

3. −∂2
t gn(t)|t=0 = ω2

n + 2γn√
2πτn

All the following plot has been done using the software Mathematica. In Figs. 6.3-
6.4 it can be observed how the normalization is respected while varying τn and ωn,
respectively. Also the first sum rule is perfectly respected, as showed in Fig. 6.5.
Finally, in Fig. 6.6 there are various plots of the second sum rule as function of
τn, for different values of ωn. Also in this figure, the analytical formula and the
results obtained by a numerical calculation of the second momenta of the spectrum
coincide. Moreover, this plot shows how the second momenta diverges when τ →
0, or in other words when we go back to the Markovian propagator/Lorentzian
spectrum. Finally, from Eq. 6.1 it is clear that the second momenta converges to
ω2
n when τn →∞

Figure 6.3: Normalization of the spectrum as a function of τ .
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Figure 6.4: Normalization of the spectrum as a function of ωn.
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ωn

2

4

6

8

10

-ⅈFM[ωn]

Figure 6.5: First moment (FM) of g̃n(ω) for σn = 1 and γn = 0.1
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Figure 6.6: Second moment of the spectrum and f(τn) = ω2
n + 2γn√

2πτn
for ωn =

1, . . . , 5. γn = 0.1
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6.2 Spectrum
Now that we have verified the consistency of our calculation and implementation
of this new propagator in the time domain, it is time to study its spectrum, which
is more directly connected to τnm

The spectrum will be studied as a function of the parameters (γn, ωn, σn). In
order to keep this study useful for future purposes, we will work in a "reasonable"
range of values. With reasonable I mean γ/ω � 1 and ω . σ, which is indeed the
situation that we will find studying our a-Si. In Fig. 6.7 there is a comparison of a
Lorentzian with parameters (ωn, γn) = (1, 0.01) with various spectrums g̃n(ω, σn).
All these spectrum have the same normalization, the zero sum rule

∫
dωg̃n(ω, σn) =

gn(t = 0), so what is happening in the figure is a "squeezing". For smaller σn the
tails are lower and therefore the peak must be higher. It is interesting to notice
that the increase of the peak is surely not linear, there is a dramatic difference
between the plot for σn = 2.5− 5 and σn = 1. Moreover, also a frequency shift is
visible, as expected.

The δωn does not seem to depend on σn very strongly. However, it is propor-
tional to γn and therefore even spectrum with almost the same shape can have a
considerable δωn if γn is large enough, as in Fig. 6.8. What is the role of this shift
in our theory? As seen in Eq. 4.6 τnm ∝

∫
dωg̃n(ω)g̃m(ω), a kind of overlap of the

spectrums. If the spectrum have a near peak, τnm is large and viceversa. If only
the "distance" of the modes |ωn − ωm| were important, then a translation of all
the modes would be irrilevant. However, since every mode has a different γn and
as we will see a different σn the frequency shift is different and consequently τnm
can change.

To summarize, τnm can change for two main reasons: firstly because the spec-
trum are "squeezed", higher peaks and lower tails, secondly because due to the
frequency shift, two spectrums do not overlap anymore or the do overlap more.
Obviously the diagonal, or near diagonal, terms τnn are immune from the second
effect since they have the same frequency shift.
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Figure 6.7: Examples of g̃n(ω). Arbitrary units.
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Figure 6.8: Examples of g̃n(ω) as a function of γn. The resonance shift δωn ≈
ImΓ̃n(ωn) ∝ γn.
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6.3 Determining the characteristic time of the mem-
ory function

All our new theory is controlled by one parameter (for each mode): σn. Such
parameter, or better its inverse, gives an estimate of how long the memory lasts.
But how do we compute it practically?

To determine σn it is needed to equal Γ(t = 0) of the Gaussian ansatz and the
real one, obtained with Mori formalism. In other words:

Γn(t = 0) =
2γnσn√

2π
=

1

2nn

∑
nm

|Vnml|2 . . . (6.4)

where the last term is Eq. 5.28. Thus:

σn =

√
π

2

Γn(t = 0)

γn
(6.5)

This formula has already been implemented in a previous version of Kaldo
and it is being implemented in the actual version (ask the author for the codes).
Luckily, since the calculation of Γn(t = 0) is extremely similar to the calculation of
γn, the calculations can be done almost at the same time using the same quantities.
Roughly speaking, to calculate σn you have only to omit the δω−ωm±ωl .

This formula to obtain σn has been firstly tested for a-Si 512, whose simulations
require less time to be run. In Figs. 6.9-6.10-6.11 are represented for different
temperatures σn(ωn), σn(ωn)/ωn and γn(ωn) respectively.All this plot have the
ω = 2πν instead of the frequencies. This choice has been done because in the
calculation of τnm those that matter are the former ones. About the γn we have
to remind that the 512 system has smaller linewidth than the 1728 one, which is
more trustworthy and in better agreement with experiments.

In Fig. 6.9 it can be observed that also σn seems a function of the ω. Again this
property is not automatic, since in a real harmonic system it is possible to have
eigenmodes with the same ω but totally different direction and other properties.
Moreover, while σn(ωn) seems on average an increasing function of ω, there is a
negative trend about the temperatures: the higher the temperature, the lower
the σn(ωn). This trend is totally opposite in the γn, which does increase with
temperature.

To compare this data to the previous study, let us give some indicative value. To
this purpose also σn(ωn)/ωn has been plotted. Roughly speaking σn/ωn ∼ 3.5−10,
where the minimum is for higher temperatures and γn/ωn ∼ 0.01− 0.001. In this
analysis as always the very low frequency range must be omitted, since it does
require far larger systems to be described properly.
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Figure 6.9: σn(ωn) for a-Si 512 for various temperatures.

20 40 60 80 100
(THz)

5

10

15

20

25

30

/

( n)/ n

T= 450
T= 600
T= 1200

Figure 6.10: σn(ωn)/ωn for a-Si 512 for various temperatures.
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Figure 6.11: γn(ωn) for a-Si 512 for various temperatures.
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6.4 Implementation details of the new propagator:
QHGK-Memory

Let us make the point of the situation. Now we have for any modes ωn, γn, and
σn and consequently g̃n(ω), whose analytical expression is given by Eq. 6.2. The
last remaining thing to do is calculate:

τnm =
1

4π

∫ ∞
−∞

dω′ g̃n(ω′)g̃m(ω′)

which is Eq. 4.6 omitting the Re(), since the spectrum is already real (and it also
symmetric). However, this integral is not analytical, or at least software of sym-
bolic calculus like Mathematica are not able to do it analitically. Therefore, it must
be evaluated numerically. The straightforward answer is to compute a numerical
integration. However, it has been found that this integral can be approximated by
the following formula (for both codes see App. 8.2):

τnm = 1
4π

∫∞
−∞ dω

′ g̃n(ω′)g̃m(ω′) = γ′n+γ′m
(ω′n−ω′m)2+(γ′n+γ′m)2

γ′n = γne
−ω2

n/2σ
2
n

ω′n = ωn + δωn = ωn + γ′nErfi[
ωn√
2σn

]

(6.6)

What’s the reasoning behind this going back to a Lorentzian? Simply a difference
in scale between γn,m and σn,m. An overlap integral is significantly different from
zero only if the two peak overlap, which means that they must be nearer than few
γs: |ωn − ωm| ∼ γn + γm. But γn � ωn . σn and thus the Gaussian Erfi function
multiplied by the Gaussian are pretty much constant in the significant interval.
An example of such difference in scale is visible in Fig. 6.12, there is no apparent
variation of the Gaussian in that range.

In addition to this qualitative discussion, in Fig. 6.13 there is the relative differ-
ence between the τnm calculated with the numerical integration and the Lorentzian
one τ 0

nm, while in Fig. 6.14 there is the relative difference between τnm and τappnm ,
which is the Mori result approximated. Both the figure are done for a-Si 512 at
T = 600K and for sake of simplicity just for the first 50 frequencies. In the former
figure it can be noticed that τnm is ∼ 2% larger than τ 0

nm near the diagonal and
smaller elsewhere, a similar behaviour of τ gnm (Fig. 4.2). In the latter one, there is
a relative comparison between τnm and τappnm . On average these relative differences
are 10 times smaller than the former ones, moreover near the diagonal this numer-
ical approximation works almost perfectly. This is very convenient and important,
since our experiments with the threshold prove that somehow the near-diagonal
part of these matrices is the most important one. For all these reasons, and to
avoid to slow down the program τappnm has been used in the following calculations.
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Figure 6.12: Two spectrum with reasonable parameters and a properly scaled
Gaussian.
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Obviously, if it were necessary for other materials with far smaller σ (or far larger
γ) it is easy to implement an "if else" condition, in order to switch from the
"Mori-Lorentzian" approximation to the numerical integration when necessary.
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Figure 6.13: Example of τnm−τ0
nm

τ0
nm

. T = 600K for a-Si 1728.

Going back to Lorentzian can seems disappointing, however this only a way to
calculate the overlap integral. Mori formalism allowed us to find a squeezed and
shifted not-Lorentzian spectrum, but for the overlap only a small zone around the
peak is important and therefore just in the last calculation the real spectrum is
approximated with a Lorentzian with some modified parameters.

6.4.1 New heat conductivity

Finally we can use these τnm to evaluate the heat conductivity. In Figs. 6.15-6.16
there is the relative variation of the conductivity using the Mori formalism or the
Fermi approximation, respectively for the a-Si 1728 and 512. We already know
that the 512 system is not large enough to give correct conductivities, but it is
interesting to see how the the new phonon propagator/τnm affects the conductivi-
ties for different sizes. In these figures the correction is very small and can change
sign. To be more accurate, it is negative for smaller temperatures and positive
for higher ones. This resembles the previous experiment with the Gaussian τ gnm,

77



CHAPTER 6. QUASI-HARMONIC GREEN-KUBO WITH GAUSSIAN
MEMORY

0 10 20 30 40

0

10

20

30

40 0.002

0.001

0.000

0.001

0.002

Figure 6.14: Example of τnm−τappnm

τnm

see Fig. 4.3. However, the transition temperature between positive and negative
correction, is far lower for the larger sample. Approximately 800K and 1350. This
is most likely due to the fact that a-Si 1728 has larger γs, Fig. 4.7, and therefore
there is a broader range in which the new τnm is larger than the old one.
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Figure 6.15: κ−κ0

κ0
as a function of T for a-Si 1728. κ0 is original one, κ is the one

calculated with Mori formalism.
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Figure 6.16: κ−κ0

κ0
as a function of T for a-Si 512.
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6.5 When is Mori theory relevant?
Up to this point, it seems that this improved phonon propagator while being
physically more reliable (it does not have any diverging sum rules) it is absolutely
equivalent from the previous one (the eiωnt−γnt) from a pratical point of view. This
could be a boring but important news, it would justify all the previous works where
such approximation has been done. However, this is not necessary true.

There are two main questions to answer:

• Is this "Gaussian-Mori" model theoretically capable of describing something
far different from the "Lorentzian" one?

• In which physical condition/kind of material does it happen?

The answer to the first question is absolutely yes. As it can be observed in Fig. 6.7
when σn ≈ ωn there is an undeniable difference. In particular the height of the peak
does seems increasing faster than any polynomials, like a Gaussian with positive
exponent. This can be observed in the approximation of τnm where indeed in case
of resonance τappnn = 1

2γ′n
= 1

2γn
eω

2
n/2σ

2
n . Such behaviour of the peak can be also

numerically verified, as it is shown in Fig. 6.17. In this figure it is clear that when
σn ≤ ωn the height of the peak of the spectrum increases considerable. Indeed,
the peak follows almost perfectly the function e1/(2σ2). For the a-Si we explored
the zone 3.5 or higher, where the peak and the spectrum is almost Lorentzian, but
with just a slightly better "memory" the effect would be far more significant. In
addition, it can be noticed that this effect depends mainly on σ/ω, it is almost
independent by γ/ω. Changing ωn and σn while keeping the same ωn/σ has been
tested, and there are no visible effects.

Now, the second question, which properties should have a material (that amor-
phous silicon does not have) to have a significant memory effect? To answer that,
we must go back to the original definition of Γn(t) of Eq. 5.28, which was a sum of
gm(t)g∗l (t). Then, we fitted this memory with a Gaussian ∼ e−t

2/2τ2
n . If the modes

have far different frequencies, those product of propagator oscillates. On the other
hand, in case of resonance that contribute remains for a long time of order ∼ 1/γm.
Let us better define the question:

Γn(t) = 2γnσn√
2π
e−σ

2
nt

2/2

Γ̃n(ω) = 2γne
−ω2/2σ2

n

σn = 1√
2π

Γn(t=0)

Γ̃n(ω=0)

(6.7)

where we just used the definition of the Gaussian memory and its Fourier trans-
form. But

Γ̃n(ω = 0) =

∫ ∞
−∞

dt Γn(t) (6.8)
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Figure 6.17: Maximum of g̃n(ω) as a function of σn and γn = 0.01 while ωn = 1.
The "double" in the legend refers to a calculation where both (ωn, σn)→ 2(ωn, σn)
. The numerical results are compared to the function e1/(2σ2).

Let us consider the extreme condition, where the DOS is very peaked and then
almost every frequency is in resonance and consequently gm(t)g∗l (t) ≈ e−2γm|t|.
Substituting this in Eq. 5.28 and integrating we obtain

Γ̃n(ω = 0) ∼ 1

γn
Γn(t = 0)⇒

σn ∼ γn

The minimum σn in case of a very peaked DOS is of order σn & γn! So, it is
theoretically possible to obtain a σn far smaller than the ones obtained for a-Si,
which indeed it has a broad DOS with two peaks Fig. 3.6. Obviously such a peaked
DOS seems unrealistic, but to have relevant effect we just need σ few times smaller.

Another important feature of this Mori propagator is that the effect of memory
can be notable even if the quasi-harmonic limit is well respect. Indeed, in Fig. 6.17
it is shown how the "squeezing" of the spectrum, the ratio between the Mori
spectrum’s maximum and the lorertzian one, can be far bigger than one even if
γn/ωn ∼ 0.01− 0.001. Such kind of "indipendence" of the the memory effect can
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be seen also in the formula for σn, which has roughly the following form:

σn ∼
Γn(t = 0)

γn
∼

∑
ml |Vnml|2 . . .∑

ml |Vnml|2δ(ωn − ωl − ωn) . . .
(6.9)

The only relevant difference between numerator and denominator is the presence
of the δ-function, while, for instance, multiplying by a factor all the anharmonic
potential would not have any effect . The δ-function counts how many modes
satisfy the resonance condition. The densier the DOS the higher should be this
number. Indeed in the continuous limit where∑

ml

δ(ωn − ωl − ωn)→
∫ ∫

dωjdωm ρ(ωj)ρ(ωm)δ(ωn − ωl − ωn) =

=

∫
dωm ρ(ωm)ρ(ωn − ωm)

the connection between the DOS and the δ-function is clear. Let us do a mental
experiment to understand how should be a material to have a significant memory
effect. Let us transform ωn → ωn/2. In this way, the DOS is squeezed by a factor
2, see Fig. 6.18,and let us assume that Vnml ≈ constant and let us ignore the
occupation function, which are both at the numerator and at the denominator.
Then, the numerator would not change, because the number of modes it is the
same, while the denominator would double. As a consequence σn → σn/2 and the
memory effect would be stronger. Therefore, if there are glassy materials with a
DOS few times more squeezed than a-Si 1728, than they should have a significant
memory effect on the conductivity.

6.6 QHGK-Memory on crystals: some considera-
tions

The QHGKmethod has the remarkable property of unifying the description of heat
transport in amorphous and crystalline solid insulators, as explained in Ch. 2. The
discussion about the short time of the phonon propagator is general: as long as
the phonon spectrum is a Lorentzian, it does not respect the sum rules. In this
thesis the correction of the propagator and the consequent implementation of the
QHGK-Memory method presented has been done only for amorphous systems,
but obviously the crystalline case is the very next step. Indeed, there are already
papers about the effect of memory on the spectrum and other properties spectrum
of crystals, Gotze et al. [8], but a study of transport properties in the quasi-
harmonic limit is still missing. However, even if there is still some work to do before
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Figure 6.18: DOS a-Si 1728 and its squeezed version by the transformation ωn →
ωn/2.

applying the QHGK-Memory method on crystals, let us do some consideration to
what expect.

In the Bloch basis, as explained in Ch. 2 , the velocity matrix becomes diagonal
in the wave-vector q. As a consequence, if the phonons band are not (quasi-
)degenerate, only the diagonal terms of τnm (τνq,νq) matter, as shown in Eq. 3.24.
This is very interesting, because the diagonal terms of τnm are the ones that most
increase, as shown in Fig. 6.13. Moreover, it can be observed from Figs. 6.13-
6.15 that since the diagonal, or almost diagonal, terms of τnm are higher than
the Lorentzian ones but the off-diagonal ones are lower, they kind of compensate
each other a bit. Indeed, while the diagonal terms of τnm increase of 2 − 6% for
600 − 900K, the variation of κ is ten times smaller. As shown in Figs. 6.16-6.15,
for both the systems, a-Si 1728 and 512, there is even a temperature for which the
variation of κ is zero because the positive and negative variations of τnm somehow
compensate each other. Such compensation would not possible for crystals!

This leads to an interesting supposition, if a crystal had the same memory
properties, same σn/ωn, then the difference between QHGK-Memory and QHGK
heat conductivity would be many times greater, let us say 10 times if we stick to
our example of a-Si, and it would be always positive.
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Conclusions

In this thesis the QHGK [9] method has been completely revised. A vast study
of the effect of the lineshape of the phonon propagator’s spectrum on the heat
conductivity has been done. Firstly, using some ad hoc lineshape functions it
has been studied the contribute of the degenerate and not-degenerate couples of
modes and how a more squeezed lineshape could affect the transport coefficient.
After this general discussion, we actually proposed and studied a novel propagator
with an improved short-time behaviour, which was obtained using Mori memory
function formalism. A secondary result worth of mention it is the treatment of
the finite-size dependence. This problem was greatly affecting the results at low
temperatures for amorphous systems and it has been partially resolved with a
novel numerical technique.

In regard of the size, in Ch. 4 it has been shown that a glassy system would
require very large systems to have a reliable DOS in the low frequency regime.
Such lack of low frequencies has a very small effect for temperatures of order of
few hundreds K, but it has been proved fundamental at low temperature T .
50K, where the low frequency modes are by far the most occupied and therefore
they dominate the heat conduction. In Ch. 4 the following technique has been
proposed: obtaining a better DOS replicating few times the amorphous supercell
and then evaluate the conductivity using a model for the phonon lifetimes, fitted
from the amorphous system. Comparing the results between a-Si 1728 and a-Si
13824 together with the ones between a-Si 1728 and its replicated (3, 3, 3) system
there are many similarities. This suggests that this fit-and-replica technique could
be fundamental to find reliable heat conductivity, also at low temperatures, while
avoiding the enormous cost of simulating very large materials. The only point
that is maybe missing from this technique is the fit γn(ω) for very low frequencies.
Since as we said our small sample 1728 has a good DOS for higher frequencies but
not for low ones, one could argue that its γn − ωn data, and consequently the fit,
is not too reliable for small frequencies. There are two possible solution for this
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problem, a theoretical and a numerical one. The numerical one would consist of
simulating a larger system but calculating only the first γns. In such a case the
cost would not be N3 but only c∗N2, where c is the small number of low-frequency
γn that I’m interested in. The theoretical solution instead would be to find the
γn(ω → 0) using the theory for crystal and then combine the numerical fit with
this result. According to [6]-[8] the low frequency limit should be γn ∼ q2 ∼ ω2,
where obviously q indicates a wave-vector.

The greatest achievement of this thesis is finding a reliable ansatz for the
phonon propagator and implementing it in the calculation of the conductivity,
developing the novel QHGK-Memory method. While the idea of using propagator
with Gaussian memory already existed, see for instance [6], its real implementation
and use for the conductivity is novel. In particular the formula to determine the
parameter σn is original, Eq. 6.5. From a theoretical point of view, such propaga-
tor has wonderful properties, it has the right long-time decay while satisfying the
0, 1, 2-sum rules. Moreover the successive sum rules are still finite instead of being
divergent. How much this new propagator differs from the previous one depends
on τn, or better its inverse σn, which is the characteristic time of the memory.
It has been proved in Ch. 5-6 that the Lorentzian spectrum is a consequence of
assuming an instantaneous memory. Therefore, when τn → 0, σn → ∞, the old
and new propagator coincide. Obviously, when we talk about a large or small
memory time, we must compare it with something else. Indeed, such time must
be compared with the typical oscillation time of the mode: the fundamental pa-
rameter is σn/ωn. Indeed, in Fig. 6.17 it has been shown that as long γn � σn, ωn,
the "squeezing" of the spectrum, the ratio between the old maximum and the new
one, only depends on the ratio σn/ωn. This is an outstanding feature. It means
that this memory effect is not something you could include with just perturbation
theory: as shown in Fig. 6.17 it is possible to have very weak perturbation, but
still a strong memory effect. The "squeezing" function it is a very sharp one :e1/x2 ,
where x = σn/ωn. Due to the nature of this function, it is very easy to move from
a parameter zone where the squeezing factor is practically one, which means no
effect, to a zone where it is far greater than one.

Finally, the new Mori-propagator has been applied for the computation of heat
conduction in the glassy system, a-Si 1728. The changes were minimal, even if
a slight positive trend of the effect was observed, at any reasonable temperature
below the melting point (the glass usually melts at ∼ 1600 − 1900K) the effects
were less than 1%, see Fig. 6.15. However, this is not evidence that for every
material the memory effect can be neglected. Indeed, a material with a σ/ω just
few times smaller would have a very significant effect. What does it mean to have
a material with stronger memory effects? Coherence is the key here. Having many
phonons which oscillate at near frequency means that they stay correlated in time,
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and so it do also their anharmonic force. For instance, if we could split in haf the
frequency range of the a-Si 1728 DOS, and consequently doubles the value of the
DOS, the σn/ωn would be reduced already by a factor 2. It is evident that further
experiments on different materials must be done. Luckily, the implementation of
this Mori-QHGK did not slow down considerable the computation. The calculation
of the σ would require pretty much the same time of the calculation of the γ, but
since they have similar formulas, computing both of them at the same time requires
far less than two times the time needed for just one. Finally, in Ch. 6 we briefly
outlined the possibility that memory could have a greater effect on the conductivity
in crystal solid insulators than in amorphous ones.

In conclusion, in this thesis we studied the possible effects of memory in the
heat transport of glassy materials, while outlining the consequences of a finite size.
We implemented a Mori-QHGK, a QHGK [9] method with an improved propagator
obtained by Mori memory function formalism. As a future project we intend to
test our QHGK-Memory method with different and larger solid insulator samples
and extend the method also to crystals.
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Appendix

8.1 Appendix I: Fourier and Fourier Laplace Trans-
forms

The Fourier Transform for a generic function f(t) is :

f̃(ω) =

∫ ∞
−∞

dt′ f(t′)e−iωt
′

while its Inverse Fourier Transform is:

f(t) = FT−1[f̃(ω), t] =
1

2π

∫ ∞
−∞

dω′ f̃(ω′)eiω
′t

A Fourier-Laplace Transform is defined as:

LF [f(t)](ω) =

∫ ∞
0

dt′ f(t′)e−iωt
′

Using the Heaviside function Θ(t) we can rewrite the LF transform as

LF [f(t)](ω) =

∫ ∞
−∞

dt′ Θ(t′)f c(t′)e−iωt
′
= FT [Θ(t)f c(t)](ω)

where f c(t) is a symmetric/conjugated version of f(t) such that (f c(−t))∗ =
f c(t) = f(t). Using the Fourier Transform of the Heaviside function and the
convolution properties we obtain:

LF [f(t)](ω) = FT [Θ(t)f c(t)](ω) =
1

2
f̃ c(ω) +

1

2πi

∫ ∞
−∞

dω′
1

ω′
f̃ c(ω − ω′)

Since the FT of a conjugated function is real, this gives us an easy connection
between the two transforms. The real part of the Laplace ones is half of the
Fourier one, while the imaginary part is that integral.
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8.2 Appendix: codes

Fitting γn
The sampling to make the γn−ωn plot smoother has been done with the following
function:

def resample ( frequency , gamma, n_samples=30, alpha =1):
r e s ca l ed_f r eq = np . l i n s p a c e (0 , 1 , n_samples )
r e s ca l ed_f r eq = ( f requency .max( ) − f r equency .min ( ) ) ∗ r e s ca l ed_f r eq ∗∗ alpha

+ frequency .min( )
resampled_freq = np . z e r o s ( r e s ca l ed_f r eq . shape [ 0 ] − 1)
resampled_gamma = np . z e r o s ( r e s ca l ed_f r eq . shape [ 0 ] − 1)
prev_freq = re s ca l ed_f r eq [ 0 ]
for j in range (0 , r e s ca l ed_f r eq . shape [ 0 ] − 1 ) :

next_freq = re s ca l ed_f r eq [ j + 1 ]
resampled_freq [ j ] = ( next_freq + prev_freq ) / 2
mean = np .mean(gamma [ ( f requency > prev_freq ) & ( f requency < next_freq ) ] )
resampled_gamma [ j ] = mean
prev_freq = next_freq

new_freq = np . append (0 , resampled_freq )
new_gamma = np . append (0 , resampled_gamma)
return new_freq . reshape (−1 , 1 ) , new_gamma. reshape (−1 , 1)

τnm with Mori formalism

import numpy as np
import s c ipy . i n t e g r a t e as i n t e g r a t e
from s c ipy import s p e c i a l
import cmath
import matp lo t l i b . pyplot as p l t

def l o r (w1 , g1 ,w2 , g2 ) :
w=w1−w2
g=g1+g2
return ( g /( g∗g+w∗w) )

#par te mori
def fun (x ,w, g , s ) :

s=s∗np . sq r t (2 )
z=complex ( 0 , 0 )
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z=g∗np . exp(−x∗x/( s∗ s ))∗(1− s p e c i a l . e r f i ( x/ s )∗1 j )+1 j ∗(x−w)
z=2/z
return z . r e a l

def tau (w1 , g1 , s1 ,w2 , g2 , s2 ) :
g_max=max( g1 , g2 )
s_min=min( s1 , s2 )
w_med=(w1+w2)/2
r e s u l t=i n t e g r a t e . quad (lambda x : fun (x ,w1 , g1 , s1 )∗\

fun (x ,w2 , g2 , s2 )/\
(4∗np . p i ) , −5∗s_min+w_med,5∗ s_min+w_med)

return r e s u l t [ 0 ]

Then τnm can be approximated with:

def tau_appr (w1 , g1 , s1 ,w2 , g2 , s2 ) :
s1=s1∗np . sq r t (2 )
s2=s2∗np . sq r t (2 )
w1=w1+sp e c i a l . e r f i (w1/ s1 )∗ g1∗np . exp(−w1∗w1/( s1∗ s1 ) )
w2=w2+sp e c i a l . e r f i (w2/ s2 )∗ g2∗np . exp(−w2∗w2/( s2∗ s2 ) )
g=g1∗np . exp(−w1∗w1/( s1∗ s1 ))+g2∗np . exp(−w2∗w2/( s2∗ s2 ) )
w=w1−w2
return ( g /( g∗g+w∗w) )
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