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natural dyes in the food industry

☛ global market of 1.45 billion USD in 2009 

☛ total production of 50,000 tons / year
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☛ natural dyes market  grown by 35% in the 2005-2009 quinquennium



the food industry is subject to an 
increasing global pressure from 
customers and lawmakers who 

demand a shift towards ingredients 
and additives that are perceived as 

more natural and, “therefore”, healthier



the Southampton six

In 2007 Research funded by the UK FSA was 
published, suggesting that the consumption of 
certain mixes of artificial food colours and 
preservatives could be linked to attention 
deficit and increased hyperactivity in some 
children.

 

 

Fact Sheet 

Box A: The Seven 
Southampton Additives 
Colours: 

Tartrazine (E102) 

Quinoline yellow (E104) 

Sunset yellow (E110) 

Carmoisine (E122) 

Ponceau 4R (E124)  

Allura red (E129) 
Preservative: 

Sodium benzoate (E211) 

 

 
 
 
 

Food additives are chemicals which are found 

in the majority of ‘processed’ foods and drinks 

consumed in the UK and abroad. They can 

be from natural sources or artificially 

manufactured.  They are used to make food 

look and taste more appealing, to maintain 

consistency between batches and help 

increase the ‘shelf life’ by preventing the food 

from going mouldy or stale.   

By law, if any additive is present in a product, 

it must be listed on the ingredients list on the 

packaging of food or drink bought in shops.   

Additives can be listed either by name or by 

their ‘E number.’  If you buy food at a 

restaurant or take away outlet or a bakery you 

may not know which additives are present as 

the foods are not required to have ingredients 

lists.  

 

The chemicals in question are allowed to be 

added, but some people say we do not know 

enough about all of the health effects that 

might be caused by these chemicals. For 

instance Tartrazine (E102), has long been 

known to cause rashes/skin irritation in a 

small number of people, and others such as 

Sodium Benzoate (E211) have been linked to 

the worsening of asthma conditions. Some 

additives that are permitted for use in the UK 

and Europe are banned in other countries. 

 

Recently, the UK Government body 

responsible for food safety, the Food 

Standards Agency (FSA), commissioned a 

research project that became known as the 

‘Southampton study.’ The Southampton study 

demonstrated that mixtures of the seven 

Since 2010 an EU-wide compulsory 
warning must be put on any food 
and drink product that contains any 
of these six colours: 

“May have an adverse 
effect on activity and 
attention in children”
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very little is known of the 
molecular mechanisms that 

determine the chromatic 
properties and the stability of 
anthocyanins and the relation 
between structure and color
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what color is all about

anycolor(λ)	=	r(λ)	+	g(λ)	+	b(λ)

450 550 650

λ[nm]



what color is all about

stimulus =  
illuminant × transmission × sensitivity



S(λ)× e−κ(λ)x × rgb(λ)
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how to predict the color optical 
properties of materials? 



The fundamental laws necessary for the 
mathematical treatment of a large part of physics 

and the whole of chemistry are thus completely known, 
and the difficulty lies only in the fact that application of 

these laws leads to equations that are too 
complex to be solved.
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<latexit sha1_base64="67B+IGz7ii9PUTaSy6tD4IB0is8=">AAACa3icdVFdS9xAFJ2kVu32a61vtQ9Dl1AFXbIq6IsgLYIPfbDQVWGThsndu5vBSSaduRGXsL9T+tzn/oSC2ZgI9uPCwOHcM2funBvnSlry/R+O+2Tp6fLK6rPO8xcvX73urr05t7owgEPQSpvLWFhUMsMhSVJ4mRsUaazwIr76tOhfXKOxUmdfaZZjmIppJicSBFVU1P2+GegUp4Lv8DKo7UZmGofloO/Xte33D1uwX4N5AELxz3O+xQOSaoyBSfSHxmaLHzUsP3mgRjfbC823AKSBMOr2WnP+f9BjTZ1F3Z/BWEORYkaghLWjgZ9TWApDEhTOO0FhMRdwJaZY1j+Yc6+ixnyiTXUy4jX7SCdSa2dpXClTQYn9s7cg/9UbFTQ5DEuZ5QVhBvcPTQrFSfNFunwsDQKpGRcA1byFoGoOSIQRQNUWOp7n8QQNRtJGlGDU7qpTpeK3GfwN2lTOd/uDvf7uF793/LHJZ5VtsPdskw3YATtmp+yMDRmwW/bbWXZWnF/uuvvWfXcvdZ3mzjp7VK53By1PtAY=</latexit>

optical spectra from TDDF(p)T

TDDF(p)T: Lanczos’ recursion method

↵(!) =
�
d, (! � L)�1 · [x, ⇢�]

�
<latexit sha1_base64="MGGazuUEfvF59Cuu/aCOAA/rYbM=">AAACtnicjVHLattAFB2pr9R9xGmX3VxqDDY4RkrTxlkUAt1k0UUKdRLwyOZqNJKGjDRiZhRihP4wu6z6N5X8KElLoBcGDufcx7l3wkIKYz3vl+M+efrs+Yudl51Xr9+83e3uvTs3qtSMT5mSSl+GaLgUOZ9aYSW/LDTHLJT8Irz61uoX11wbofKfdlnwIMMkF7FgaBtq0b2jKIsUB1RlPMHhVxqKRMKgoqvWM52EQeWPvVWMvPFnzz/+4jdgzdQ0Q5uGMUT1CDY9YB8eq55sweG9aoYSvtfDebXv10BZpOz/DofZzYjqVM0pE5oFULfmNQwX3d62Ch4HPbKJs0X3lkaKlRnPLZNozMz3ChtUqK1gktcdWhpeILvChFcrazX0GyqCWOnm5RZW7IM8zIxZZmGT2S5p/tZa8o/W799TZ6WNJ0El8qK0PGfrUXEpwSpofxAioTmzcgnIWOO4RNs4YSlqZLb56U6z/vZE8C/Yrn9+MPY/jQ9+HPZOTjeH2CEfyEcyID45IifklJyRKWHOsbNwUke4E3fucjdZp7rOpuY9eRBu8Rvhschi</latexit>



(! � L)⇢̃0(!) = Ẽ(!)[x, ⇢�]
<latexit sha1_base64="67B+IGz7ii9PUTaSy6tD4IB0is8=">AAACa3icdVFdS9xAFJ2kVu32a61vtQ9Dl1AFXbIq6IsgLYIPfbDQVWGThsndu5vBSSaduRGXsL9T+tzn/oSC2ZgI9uPCwOHcM2funBvnSlry/R+O+2Tp6fLK6rPO8xcvX73urr05t7owgEPQSpvLWFhUMsMhSVJ4mRsUaazwIr76tOhfXKOxUmdfaZZjmIppJicSBFVU1P2+GegUp4Lv8DKo7UZmGofloO/Xte33D1uwX4N5AELxz3O+xQOSaoyBSfSHxmaLHzUsP3mgRjfbC823AKSBMOr2WnP+f9BjTZ1F3Z/BWEORYkaghLWjgZ9TWApDEhTOO0FhMRdwJaZY1j+Yc6+ixnyiTXUy4jX7SCdSa2dpXClTQYn9s7cg/9UbFTQ5DEuZ5QVhBvcPTQrFSfNFunwsDQKpGRcA1byFoGoOSIQRQNUWOp7n8QQNRtJGlGDU7qpTpeK3GfwN2lTOd/uDvf7uF793/LHJZ5VtsPdskw3YATtmp+yMDRmwW/bbWXZWnF/uuvvWfXcvdZ3mzjp7VK53By1PtAY=</latexit>

optical spectra from TDDF(p)T

L ⇢̃0 = !⇢̃0 Casida’s equations: iterative 
diagonalization of large 
matrices (DIIS or Davidson)

D. Rocca et al. JCP 128, 154105 (2008) 
X. Ge et al. Comp. Phys. Commun. 185, 2080 (2014) 

TDDF(p)T: Lanczos’ recursion method

↵(!) =
�
d, (! � L)�1 · [x, ⇢�]

�
<latexit sha1_base64="MGGazuUEfvF59Cuu/aCOAA/rYbM=">AAACtnicjVHLattAFB2pr9R9xGmX3VxqDDY4RkrTxlkUAt1k0UUKdRLwyOZqNJKGjDRiZhRihP4wu6z6N5X8KElLoBcGDufcx7l3wkIKYz3vl+M+efrs+Yudl51Xr9+83e3uvTs3qtSMT5mSSl+GaLgUOZ9aYSW/LDTHLJT8Irz61uoX11wbofKfdlnwIMMkF7FgaBtq0b2jKIsUB1RlPMHhVxqKRMKgoqvWM52EQeWPvVWMvPFnzz/+4jdgzdQ0Q5uGMUT1CDY9YB8eq55sweG9aoYSvtfDebXv10BZpOz/DofZzYjqVM0pE5oFULfmNQwX3d62Ch4HPbKJs0X3lkaKlRnPLZNozMz3ChtUqK1gktcdWhpeILvChFcrazX0GyqCWOnm5RZW7IM8zIxZZmGT2S5p/tZa8o/W799TZ6WNJ0El8qK0PGfrUXEpwSpofxAioTmzcgnIWOO4RNs4YSlqZLb56U6z/vZE8C/Yrn9+MPY/jQ9+HPZOTjeH2CEfyEcyID45IifklJyRKWHOsbNwUke4E3fucjdZp7rOpuY9eRBu8Rvhschi</latexit>



chlorophyll a

C55H72MgN4O



chlorophyll a

 400  500  600  700

!

" [nm]

tddft (gga)
expt



chlorophyll a

 400  500  600  700

!

" [nm]

tddft (gga)
expt



from chemistry to color

molecular 
structure 

chemical 
composition	



from chemistry to color

molecular 
structure 

chemical 
composition	

environmental 
conditions

+



from chemistry to color

molecular 
structure 

chemical 
composition	

environmental 
conditions

+

electronic 
structure 



from chemistry to color

molecular 
structure 

chemical 
composition	

environmental 
conditions

+

absorption 
spectrum 

400 500 600 700

λ (nm)

electronic 
structure 



from chemistry to color

molecular 
structure 

chemical 
composition	

environmental 
conditions

+

absorption 
spectrum 

400 500 600 700

λ (nm)

electronic 
structure 

=

color



the dance of colors

OHO

OH

O

OH

O OHO

HO

OH

OH

  a
bs

or
pt

io
n 

 

wavelength [nm]
450 600 750



the dance of colors

OHO

OH

O

OH

O OHO

HO

OH

OH

  a
bs

or
pt

io
n 

 

wavelength [nm]
450 600 7500 180 1.4

20
	p
s

↵
1.5
d



the dance of colors

OHO

OH

O

OH

O OHO

HO

OH

OH

  a
bs

or
pt

io
n 

 

wavelength [nm]
450 600 7500 180 1.4

20
	p
s

↵
1.5
d



the dance of colors

OHO

OH

O

OH

O OHO

HO

OH

OH

average spectrum & color

  a
bs

or
pt

io
n 

 

wavelength [nm]
450 600 7500 180 1.4

20
	p
s

↵
1.5
d



making sense of it

θ



making sense of it

0 20 40 60
0 20 40 60✓

θ



making sense of it

θ
φ

optical  
gap [eV] color

θ

φ

θ



why multiscale
tim

e 
[p

s]

tim
e 

[p
s]

angle [deg]angle [deg]



why multiscale
tim

e 
[p

s]

tim
e 

[p
s]

angle [deg]angle [deg]



why multiscale
tim

e 
[p

s]

tim
e 

[p
s]

angle [deg]angle [deg]



long-time dynamics & statistics

̄(!) ⇡
1

T

Z T

0
(!,R(t))dt

=
T1
T

1

T1

Z T1

0
(!,R(t))dt +

T2
T

1

T2

Z T2

0
(!,R(t))dt + · · ·

⇠
X

c

pc
1

Tc

Z Tc

0
(!,R(t))dt

<latexit sha1_base64="8e11Fo3OOvjyqeCgXOX83IFIogU=">AAADSnichVLBbtNAEN24BYqBNoUDSFxWRK0SNYpsUwSXokpcOBaUtJW6wVqv184qXtvaHVdElpH4pP4HP8AfcOaGeukmMSJJqzCH1cyb3ffmrSbIE6HBcX42rI3Ne/cfbD20Hz1+sr3T3H16qrNCMT5gWZKp84BqnoiUD0BAws9zxakMEn4WjD9M+2eXXGmRpX2Y5HwoaZyKSDAKBvJ3G99JQBUZ0zynbZJJHtMO3iemVNlXTCJFWelWZb/CRKTgO1/6eOlyl0gKoyAqP1dt6HRCwITgfXyESzIb7kLFwbB0u07vTdep5nx9f8ZY/WM3wF/+ulircWCvZfdW2b1Fdu9/7PiAsDADPXdCtJDmKKTP7vaU+6zC+NuCHFuUY+vlcAh+s+X0nFng24lbJy1Ux4nfvCJhxgrJU2AJ1bqkCgRLeGWTQvOcsjGNeclkoEQ8gmWUSq0nMqjw3nQMvdqbgnf1LgqI3g1LkeYF8NR42jO9qEgwZHi6VjgUijNIJiahTAkzD2Yjar4EzPLZtvHorjq6nZx6Pfd1z/t02Dp+X7vdQi/RK9RGLnqLjtFHdIIGiDV+WdvWc+uF9cP6bf2xrudXrUb95hlaio3NG5q3CU8=</latexit>



long-time dynamics & statistics

T1

T2

̄(!) ⇡
1

T

Z T

0
(!,R(t))dt

=
T1
T

1

T1

Z T1

0
(!,R(t))dt +

T2
T

1

T2

Z T2

0
(!,R(t))dt + · · ·

⇠
X

c

pc
1

Tc

Z Tc

0
(!,R(t))dt

<latexit sha1_base64="8e11Fo3OOvjyqeCgXOX83IFIogU=">AAADSnichVLBbtNAEN24BYqBNoUDSFxWRK0SNYpsUwSXokpcOBaUtJW6wVqv184qXtvaHVdElpH4pP4HP8AfcOaGeukmMSJJqzCH1cyb3ffmrSbIE6HBcX42rI3Ne/cfbD20Hz1+sr3T3H16qrNCMT5gWZKp84BqnoiUD0BAws9zxakMEn4WjD9M+2eXXGmRpX2Y5HwoaZyKSDAKBvJ3G99JQBUZ0zynbZJJHtMO3iemVNlXTCJFWelWZb/CRKTgO1/6eOlyl0gKoyAqP1dt6HRCwITgfXyESzIb7kLFwbB0u07vTdep5nx9f8ZY/WM3wF/+ulircWCvZfdW2b1Fdu9/7PiAsDADPXdCtJDmKKTP7vaU+6zC+NuCHFuUY+vlcAh+s+X0nFng24lbJy1Ux4nfvCJhxgrJU2AJ1bqkCgRLeGWTQvOcsjGNeclkoEQ8gmWUSq0nMqjw3nQMvdqbgnf1LgqI3g1LkeYF8NR42jO9qEgwZHi6VjgUijNIJiahTAkzD2Yjar4EzPLZtvHorjq6nZx6Pfd1z/t02Dp+X7vdQi/RK9RGLnqLjtFHdIIGiDV+WdvWc+uF9cP6bf2xrudXrUb95hlaio3NG5q3CU8=</latexit>



long-time dynamics & statistics

T1

T2

̄(!) ⇡
1

T

Z T

0
(!,R(t))dt

=
T1
T

1

T1

Z T1

0
(!,R(t))dt +

T2
T

1

T2

Z T2

0
(!,R(t))dt + · · ·

⇠
X

c

pc
1

Tc

Z Tc

0
(!,R(t))dt

<latexit sha1_base64="8e11Fo3OOvjyqeCgXOX83IFIogU=">AAADSnichVLBbtNAEN24BYqBNoUDSFxWRK0SNYpsUwSXokpcOBaUtJW6wVqv184qXtvaHVdElpH4pP4HP8AfcOaGeukmMSJJqzCH1cyb3ffmrSbIE6HBcX42rI3Ne/cfbD20Hz1+sr3T3H16qrNCMT5gWZKp84BqnoiUD0BAws9zxakMEn4WjD9M+2eXXGmRpX2Y5HwoaZyKSDAKBvJ3G99JQBUZ0zynbZJJHtMO3iemVNlXTCJFWelWZb/CRKTgO1/6eOlyl0gKoyAqP1dt6HRCwITgfXyESzIb7kLFwbB0u07vTdep5nx9f8ZY/WM3wF/+ulircWCvZfdW2b1Fdu9/7PiAsDADPXdCtJDmKKTP7vaU+6zC+NuCHFuUY+vlcAh+s+X0nFng24lbJy1Ux4nfvCJhxgrJU2AJ1bqkCgRLeGWTQvOcsjGNeclkoEQ8gmWUSq0nMqjw3nQMvdqbgnf1LgqI3g1LkeYF8NR42jO9qEgwZHi6VjgUijNIJiahTAkzD2Yjar4EzPLZtvHorjq6nZx6Pfd1z/t02Dp+X7vdQi/RK9RGLnqLjtFHdIIGiDV+WdvWc+uF9cP6bf2xrudXrUb95hlaio3NG5q3CU8=</latexit>

̄(!) ⇡
1

T

Z T

0
(!,R(t))dt

=
T1
T

1

T1

Z T1

0
(!,R(t))dt +

T2
T

1

T2

Z T2

0
(!,R(t))dt + · · ·

⇠
X

c

pc
1

Tc

Z Tc

0
(!,R(t))dt

<latexit sha1_base64="8e11Fo3OOvjyqeCgXOX83IFIogU=">AAADSnichVLBbtNAEN24BYqBNoUDSFxWRK0SNYpsUwSXokpcOBaUtJW6wVqv184qXtvaHVdElpH4pP4HP8AfcOaGeukmMSJJqzCH1cyb3ffmrSbIE6HBcX42rI3Ne/cfbD20Hz1+sr3T3H16qrNCMT5gWZKp84BqnoiUD0BAws9zxakMEn4WjD9M+2eXXGmRpX2Y5HwoaZyKSDAKBvJ3G99JQBUZ0zynbZJJHtMO3iemVNlXTCJFWelWZb/CRKTgO1/6eOlyl0gKoyAqP1dt6HRCwITgfXyESzIb7kLFwbB0u07vTdep5nx9f8ZY/WM3wF/+ulircWCvZfdW2b1Fdu9/7PiAsDADPXdCtJDmKKTP7vaU+6zC+NuCHFuUY+vlcAh+s+X0nFng24lbJy1Ux4nfvCJhxgrJU2AJ1bqkCgRLeGWTQvOcsjGNeclkoEQ8gmWUSq0nMqjw3nQMvdqbgnf1LgqI3g1LkeYF8NR42jO9qEgwZHi6VjgUijNIJiahTAkzD2Yjar4EzPLZtvHorjq6nZx6Pfd1z/t02Dp+X7vdQi/RK9RGLnqLjtFHdIIGiDV+WdvWc+uF9cP6bf2xrudXrUb95hlaio3NG5q3CU8=</latexit>



̄(!) ⇡
1

T

Z T

0
(!,R(t))dt

=
T1
T

1

T1

Z T1

0
(!,R(t))dt +

T2
T

1

T2

Z T2

0
(!,R(t))dt + · · ·

⇠
X

c

pc
1

Tc

Z Tc

0
(!,R(t))dt

<latexit sha1_base64="8e11Fo3OOvjyqeCgXOX83IFIogU=">AAADSnichVLBbtNAEN24BYqBNoUDSFxWRK0SNYpsUwSXokpcOBaUtJW6wVqv184qXtvaHVdElpH4pP4HP8AfcOaGeukmMSJJqzCH1cyb3ffmrSbIE6HBcX42rI3Ne/cfbD20Hz1+sr3T3H16qrNCMT5gWZKp84BqnoiUD0BAws9zxakMEn4WjD9M+2eXXGmRpX2Y5HwoaZyKSDAKBvJ3G99JQBUZ0zynbZJJHtMO3iemVNlXTCJFWelWZb/CRKTgO1/6eOlyl0gKoyAqP1dt6HRCwITgfXyESzIb7kLFwbB0u07vTdep5nx9f8ZY/WM3wF/+ulircWCvZfdW2b1Fdu9/7PiAsDADPXdCtJDmKKTP7vaU+6zC+NuCHFuUY+vlcAh+s+X0nFng24lbJy1Ux4nfvCJhxgrJU2AJ1bqkCgRLeGWTQvOcsjGNeclkoEQ8gmWUSq0nMqjw3nQMvdqbgnf1LgqI3g1LkeYF8NR42jO9qEgwZHi6VjgUijNIJiahTAkzD2Yjar4EzPLZtvHorjq6nZx6Pfd1z/t02Dp+X7vdQi/RK9RGLnqLjtFHdIIGiDV+WdvWc+uF9cP6bf2xrudXrUb95hlaio3NG5q3CU8=</latexit>

long-time dynamics & statistics

T1

T2

̄(!) ⇡
1

T

Z T

0
(!,R(t))dt

=
T1
T

1

T1

Z T1

0
(!,R(t))dt +

T2
T

1

T2

Z T2

0
(!,R(t))dt + · · ·

⇠
X

c

pc
1

Tc

Z Tc

0
(!,R(t))dt

<latexit sha1_base64="8e11Fo3OOvjyqeCgXOX83IFIogU=">AAADSnichVLBbtNAEN24BYqBNoUDSFxWRK0SNYpsUwSXokpcOBaUtJW6wVqv184qXtvaHVdElpH4pP4HP8AfcOaGeukmMSJJqzCH1cyb3ffmrSbIE6HBcX42rI3Ne/cfbD20Hz1+sr3T3H16qrNCMT5gWZKp84BqnoiUD0BAws9zxakMEn4WjD9M+2eXXGmRpX2Y5HwoaZyKSDAKBvJ3G99JQBUZ0zynbZJJHtMO3iemVNlXTCJFWelWZb/CRKTgO1/6eOlyl0gKoyAqP1dt6HRCwITgfXyESzIb7kLFwbB0u07vTdep5nx9f8ZY/WM3wF/+ulircWCvZfdW2b1Fdu9/7PiAsDADPXdCtJDmKKTP7vaU+6zC+NuCHFuUY+vlcAh+s+X0nFng24lbJy1Ux4nfvCJhxgrJU2AJ1bqkCgRLeGWTQvOcsjGNeclkoEQ8gmWUSq0nMqjw3nQMvdqbgnf1LgqI3g1LkeYF8NR42jO9qEgwZHi6VjgUijNIJiahTAkzD2Yjar4EzPLZtvHorjq6nZx6Pfd1z/t02Dp+X7vdQi/RK9RGLnqLjtFHdIIGiDV+WdvWc+uF9cP6bf2xrudXrUb95hlaio3NG5q3CU8=</latexit>

̄(!) ⇡
1

T

Z T

0
(!,R(t))dt

=
T1
T

1

T1

Z T1

0
(!,R(t))dt +

T2
T

1

T2

Z T2

0
(!,R(t))dt + · · ·

⇠
X

c

pc
1

Tc

Z Tc

0
(!,R(t))dt

<latexit sha1_base64="8e11Fo3OOvjyqeCgXOX83IFIogU=">AAADSnichVLBbtNAEN24BYqBNoUDSFxWRK0SNYpsUwSXokpcOBaUtJW6wVqv184qXtvaHVdElpH4pP4HP8AfcOaGeukmMSJJqzCH1cyb3ffmrSbIE6HBcX42rI3Ne/cfbD20Hz1+sr3T3H16qrNCMT5gWZKp84BqnoiUD0BAws9zxakMEn4WjD9M+2eXXGmRpX2Y5HwoaZyKSDAKBvJ3G99JQBUZ0zynbZJJHtMO3iemVNlXTCJFWelWZb/CRKTgO1/6eOlyl0gKoyAqP1dt6HRCwITgfXyESzIb7kLFwbB0u07vTdep5nx9f8ZY/WM3wF/+ulircWCvZfdW2b1Fdu9/7PiAsDADPXdCtJDmKKTP7vaU+6zC+NuCHFuUY+vlcAh+s+X0nFng24lbJy1Ux4nfvCJhxgrJU2AJ1bqkCgRLeGWTQvOcsjGNeclkoEQ8gmWUSq0nMqjw3nQMvdqbgnf1LgqI3g1LkeYF8NR42jO9qEgwZHi6VjgUijNIJiahTAkzD2Yjar4EzPLZtvHorjq6nZx6Pfd1z/t02Dp+X7vdQi/RK9RGLnqLjtFHdIIGiDV+WdvWc+uF9cP6bf2xrudXrUb95hlaio3NG5q3CU8=</latexit>



long-time dynamics & statistics

̄(!) ⇡
1

T

Z T

0
(!,R(t))dt

=
T1
T

1

T1

Z T1

0
(!,R(t))dt +

T2
T

1

T1

Z T2

0
(!,R(t))dt + · · ·

⇠
X

c

Pc
1

Tc

Z Tc

0
(!,R(t))dt

<latexit sha1_base64="M91ZgbXW8xPN06crywZthMBesCw=">AAADCXichVJNbxMxEPUuBcry0RSOXKxGrRIVRbsBCS5UkbhwDChpK+Gy8nq9iRV7vbJnq0ar7R/oD+HcG+LKmSuIf4PTbkXTojCSrTfzZp7mWU4KKSyE4W/Pv7N299799QfBw0ePn2y0Np/uW10axsdMS20OE2q5FDkfgwDJDwvDqUokP0hm7xb8wTE3Vuh8BPOCHyk6yUUmGAVXije9AUmoITNaFLRDtOIT2sU7xKVGn2CSGcqqqK5GNSYihzj8PMJLzS+IojBNsupj3YFuNwVMCN7Bb5vRUXwx/FfH5VdKTbJSbTe40umv0un/TwfvEpZqsJfbESuUu0oVMzx05/T0mtOYXVdmq5VxCnGrHfbCi8C3QdSANmpiGLfOSapZqXgOTFJrK2pAMMnrgJSWF5TN6IRXTCVGTKawXKXK2rlKary9WMPe5BbFf3GfSsjeHFUiL0rgufO07bislBg0XvwKnArDGci5A5QZ4fbBbErdk4D7O0HgPEY3Hd0G+/1e9LLX//CqPdhr3K6j52gLdVCEXqMBeo+GaIyY98X74f30fvln/rn/1f922ep7zcwztBT+9z9/fPQR</latexit>

T1

T2

̄(!) ⇠
X

c

pc
1

Tc

Z Tc

0
(!,R(t))dt

<latexit sha1_base64="vsLVGae9qRyObnVbTXfj1X7G4/A=">AAACJ3icbVDPa9swGJXTbsuyH/W64y6iIZDACHZbWI+hvezYlSYNVJn5rMiJiGQb6XMhGP9BO/aP6Lm3sh133nW9T9l8WJI+kHh6Tx9878W5khaD4IfX2Nl99vxF82Xr1es3b/f8d/sjmxWGiyHPVGbGMVihZCqGKFGJcW4E6FiJq3hxtvKvboSxMksvcZmLiYZZKhPJAZ0U+RGLwbAF5Dl0WabFDHqUMiu1uwodcZq7Q1ligJdhVV5GvKJMphgFX+vH/7MfmQacx0l5UXWx16NTjPx20A/+gm6TsCZtUuM88m/ZNOOFFilyBdaWYFByJaoWK6zIgS9gJkquYyNnc1xXQVu71HFFO6s17Ka3Ep/yrgtMTialTPMCReoydZyXFIpiRled0ak0gqNaOgLcSLcP5XNwlaBrttVyGcPNRNtkdNgPj/qHX47bg9M6bZN8IAekS0LyiQzIZ3JOhoSTO/KL/CaP3jfv3nvwvv/72vDqmfdkDd7PP410pTw=</latexit>



conformational analysis



conformational analysis



FF_ref2 
 (kJ/mol) 

FF_MD 
 (kJ/mol) 

Sampling the conformational free energy landscape of complex molecules in solution: 
 achieving QM-level accuracy at a nearly MM-level computational cost 

Marta Rosa, Marco Micciarelli, Stefano Baroni, Alessandro Laio 

 

conformers 
conformers 

Rationale: sampling the configurational space of molecules in solution is a fundamental step for the study of their internal properties and the interaction with the surronding environment. For slow 
degrees of freedom, this sampling is hindered by the long time taken by the system to hop from one conformer to the next. Our method allow to corect classical free energy values to acheive a 
quantum accuracy.  

Method:  
• sample the configurational space with classical MD simulations; 
• perform cluster analysis to identify free energy basins with respect to selected parameters; 
• correct calssical free energies .  

Conformers population from cluster analysis1 

𝐹𝑄𝑀
𝑖 = 𝐹𝑀𝑀

𝑖 − 𝑘𝑇 ∗ 𝑙𝑜𝑔 < 𝑒− 1
𝑘𝑇 𝐸𝑀𝑀

𝑖  −𝐸𝑄𝑀
𝑖

>𝑀𝑀𝑖  

𝐹𝑄𝑀
𝑖 ≅ 𝐹𝑀𝑀

𝑖  − < Δ𝐸𝑖 >𝑀𝑀𝑖 

𝐹𝑖 = −𝑘𝑇 log (𝑁𝑖) 

1st order 

Theoretical derivation 

Δ𝐸𝑖 =  𝐸𝑀𝑀
𝑖 − 𝐸𝑄𝑀

𝑖  

+
1

2𝑘𝑇
 ( < Δ𝐸𝑖 2 >𝑀𝑀𝑖 − < Δ𝐸𝑖 >𝑀𝑀𝑖

2 ) 2nd order 

The accuracy and practical protocol of the proposed correction has been validated by comparing the results of classical MD simulations for cyanin molecule performed with two FFs, differing for 
atomic charges, dihedral parameters and water model  
FF_MD = to be corrected, FF_ref1 = target results 

     before correction 
     after correction FF_ref1 

 (kJ/mol) 

FF_MD 
 (kJ/mol) 

Validation 

conformers 

2nd cumulant 
 (kJ/mol) 

1st cumulant 
 (kJ/mol) 

2nd cumulant 
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Figure: (a) free energies of the 9 most populated conformers for cyanin molecule with 
respect to (b) 5 dihedral orientation.  

Plot (a): 

Black: free energy agreement before the correction. Out of diagonal points show FF_MD free 
energies are not a good estimate of target values.  

Red: free energies after the correction.  

a) b) 

Free energy correction: first order perturbation theory  
 

Δ𝐸𝑖 =  𝐸𝐹𝐹_𝑀𝐷
𝑖 − 𝐸𝐹𝐹_𝑟𝑒𝑓1

𝑖  

Δ𝐸𝑖 =  𝐸𝐹𝐹_𝑀𝐷
𝑖 − 𝐸𝐹𝐹_𝑟𝑒𝑓2

𝑖  

Monitoring the second cumulant allows to detect the failure.  

(1st cumulants are calculated including explicit waters, 2nd cumulants energies are for the dehydrated 
geometries) 

QM free energies estmates 

      before correction 
      after correction 

conformers 

α β 

β 

α 

σ1st  = 2.3 kJ/mol 
σ2nd  = 1.2 kJ/mol 

σ1st  = 1.9 kJ/mol 
σ2nd  = 8.2 kJ/mol 

σ1st  = 4.0 kJ/mol 
σ2nd  = 2.4 kJ/mol 

Conclusions 

We deveoped a method able to correct free energy values from classical simulations and obtain quantum 
estimates at a low computational cost.  

The first order expansion of the correction term requires similar configurational spaces for the classical and 
quantum systems.  Monitoring the values of the second order cumuant allows detecting failures in the 
correction.    
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Detecting failures 

What would be 
the population 
in a quantum 
simulation?  

Can we distinguish the cases in which the procedure is relible?  

FF_MD = to be corrected, FF_ref2 = target results 

2nd cumulant 
 (kJ/mol) 

conformers 

1st cumulant 
 (kJ/mol) 
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conformational analysis
intrinsic and extrinsic contributions depends on
the sample quality (such as the doping density
and the amount of disorder). Studies of the de-
pendence on temperature and on disorder are
therefore required to better understand the doping
density dependence of the VHE. Furthermore,
a more accurate determination of sH that takes
into account the fringe fields in our Hall bar
device may be needed for a better quantitative
comparison.
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Cluster analysis is aimed at classifying elements into categories on the basis of their
similarity. Its applications range from astronomy to bioinformatics, bibliometrics, and pattern
recognition.We propose an approach based on the idea that cluster centers are characterized
by a higher density than their neighbors and by a relatively large distance from points with
higher densities.This idea forms the basis of a clustering procedure in which the number of
clusters arises intuitively, outliers are automatically spotted andexcluded from the analysis, and
clusters are recognized regardless of their shape and of the dimensionality of the space inwhich
they are embedded.We demonstrate the power of the algorithm on several test cases.

C
lustering algorithms attempt to classify
elements into categories, or clusters, on
the basis of their similarity. Several dif-
ferent clustering strategies have been pro-
posed (1), but no consensus has been reached

even on the definition of a cluster. In K-means (2)
and K-medoids (3) methods, clusters are groups
of data characterized by a small distance to the
cluster center. An objective function, typically the
sum of the distance to a set of putative cluster
centers, is optimized (3–6) until the best cluster
centers candidates are found. However, because
a data point is always assigned to the nearest
center, these approaches are not able to detect
nonspherical clusters (7). In distribution-based al-
gorithms, one attempts to reproduce the observed
realization of data points as a mix of predefined
probability distribution functions (8); the accuracy
of such methods depends on the capability of the
trial probability to represent the data.
Clusters with an arbitrary shape are easily

detected by approaches based on the local den-
sity of data points. In density-based spatial clus-
tering of applications with noise (DBSCAN) (9),
one chooses a density threshold, discards as noise
the points in regions with densities lower than
this threshold, and assigns to different clusters
disconnected regions of high density. However,
choosing an appropriate threshold can be non-
trivial, a drawback not present in the mean-shift
clustering method (10, 11). There a cluster is de-
fined as a set of points that converge to the same
local maximum of the density distribution func-

tion. This method allows the finding of nonspheri-
cal clusters but works only for data defined by a
set of coordinates and is computationally costly.
Here, we propose an alternative approach.

Similar to the K-medoids method, it has its
basis only in the distance between data points.
Like DBSCAN and the mean-shift method, it is
able to detect nonspherical clusters and to auto-
matically find the correct number of clusters.
The cluster centers are defined, as in the mean-
shift method, as local maxima in the density of
data points. However, unlike the mean-shift meth-
od, our procedure does not require embedding
the data in a vector space and maximizing ex-
plicitly the density field for each data point.
The algorithm has its basis in the assumptions

that cluster centers are surrounded by neighbors
with lower local density and that they are at a
relatively large distance from any points with a
higher local density. For each data point i, we
compute two quantities: its local density ri and
its distance di frompoints of higher density. Both
these quantities depend only on the distances dij
between data points, which are assumed to satis-
fy the triangular inequality. The local density ri
of data point i is defined as

ri ¼∑
j
cðdij − dcÞ ð1Þ

where cðxÞ ¼ 1 if x < 0 and cðxÞ ¼ 0 otherwise,
and dc is a cutoff distance. Basically, ri is equal to
the number of points that are closer than dc to
point i. The algorithm is sensitive only to the rel-
ativemagnitude of ri in different points, implying
that, for large data sets, the results of the analysis
are robust with respect to the choice of dc.
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intrinsic and extrinsic contributions depends on
the sample quality (such as the doping density
and the amount of disorder). Studies of the de-
pendence on temperature and on disorder are
therefore required to better understand the doping
density dependence of the VHE. Furthermore,
a more accurate determination of sH that takes
into account the fringe fields in our Hall bar
device may be needed for a better quantitative
comparison.
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similarity. Its applications range from astronomy to bioinformatics, bibliometrics, and pattern
recognition.We propose an approach based on the idea that cluster centers are characterized
by a higher density than their neighbors and by a relatively large distance from points with
higher densities.This idea forms the basis of a clustering procedure in which the number of
clusters arises intuitively, outliers are automatically spotted andexcluded from the analysis, and
clusters are recognized regardless of their shape and of the dimensionality of the space inwhich
they are embedded.We demonstrate the power of the algorithm on several test cases.

C
lustering algorithms attempt to classify
elements into categories, or clusters, on
the basis of their similarity. Several dif-
ferent clustering strategies have been pro-
posed (1), but no consensus has been reached

even on the definition of a cluster. In K-means (2)
and K-medoids (3) methods, clusters are groups
of data characterized by a small distance to the
cluster center. An objective function, typically the
sum of the distance to a set of putative cluster
centers, is optimized (3–6) until the best cluster
centers candidates are found. However, because
a data point is always assigned to the nearest
center, these approaches are not able to detect
nonspherical clusters (7). In distribution-based al-
gorithms, one attempts to reproduce the observed
realization of data points as a mix of predefined
probability distribution functions (8); the accuracy
of such methods depends on the capability of the
trial probability to represent the data.
Clusters with an arbitrary shape are easily

detected by approaches based on the local den-
sity of data points. In density-based spatial clus-
tering of applications with noise (DBSCAN) (9),
one chooses a density threshold, discards as noise
the points in regions with densities lower than
this threshold, and assigns to different clusters
disconnected regions of high density. However,
choosing an appropriate threshold can be non-
trivial, a drawback not present in the mean-shift
clustering method (10, 11). There a cluster is de-
fined as a set of points that converge to the same
local maximum of the density distribution func-

tion. This method allows the finding of nonspheri-
cal clusters but works only for data defined by a
set of coordinates and is computationally costly.
Here, we propose an alternative approach.

Similar to the K-medoids method, it has its
basis only in the distance between data points.
Like DBSCAN and the mean-shift method, it is
able to detect nonspherical clusters and to auto-
matically find the correct number of clusters.
The cluster centers are defined, as in the mean-
shift method, as local maxima in the density of
data points. However, unlike the mean-shift meth-
od, our procedure does not require embedding
the data in a vector space and maximizing ex-
plicitly the density field for each data point.
The algorithm has its basis in the assumptions

that cluster centers are surrounded by neighbors
with lower local density and that they are at a
relatively large distance from any points with a
higher local density. For each data point i, we
compute two quantities: its local density ri and
its distance di frompoints of higher density. Both
these quantities depend only on the distances dij
between data points, which are assumed to satis-
fy the triangular inequality. The local density ri
of data point i is defined as

ri ¼∑
j
cðdij − dcÞ ð1Þ

where cðxÞ ¼ 1 if x < 0 and cðxÞ ¼ 0 otherwise,
and dc is a cutoff distance. Basically, ri is equal to
the number of points that are closer than dc to
point i. The algorithm is sensitive only to the rel-
ativemagnitude of ri in different points, implying
that, for large data sets, the results of the analysis
are robust with respect to the choice of dc.
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intrinsic and extrinsic contributions depends on
the sample quality (such as the doping density
and the amount of disorder). Studies of the de-
pendence on temperature and on disorder are
therefore required to better understand the doping
density dependence of the VHE. Furthermore,
a more accurate determination of sH that takes
into account the fringe fields in our Hall bar
device may be needed for a better quantitative
comparison.
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higher densities.This idea forms the basis of a clustering procedure in which the number of
clusters arises intuitively, outliers are automatically spotted andexcluded from the analysis, and
clusters are recognized regardless of their shape and of the dimensionality of the space inwhich
they are embedded.We demonstrate the power of the algorithm on several test cases.

C
lustering algorithms attempt to classify
elements into categories, or clusters, on
the basis of their similarity. Several dif-
ferent clustering strategies have been pro-
posed (1), but no consensus has been reached

even on the definition of a cluster. In K-means (2)
and K-medoids (3) methods, clusters are groups
of data characterized by a small distance to the
cluster center. An objective function, typically the
sum of the distance to a set of putative cluster
centers, is optimized (3–6) until the best cluster
centers candidates are found. However, because
a data point is always assigned to the nearest
center, these approaches are not able to detect
nonspherical clusters (7). In distribution-based al-
gorithms, one attempts to reproduce the observed
realization of data points as a mix of predefined
probability distribution functions (8); the accuracy
of such methods depends on the capability of the
trial probability to represent the data.
Clusters with an arbitrary shape are easily

detected by approaches based on the local den-
sity of data points. In density-based spatial clus-
tering of applications with noise (DBSCAN) (9),
one chooses a density threshold, discards as noise
the points in regions with densities lower than
this threshold, and assigns to different clusters
disconnected regions of high density. However,
choosing an appropriate threshold can be non-
trivial, a drawback not present in the mean-shift
clustering method (10, 11). There a cluster is de-
fined as a set of points that converge to the same
local maximum of the density distribution func-

tion. This method allows the finding of nonspheri-
cal clusters but works only for data defined by a
set of coordinates and is computationally costly.
Here, we propose an alternative approach.

Similar to the K-medoids method, it has its
basis only in the distance between data points.
Like DBSCAN and the mean-shift method, it is
able to detect nonspherical clusters and to auto-
matically find the correct number of clusters.
The cluster centers are defined, as in the mean-
shift method, as local maxima in the density of
data points. However, unlike the mean-shift meth-
od, our procedure does not require embedding
the data in a vector space and maximizing ex-
plicitly the density field for each data point.
The algorithm has its basis in the assumptions

that cluster centers are surrounded by neighbors
with lower local density and that they are at a
relatively large distance from any points with a
higher local density. For each data point i, we
compute two quantities: its local density ri and
its distance di frompoints of higher density. Both
these quantities depend only on the distances dij
between data points, which are assumed to satis-
fy the triangular inequality. The local density ri
of data point i is defined as

ri ¼∑
j
cðdij − dcÞ ð1Þ

where cðxÞ ¼ 1 if x < 0 and cðxÞ ¼ 0 otherwise,
and dc is a cutoff distance. Basically, ri is equal to
the number of points that are closer than dc to
point i. The algorithm is sensitive only to the rel-
ativemagnitude of ri in different points, implying
that, for large data sets, the results of the analysis
are robust with respect to the choice of dc.
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We introduce a new method to compute the optical absorption spectra of complex molecular systems
in solution, based on the Liouville approach to time-dependent density-functional perturbation theory
and the revised self-consistent continuum solvation model. The former allows one to obtain the
absorption spectrum over a whole wide frequency range, using a recently proposed Lanczos-based
technique, or selected excitation energies, using the Casida equation, without having to ever compute
any unoccupied molecular orbitals. The latter is conceptually similar to the polarizable continuum
model and o↵ers the further advantages of allowing an easy computation of atomic forces via
the Hellmann-Feynman theorem and a ready implementation in periodic-boundary conditions. The
new method has been implemented using pseudopotentials and plane-wave basis sets, benchmarked
against polarizable continuum model calculations on 4-aminophthalimide, alizarin, and cyanin and
made available through the Quantum ESPRESSO distribution of open-source codes. C 2015 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4905604]

I. INTRODUCTION

The optical properties of molecular systems crucially
depend on the chemico-physical conditions (composition,
temperature, acidity, etc.) of the solvent in which they are
dissolved. While these e↵ects can in principle be addressed
by treating solvent molecules on a par with the solvated one,1
all the approaches based on an explicit quantum-mechanical
treatment of the solvent are extremely costly, and by their
very nature, they can only be applied to a small number of
rather simple systems. Screening many di↵erent molecules for
desired optical properties and/or understanding the e↵ects of
complex molecular interactions (such as, e.g., copigmentation)
call for new methods that, while being substantially less
expensive than explicit solvent models, maintain a comparable
level of accuracy.

Continuum solvation models,2 such as the polarizable
continuum model (PCM)3–7 or the conductor-like screening
model (COSMO),8 have proven to be very e↵ective in account-
ing for the complexity of the solvent-solute interactions in
an implicit fashion. In PCM, the solvent is represented by a
classical continuous medium—described by its experimental
macroscopic dielectric constant—that is assumed to be homo-
geneous but for a void cavity hosting the solvated molecule. In
spite of its simplicity, PCM has proved to be rather successful
in accounting for the electrostatic e↵ects of the polarization
charge induced in the solvent by the solute on the equilibrium
and dynamical properties of the latter.2,7 Its main practical
drawbacks are that the discontinuity of the cavity makes

a)Electronic address: baroni@sissa.it

the computation of electrostatic potentials cumbersome and
not easily implemented in periodic-boundary conditions, and
that its shape and size are input of the model (usually, a
superposition of atom-centered spheres), which prevents a
straightforward use of the Hellmann-Feynman theorem to
compute atomic forces.

These di�culties are addressed, and to a large extent
overcome, by a recently proposed revised9–11 self-consistent
continuum solvation (SCCS) model,12–15 in which the hosting
medium is defined in such a way that the interface between
the solvent and the cavity hosting the solute is smooth and
determined self-consistently by the ground-state electronic
charge-density of the latter.

PCM has been extended to describe electronic excita-
tions,16–18 in particular, in the framework of the linear-response
time-dependent (TD) Hartree-Fock,19 density-functional the-
ory (DFT),20,21 and coupled-cluster theories.22,23 In these
formulations, an additional di�culty arises in that the ionic
and electronic degrees of freedom of the solvent respond
di↵erently to a perturbation of optical frequency, as reflected
by the frequency dependence of its dielectric function. In the
o↵-resonance case (i.e., when the solvent does not absorb at
the frequencies where the solute does), it is often su�cient
to assume that the solvent is described by its high-frequency
dielectric constant, ✏1, rather than by the static one, ✏0.

In this work, a similar goal is pursued by combining a
linearization of the SCCS model with the Liouville approach
to TD density-functional perturbation theory (TDDFpT), in
both its Lanczos24–26 and Casida-Davidson27 flavors. This
combination provides a consistent scheme where electrostatic
e↵ects and atomic forces are evaluated for the ground state in
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1. esCmate	conformaConal	populaCons	from	long	(>	1μs)	classical	
MD	simulaCons	in	explicit	water	solvent;	

2. for	each	of	the	most	populated	molecular	conformers	thus	
idenCfied,	run	a	10-20	ps	Car-Parrinello	quantum	MD	simulaCon;	

3. for	each	CPMD	trajectory	thus	generated,	compute	TDDFpT	
spectra	on	the	fly	≈	1ps	apart,	treaCng	the	solvent	as	a	dielectric	
conCnuum:	

4. average	the	spectra	within	each	conformer	and	over	different	
conformers:
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Multimodel Approach to the Optical Properties of Molecular Dyes in
Solution
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ABSTRACT: We introduce a multimodel approach to the
simulation of the optical properties of molecular dyes in
solution, whereby the effects of thermal fluctuations and of
dielectric screening on the absorption spectra are accounted
for by explicit and implicit solvation models, respectively. Ther-
mal effects are treated by averaging the spectra of molecular
configurations generated by an ab initio molecular-dynamics
simulation where solvent molecules are treated explicitly.
Dielectric effects are then dealt with implicitly by computing the spectra upon removal of the solvent molecules and their
replacement with an effective medium, in the spirit of a continuum solvation model. Our multimodel approach is validated by
comparing its predictions with those of a fully explicit-solvation simulation for cyanidin-3-glucoside (cyanin) chromophore in
water. While multimodel and fully explicit-solvent spectra may differ considerably for individual configurations along the
trajectory, their time averages are remarkably similar, thus providing a solid benchmark of the former and allowing us to save
considerably on the computer resources needed to predict accurate absorption spectra. The power of the proposed methodology
is finally demonstrated by the excellent agreement between its predictions and the absorption spectra of cyanin measured at
strong and intermediate acidity conditions.

1. INTRODUCTION
Modeling the optical properties of molecular dyes in solution has
long relied on a static picture, whereby thermal fluctuations are
thoroughly ignored, either by neglecting the effects of the
environment altogether or by accounting for the dielectric
screening of the solvent through some kind of continuum
solvation model (CSM),1 such as the polarizable continuum model
(PCM),2−6 the conductor-like screening model (COSMO),7−10 or
the (revised) self-consistent continuum solvation (SCCS)
model.11−17 In both cases, the optical spectra are often obtained
at the molecular minimum-energy configuration, as computed
in vacuo or in some effective medium. Nevertheless, recent
studies have shown the importance of thermal fluctuations on the
optical properties of solvated dyes.18−23 Thermal fluctuations are
accurately described in molecular solvation models (MSMs), in
which solvent molecules are treated explicitly, i.e. on the same
atomistic ground as the solute (this approach is often referred to
as explicit solvent model). Some of the previous attempts to
account for thermal fluctuations in the optical properties of
solvated molecules were based on molecular dynamics (MD)
utilizing classical force fields accurately targeted to the specific
system(s) of interest.18,21,22 While this approach is apt to cope
with thermal effects on the optical absorption spectra, its prac-
tical implementation is hampered by the limited transferability of
the available force fields, which would require extensive fitting
and validation procedures for each system to be examined. In one
of our previous works19 we introduced an MSM approach to
simulating the optical properties of solvated dyes where the entire
system (solute plus solvent) is treated quantum mechanically and

let evolve according to ab initio (AI) molecular dynamics,24,25

while absorption spectra are computed on-the-fly using time-
dependent density-functional theory (TDDFT)26,27 and aver-
aged along the trajectory. This naturally accounts for both
thermal and dielectric solvation effects on the optical spectra yet
not requiring any unwieldy system-specific fitting or validation.
When it comes to simulating large systems comprising hundreds
of atoms, however, the deployment of ab initioMSMs is hindered
by the large computational cost of hybrid functionals,28−30,32

particularly when using plane-wave basis sets, as it is common
practice in many applications involving AIMD. In a previous
paper23 we proposed to use a GGA exchange-correlation (XC)
energy functional33 to generate explicit-solvent AIMD trajecto-
ries and a semiempirical morphing procedure, tailored on the gas-
phase B3LYP29 TDDFT spectra of the dye, to correct the GGA
spectra evaluated along the AIMD trajectory. GGA is generally
assumed to be accurate enough for the sake of sampling AIMD
trajectories, in spite of the minor, but not always negligible, dif-
ferences existing between the harmonic frequencies computed
using different functionals.31 As for the morphing procedure
previously proposed, while it proved accurate enough to deal
with global properties of the optical spectra, such as the color
expressed by a given solution, it may not be so when it comes to
predicting individual spectral features.
In this paper we propose an approach to this problem that

combines the advantages of CSMs and MSMs, by applying them
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ABSTRACT: We introduce a multimodel approach to the
simulation of the optical properties of molecular dyes in
solution, whereby the effects of thermal fluctuations and of
dielectric screening on the absorption spectra are accounted
for by explicit and implicit solvation models, respectively. Ther-
mal effects are treated by averaging the spectra of molecular
configurations generated by an ab initio molecular-dynamics
simulation where solvent molecules are treated explicitly.
Dielectric effects are then dealt with implicitly by computing the spectra upon removal of the solvent molecules and their
replacement with an effective medium, in the spirit of a continuum solvation model. Our multimodel approach is validated by
comparing its predictions with those of a fully explicit-solvation simulation for cyanidin-3-glucoside (cyanin) chromophore in
water. While multimodel and fully explicit-solvent spectra may differ considerably for individual configurations along the
trajectory, their time averages are remarkably similar, thus providing a solid benchmark of the former and allowing us to save
considerably on the computer resources needed to predict accurate absorption spectra. The power of the proposed methodology
is finally demonstrated by the excellent agreement between its predictions and the absorption spectra of cyanin measured at
strong and intermediate acidity conditions.

1. INTRODUCTION
Modeling the optical properties of molecular dyes in solution has
long relied on a static picture, whereby thermal fluctuations are
thoroughly ignored, either by neglecting the effects of the
environment altogether or by accounting for the dielectric
screening of the solvent through some kind of continuum
solvation model (CSM),1 such as the polarizable continuum model
(PCM),2−6 the conductor-like screening model (COSMO),7−10 or
the (revised) self-consistent continuum solvation (SCCS)
model.11−17 In both cases, the optical spectra are often obtained
at the molecular minimum-energy configuration, as computed
in vacuo or in some effective medium. Nevertheless, recent
studies have shown the importance of thermal fluctuations on the
optical properties of solvated dyes.18−23 Thermal fluctuations are
accurately described in molecular solvation models (MSMs), in
which solvent molecules are treated explicitly, i.e. on the same
atomistic ground as the solute (this approach is often referred to
as explicit solvent model). Some of the previous attempts to
account for thermal fluctuations in the optical properties of
solvated molecules were based on molecular dynamics (MD)
utilizing classical force fields accurately targeted to the specific
system(s) of interest.18,21,22 While this approach is apt to cope
with thermal effects on the optical absorption spectra, its prac-
tical implementation is hampered by the limited transferability of
the available force fields, which would require extensive fitting
and validation procedures for each system to be examined. In one
of our previous works19 we introduced an MSM approach to
simulating the optical properties of solvated dyes where the entire
system (solute plus solvent) is treated quantum mechanically and

let evolve according to ab initio (AI) molecular dynamics,24,25

while absorption spectra are computed on-the-fly using time-
dependent density-functional theory (TDDFT)26,27 and aver-
aged along the trajectory. This naturally accounts for both
thermal and dielectric solvation effects on the optical spectra yet
not requiring any unwieldy system-specific fitting or validation.
When it comes to simulating large systems comprising hundreds
of atoms, however, the deployment of ab initioMSMs is hindered
by the large computational cost of hybrid functionals,28−30,32

particularly when using plane-wave basis sets, as it is common
practice in many applications involving AIMD. In a previous
paper23 we proposed to use a GGA exchange-correlation (XC)
energy functional33 to generate explicit-solvent AIMD trajecto-
ries and a semiempirical morphing procedure, tailored on the gas-
phase B3LYP29 TDDFT spectra of the dye, to correct the GGA
spectra evaluated along the AIMD trajectory. GGA is generally
assumed to be accurate enough for the sake of sampling AIMD
trajectories, in spite of the minor, but not always negligible, dif-
ferences existing between the harmonic frequencies computed
using different functionals.31 As for the morphing procedure
previously proposed, while it proved accurate enough to deal
with global properties of the optical spectra, such as the color
expressed by a given solution, it may not be so when it comes to
predicting individual spectral features.
In this paper we propose an approach to this problem that

combines the advantages of CSMs and MSMs, by applying them
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ABSTRACT: We introduce a multimodel approach to the
simulation of the optical properties of molecular dyes in
solution, whereby the effects of thermal fluctuations and of
dielectric screening on the absorption spectra are accounted
for by explicit and implicit solvation models, respectively. Ther-
mal effects are treated by averaging the spectra of molecular
configurations generated by an ab initio molecular-dynamics
simulation where solvent molecules are treated explicitly.
Dielectric effects are then dealt with implicitly by computing the spectra upon removal of the solvent molecules and their
replacement with an effective medium, in the spirit of a continuum solvation model. Our multimodel approach is validated by
comparing its predictions with those of a fully explicit-solvation simulation for cyanidin-3-glucoside (cyanin) chromophore in
water. While multimodel and fully explicit-solvent spectra may differ considerably for individual configurations along the
trajectory, their time averages are remarkably similar, thus providing a solid benchmark of the former and allowing us to save
considerably on the computer resources needed to predict accurate absorption spectra. The power of the proposed methodology
is finally demonstrated by the excellent agreement between its predictions and the absorption spectra of cyanin measured at
strong and intermediate acidity conditions.

1. INTRODUCTION
Modeling the optical properties of molecular dyes in solution has
long relied on a static picture, whereby thermal fluctuations are
thoroughly ignored, either by neglecting the effects of the
environment altogether or by accounting for the dielectric
screening of the solvent through some kind of continuum
solvation model (CSM),1 such as the polarizable continuum model
(PCM),2−6 the conductor-like screening model (COSMO),7−10 or
the (revised) self-consistent continuum solvation (SCCS)
model.11−17 In both cases, the optical spectra are often obtained
at the molecular minimum-energy configuration, as computed
in vacuo or in some effective medium. Nevertheless, recent
studies have shown the importance of thermal fluctuations on the
optical properties of solvated dyes.18−23 Thermal fluctuations are
accurately described in molecular solvation models (MSMs), in
which solvent molecules are treated explicitly, i.e. on the same
atomistic ground as the solute (this approach is often referred to
as explicit solvent model). Some of the previous attempts to
account for thermal fluctuations in the optical properties of
solvated molecules were based on molecular dynamics (MD)
utilizing classical force fields accurately targeted to the specific
system(s) of interest.18,21,22 While this approach is apt to cope
with thermal effects on the optical absorption spectra, its prac-
tical implementation is hampered by the limited transferability of
the available force fields, which would require extensive fitting
and validation procedures for each system to be examined. In one
of our previous works19 we introduced an MSM approach to
simulating the optical properties of solvated dyes where the entire
system (solute plus solvent) is treated quantum mechanically and

let evolve according to ab initio (AI) molecular dynamics,24,25

while absorption spectra are computed on-the-fly using time-
dependent density-functional theory (TDDFT)26,27 and aver-
aged along the trajectory. This naturally accounts for both
thermal and dielectric solvation effects on the optical spectra yet
not requiring any unwieldy system-specific fitting or validation.
When it comes to simulating large systems comprising hundreds
of atoms, however, the deployment of ab initioMSMs is hindered
by the large computational cost of hybrid functionals,28−30,32

particularly when using plane-wave basis sets, as it is common
practice in many applications involving AIMD. In a previous
paper23 we proposed to use a GGA exchange-correlation (XC)
energy functional33 to generate explicit-solvent AIMD trajecto-
ries and a semiempirical morphing procedure, tailored on the gas-
phase B3LYP29 TDDFT spectra of the dye, to correct the GGA
spectra evaluated along the AIMD trajectory. GGA is generally
assumed to be accurate enough for the sake of sampling AIMD
trajectories, in spite of the minor, but not always negligible, dif-
ferences existing between the harmonic frequencies computed
using different functionals.31 As for the morphing procedure
previously proposed, while it proved accurate enough to deal
with global properties of the optical spectra, such as the color
expressed by a given solution, it may not be so when it comes to
predicting individual spectral features.
In this paper we propose an approach to this problem that

combines the advantages of CSMs and MSMs, by applying them
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1. esCmate	conformaConal	populaCons	from	long	(>	1μs)	classical	
MD	simulaCons	in	explicit	water	solvent;	

2. for	each	of	the	most	populated	molecular	conformers	thus	
idenCfied,	run	a	10-20	ps	Car-Parrinello	quantum	MD	simulaCon;	

3. for	each	CPMD	trajectory	thus	generated,	compute	TDDFpT	
spectra	on	the	fly	≈	1ps	apart,	treaCng	the	solvent	as	a	dielectric	
conCnuum:	

4. average	the	spectra	within	each	conformer	and	over	different	
conformers:

the multi-scale protocol
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ABSTRACT: We introduce a multimodel approach to the
simulation of the optical properties of molecular dyes in
solution, whereby the effects of thermal fluctuations and of
dielectric screening on the absorption spectra are accounted
for by explicit and implicit solvation models, respectively. Ther-
mal effects are treated by averaging the spectra of molecular
configurations generated by an ab initio molecular-dynamics
simulation where solvent molecules are treated explicitly.
Dielectric effects are then dealt with implicitly by computing the spectra upon removal of the solvent molecules and their
replacement with an effective medium, in the spirit of a continuum solvation model. Our multimodel approach is validated by
comparing its predictions with those of a fully explicit-solvation simulation for cyanidin-3-glucoside (cyanin) chromophore in
water. While multimodel and fully explicit-solvent spectra may differ considerably for individual configurations along the
trajectory, their time averages are remarkably similar, thus providing a solid benchmark of the former and allowing us to save
considerably on the computer resources needed to predict accurate absorption spectra. The power of the proposed methodology
is finally demonstrated by the excellent agreement between its predictions and the absorption spectra of cyanin measured at
strong and intermediate acidity conditions.

1. INTRODUCTION
Modeling the optical properties of molecular dyes in solution has
long relied on a static picture, whereby thermal fluctuations are
thoroughly ignored, either by neglecting the effects of the
environment altogether or by accounting for the dielectric
screening of the solvent through some kind of continuum
solvation model (CSM),1 such as the polarizable continuum model
(PCM),2−6 the conductor-like screening model (COSMO),7−10 or
the (revised) self-consistent continuum solvation (SCCS)
model.11−17 In both cases, the optical spectra are often obtained
at the molecular minimum-energy configuration, as computed
in vacuo or in some effective medium. Nevertheless, recent
studies have shown the importance of thermal fluctuations on the
optical properties of solvated dyes.18−23 Thermal fluctuations are
accurately described in molecular solvation models (MSMs), in
which solvent molecules are treated explicitly, i.e. on the same
atomistic ground as the solute (this approach is often referred to
as explicit solvent model). Some of the previous attempts to
account for thermal fluctuations in the optical properties of
solvated molecules were based on molecular dynamics (MD)
utilizing classical force fields accurately targeted to the specific
system(s) of interest.18,21,22 While this approach is apt to cope
with thermal effects on the optical absorption spectra, its prac-
tical implementation is hampered by the limited transferability of
the available force fields, which would require extensive fitting
and validation procedures for each system to be examined. In one
of our previous works19 we introduced an MSM approach to
simulating the optical properties of solvated dyes where the entire
system (solute plus solvent) is treated quantum mechanically and

let evolve according to ab initio (AI) molecular dynamics,24,25

while absorption spectra are computed on-the-fly using time-
dependent density-functional theory (TDDFT)26,27 and aver-
aged along the trajectory. This naturally accounts for both
thermal and dielectric solvation effects on the optical spectra yet
not requiring any unwieldy system-specific fitting or validation.
When it comes to simulating large systems comprising hundreds
of atoms, however, the deployment of ab initioMSMs is hindered
by the large computational cost of hybrid functionals,28−30,32

particularly when using plane-wave basis sets, as it is common
practice in many applications involving AIMD. In a previous
paper23 we proposed to use a GGA exchange-correlation (XC)
energy functional33 to generate explicit-solvent AIMD trajecto-
ries and a semiempirical morphing procedure, tailored on the gas-
phase B3LYP29 TDDFT spectra of the dye, to correct the GGA
spectra evaluated along the AIMD trajectory. GGA is generally
assumed to be accurate enough for the sake of sampling AIMD
trajectories, in spite of the minor, but not always negligible, dif-
ferences existing between the harmonic frequencies computed
using different functionals.31 As for the morphing procedure
previously proposed, while it proved accurate enough to deal
with global properties of the optical spectra, such as the color
expressed by a given solution, it may not be so when it comes to
predicting individual spectral features.
In this paper we propose an approach to this problem that

combines the advantages of CSMs and MSMs, by applying them
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ABSTRACT: We introduce a multimodel approach to the
simulation of the optical properties of molecular dyes in
solution, whereby the effects of thermal fluctuations and of
dielectric screening on the absorption spectra are accounted
for by explicit and implicit solvation models, respectively. Ther-
mal effects are treated by averaging the spectra of molecular
configurations generated by an ab initio molecular-dynamics
simulation where solvent molecules are treated explicitly.
Dielectric effects are then dealt with implicitly by computing the spectra upon removal of the solvent molecules and their
replacement with an effective medium, in the spirit of a continuum solvation model. Our multimodel approach is validated by
comparing its predictions with those of a fully explicit-solvation simulation for cyanidin-3-glucoside (cyanin) chromophore in
water. While multimodel and fully explicit-solvent spectra may differ considerably for individual configurations along the
trajectory, their time averages are remarkably similar, thus providing a solid benchmark of the former and allowing us to save
considerably on the computer resources needed to predict accurate absorption spectra. The power of the proposed methodology
is finally demonstrated by the excellent agreement between its predictions and the absorption spectra of cyanin measured at
strong and intermediate acidity conditions.

1. INTRODUCTION
Modeling the optical properties of molecular dyes in solution has
long relied on a static picture, whereby thermal fluctuations are
thoroughly ignored, either by neglecting the effects of the
environment altogether or by accounting for the dielectric
screening of the solvent through some kind of continuum
solvation model (CSM),1 such as the polarizable continuum model
(PCM),2−6 the conductor-like screening model (COSMO),7−10 or
the (revised) self-consistent continuum solvation (SCCS)
model.11−17 In both cases, the optical spectra are often obtained
at the molecular minimum-energy configuration, as computed
in vacuo or in some effective medium. Nevertheless, recent
studies have shown the importance of thermal fluctuations on the
optical properties of solvated dyes.18−23 Thermal fluctuations are
accurately described in molecular solvation models (MSMs), in
which solvent molecules are treated explicitly, i.e. on the same
atomistic ground as the solute (this approach is often referred to
as explicit solvent model). Some of the previous attempts to
account for thermal fluctuations in the optical properties of
solvated molecules were based on molecular dynamics (MD)
utilizing classical force fields accurately targeted to the specific
system(s) of interest.18,21,22 While this approach is apt to cope
with thermal effects on the optical absorption spectra, its prac-
tical implementation is hampered by the limited transferability of
the available force fields, which would require extensive fitting
and validation procedures for each system to be examined. In one
of our previous works19 we introduced an MSM approach to
simulating the optical properties of solvated dyes where the entire
system (solute plus solvent) is treated quantum mechanically and

let evolve according to ab initio (AI) molecular dynamics,24,25

while absorption spectra are computed on-the-fly using time-
dependent density-functional theory (TDDFT)26,27 and aver-
aged along the trajectory. This naturally accounts for both
thermal and dielectric solvation effects on the optical spectra yet
not requiring any unwieldy system-specific fitting or validation.
When it comes to simulating large systems comprising hundreds
of atoms, however, the deployment of ab initioMSMs is hindered
by the large computational cost of hybrid functionals,28−30,32

particularly when using plane-wave basis sets, as it is common
practice in many applications involving AIMD. In a previous
paper23 we proposed to use a GGA exchange-correlation (XC)
energy functional33 to generate explicit-solvent AIMD trajecto-
ries and a semiempirical morphing procedure, tailored on the gas-
phase B3LYP29 TDDFT spectra of the dye, to correct the GGA
spectra evaluated along the AIMD trajectory. GGA is generally
assumed to be accurate enough for the sake of sampling AIMD
trajectories, in spite of the minor, but not always negligible, dif-
ferences existing between the harmonic frequencies computed
using different functionals.31 As for the morphing procedure
previously proposed, while it proved accurate enough to deal
with global properties of the optical spectra, such as the color
expressed by a given solution, it may not be so when it comes to
predicting individual spectral features.
In this paper we propose an approach to this problem that

combines the advantages of CSMs and MSMs, by applying them
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ABSTRACT: We introduce a multimodel approach to the
simulation of the optical properties of molecular dyes in
solution, whereby the effects of thermal fluctuations and of
dielectric screening on the absorption spectra are accounted
for by explicit and implicit solvation models, respectively. Ther-
mal effects are treated by averaging the spectra of molecular
configurations generated by an ab initio molecular-dynamics
simulation where solvent molecules are treated explicitly.
Dielectric effects are then dealt with implicitly by computing the spectra upon removal of the solvent molecules and their
replacement with an effective medium, in the spirit of a continuum solvation model. Our multimodel approach is validated by
comparing its predictions with those of a fully explicit-solvation simulation for cyanidin-3-glucoside (cyanin) chromophore in
water. While multimodel and fully explicit-solvent spectra may differ considerably for individual configurations along the
trajectory, their time averages are remarkably similar, thus providing a solid benchmark of the former and allowing us to save
considerably on the computer resources needed to predict accurate absorption spectra. The power of the proposed methodology
is finally demonstrated by the excellent agreement between its predictions and the absorption spectra of cyanin measured at
strong and intermediate acidity conditions.

1. INTRODUCTION
Modeling the optical properties of molecular dyes in solution has
long relied on a static picture, whereby thermal fluctuations are
thoroughly ignored, either by neglecting the effects of the
environment altogether or by accounting for the dielectric
screening of the solvent through some kind of continuum
solvation model (CSM),1 such as the polarizable continuum model
(PCM),2−6 the conductor-like screening model (COSMO),7−10 or
the (revised) self-consistent continuum solvation (SCCS)
model.11−17 In both cases, the optical spectra are often obtained
at the molecular minimum-energy configuration, as computed
in vacuo or in some effective medium. Nevertheless, recent
studies have shown the importance of thermal fluctuations on the
optical properties of solvated dyes.18−23 Thermal fluctuations are
accurately described in molecular solvation models (MSMs), in
which solvent molecules are treated explicitly, i.e. on the same
atomistic ground as the solute (this approach is often referred to
as explicit solvent model). Some of the previous attempts to
account for thermal fluctuations in the optical properties of
solvated molecules were based on molecular dynamics (MD)
utilizing classical force fields accurately targeted to the specific
system(s) of interest.18,21,22 While this approach is apt to cope
with thermal effects on the optical absorption spectra, its prac-
tical implementation is hampered by the limited transferability of
the available force fields, which would require extensive fitting
and validation procedures for each system to be examined. In one
of our previous works19 we introduced an MSM approach to
simulating the optical properties of solvated dyes where the entire
system (solute plus solvent) is treated quantum mechanically and

let evolve according to ab initio (AI) molecular dynamics,24,25

while absorption spectra are computed on-the-fly using time-
dependent density-functional theory (TDDFT)26,27 and aver-
aged along the trajectory. This naturally accounts for both
thermal and dielectric solvation effects on the optical spectra yet
not requiring any unwieldy system-specific fitting or validation.
When it comes to simulating large systems comprising hundreds
of atoms, however, the deployment of ab initioMSMs is hindered
by the large computational cost of hybrid functionals,28−30,32

particularly when using plane-wave basis sets, as it is common
practice in many applications involving AIMD. In a previous
paper23 we proposed to use a GGA exchange-correlation (XC)
energy functional33 to generate explicit-solvent AIMD trajecto-
ries and a semiempirical morphing procedure, tailored on the gas-
phase B3LYP29 TDDFT spectra of the dye, to correct the GGA
spectra evaluated along the AIMD trajectory. GGA is generally
assumed to be accurate enough for the sake of sampling AIMD
trajectories, in spite of the minor, but not always negligible, dif-
ferences existing between the harmonic frequencies computed
using different functionals.31 As for the morphing procedure
previously proposed, while it proved accurate enough to deal
with global properties of the optical spectra, such as the color
expressed by a given solution, it may not be so when it comes to
predicting individual spectral features.
In this paper we propose an approach to this problem that

combines the advantages of CSMs and MSMs, by applying them
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Unraveling the molecular mechanisms of color
expression in anthocyanins†

Mariami Rusishvili, ab Luca Grisanti, ‡a Sara Laporte, a Marco Micciarelli, §a

Marta Rosa, ¶a Rebecca J. Robbins,c Tom Collins,d Alessandra Magistrato e

and Stefano Baroni *ae

Anthocyanins are a broad family of natural dyes, increasingly finding application as substitutes for

artificial colorants in the food industry. In spite of their importance and ubiquity, the molecular principles

responsible for their extreme color variability are poorly known. We address these mechanisms by

computer simulations and photoabsorption experiments of cyanidin-3-O-glucoside in water solution, as

a proxy for more complex members of the family. Experimental results are presented in the range of

pH 1–9, accompanied by a comprehensive systematic computational study across relevant charge states

and tautomers. The computed spectra are in excellent agreement with the experiments, providing

unprecedented insight into the complex behavior underlying color expression in these molecules.

Besides confirming the importance of the molecule’s charge state, we also unveil the hitherto unrecognized

role of internal distortions in the chromophore, which affect its degree of conjugation, modulating the

optical gap and in turn the color. This entanglement of structural and electronic traits is also shared by

other members of the anthocyanin family (e.g. pelargonidin and delphinidin) highlighting a common

mechanism for color expression across this important family of natural dyes.

1 Introduction
Regulations on colorants are some of the oldest and more rigorous
ones in the food industry, with the first list of prohibited additives
dating back to 1906.1 Moreover, nowadays the food industry is
experiencing additional mounting pressure from the public to
substitute artificial additives with natural alternatives, perceived as
healthier and safer. Obvious requirements that natural colorants
have to fulfill for use in food applications include non-toxicity,
abundance and cost-effectiveness, chemical stability, as well as
versatility. While nature provides plenty of options for colors in the
red-yellow-green gamut, choices are much more limited in the red-
purple-blue range, particularly when it comes to the blue end of
the palette.2 Anthocyanins are a broad family of dyes responsible

for most of the colors in the red-purple-blue gamut found in
flowers, fruits, vegetables, leaves, tubers and food products
(wines, jams, and syrups) and they account for a large amount
of color expression in nature.2–5

The extreme variety of hues, brightness, and nuances expressed
by anthocyanins reflects their chemical variability. Substituents on
the A, C and B rings (Fig. 1), including hydroxyl and glycosylic
(mostly at positions 3 and 5) will induce a change in color.2,3 Extra
acyl groups connected to the glycosylic units, when bearing phenolic
acids, will also modulate the color through both inter- and intra-
molecular co-pigmentation. In addition, the optical properties of
anthocyanins are highly sensitive to environmental factors such as
the pH of the solution or the presence of metal ions.6 The red-
colored flavylium cation exists at very acidic conditions (pH o 2)
while in the pH range of 3–8, flavylium converts into neutral purple-
coloring forms, due to the deprotonation of one of its hydroxyls.
Upon further pH increase, another hydroxyl will deprotonate, giving
rise to the blue-colored anionic quinonoid forms.3,6

This variability and complexity of color expression makes
the industrial utilization of anthocyanins a challenging endeavor,
compared to synthetic dyes which are more stable and predictable.
Thus a deep understanding of the mechanisms of color expression
in these molecules is still needed, in spite of recent extensive
experimental2,3,5,7,8 and theoretical9–16 efforts. Moreover, most of
the available studies concern the cationic species—responsible
for the red hues only—while only few studies have focused so far
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• applied research can be fun and instructive for theoretical 
physicists as well … 
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