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Introduction

In this paper we consider the Cauchy problem for a strictly hyperbolic system of con-
servation laws {

ut + f(u)x = 0
u(0, x) = u0(x)

(∗)

with f(·) : Ω → Rn sufficiently smooth, Ω ⊆ Rn open. We assume that there exists a
systems of coordinates consisting of Riemann invariants; we also assume that shock and
rarefaction curves coincide and are straight lines.

Systems of this type were studied in [10] and [11]. In particular there it is proved that
for any initial datum u0 ∈ L1(R;Rn) with values in the set

E = {u = (w1, . . . , wn) : wi ∈ [ai, bi] i = 1, . . . , n} ⊆ Ω

and with bounded Total Variation, there exists a weak entropic solution u(t) = u(t, x) of
(∗), defined for all t ≥ 0 and with values in E.

In [1], for a convex flux function f , it is proved that, if DM is the domain defined as

DM =̇
{
u : R → E :

∑
i

Tot.Var.(wi(u)) ≤ M
}
⊆ L1(R;E), (∗∗)

then there exists a Lipschitz continuous semigroup St · : [0,+∞)⊗DM −→ DM with the
following properties:
– ‖Stu− Ssv‖L1 ≤ CM (|t− s|+ ‖u− v‖L1);
– each trajectory Stu0 is a weak entropic solution of the Cauchy problem (∗) with initial

datum u0;
– if u0 is a piecewise constant function, then, for small t, Stu0 coincides with the function

obtained piecing together the solutions of the corresponding Riemann problems.
In this paper we suppress the assumption of convex flux function, i.e. we do not assume
that each characteristic field is either linearly degenerate or genuinely nonlinear. Precisely
we will prove the following Theorem:

Theorem. For each M > 0 there exists a constant CM and a semigroup S : [0,+∞) ⊗
DM → DM , where DM is defined as in (∗∗), such that:

a) ‖Stu− Ssv‖L1 ≤ CM (|t− s|+ ‖u− v‖L1);
b) each trajectory Stu0 is a weak entropic solution of the Cauchy problem (∗) with initial

datum u0;
c) if u0 is a piecewise constant function, then, for small t, Stu0 coincides with the function

obtained piecing together the solutions of the corresponding Riemann problems.

From the results of [3], it follows that the above semigroup is unique, and its trajectories
can be characterized as “Viscosity solutions” of the system (∗). Our approach resembles
the approach used in [1]. The paper is organized as follows.
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In section 1 we give the fundamental definitions and we show how to solve a Riemann
problem with a non–convex flux function. In particular we show that the entropic solution
is obtained patching together the entropic solutions of n scalar equations. In section 2 we
describe the wave–front tracking algorithm used to obtain piecewise constant solutions of
(∗) defined for all t ≥ 0. We also introduce the fundamental notions of Total Variation
Tot.Var.(u) and Interaction Potential Q(u) for a vector function u(x).
In section 3, using some results of [3], we obtain a useful estimate for scalar conservation
laws: we give a bound for the L1–distance between solutions of two decoupled scalar equa-
tions, bound used heavily in section 5. In section 4 we adapt the results in [2] concerning
the Shift–differentials to this special case; we show in particular how we measure the L1–
distance between two solution of (∗) with different initial data generated by our algorithm.
In section 5 we evaluate the increment of this distance when there is an interaction between
shocks, and using this estimate we prove in section 6 that this distance is bounded by a
constant, depending only on E and the Total Variation of the initial datum, times the
L1–distance at time t = 0. Finally in section 7, using the standard technique developed in
[4] and adapted to this problem in [1], we conclude with the proof of the above Theorem.

1. The Riemann problem

Consider a strictly hyperbolic system of n conservation laws:

ut + f(u)x = 0, (1.1)

where u ∈ Rn and f : Ω → Rn, Ω being an open subset of Rn and f(u) sufficiently smooth.
We will assume the following hypotheses:

(H1) The system is strictly hyperbolic in Ω, i.e. the matrix A(u) = [aij ] = [∂fi(u)/∂uj ] has
n distinct eigenvalues {λi}i=1,...,n and the following holds:

sup
u∈Ω

λi(u) < inf
u∈Ω

λi+1(u)

for all i = 1, . . . , n− 1.
(H2) If ri(u) is the normalized right eigenvector corresponding to the i–th eigenvalue, then

ri∇ri = 0, i.e. the directional derivative of ri along ri is zero. This implies that the
i-th rarefaction curve is a straight line and coincides with the i–th shock curve.

(H3) The rarefaction curves form a system of Riemann coordinates: there exists a system of

coordinates (w1, . . . , wn) such that the vector ∂u
∂wi

is parallel to ri for all i = 1, . . . , n.

Consider two points u(−) = (w1(−), . . . , wn(−)) and u(+) = (w1(+), . . . , wn(+)) in Ω. In
the following we call Riemann problem [u(−), u(+)] the Cauchy problem for (1.1) with
initial datum

u(0, x) = u0(x) =

{
u(−) x < 0
u(+) x > 0.
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Let E ⊆ Ω be a set defined as

E = {u = (w1, . . . , wn) : wi ∈ [ai, bi] i = 1, . . . , n}

for some intervals [ai, bi]. Since this set is compact, there exists a constant C1 such that

1

C1

n∑
i=1

|wi(+)− wi(−)| ≤ ‖u(−)− u(+)‖ ≤ C1

n∑
i=1

|wi(+)− wi(−)|.

To solve the Riemann problem [u(−), u(+)], where u(−), u(+) ∈ E, we consider the inter-
mediate states ui = (w1(+), . . . , wi−1(+), wi(−), . . . , wn(−)), i = 1, . . . , n + 1, u1 = u(−)
and un+1 = u(+) and we solve the corresponding Riemann problems [ui, ui+1]. As the
Riemann coordinate wi goes from wi(−) to wi(+), we consider the line u(li) = ui+σiri(ui)
and the scalar flux function

fi(σi) =

∫ σi

0

λi

(
ui + sri(ui)

)
ds.

We note that σi is the signed Euclidean length along the segment Li determined by

Li = {u =(w1, . . . , wn) : wi(−) ≤ wi ≤ wi(+)

w1 = w1(+), . . . , wi−1 = wi−1(+), wi+1 = wi+1(−), . . . , wn = wn(−)},
(1.2)

whose length is indicated as ‖Li‖; we choose the positive direction setting ui+1 = ui +
‖Li‖ri(ui). Next we consider the Cauchy problem for the scalar equation{

[σi]t + [fi(σi)]x = 0
σi,0 = σi(0, x) = ‖Li‖χ(0,+∞)(x).

(1.3)

Here and in the following χA(·) denotes the characteristic function of the set A. Suppose
that σi(t, x) is the unique entropic solution of (1.3) and let ui(t, x) = ui + σi(t, x)ri(ui).
By the assumption ri∇ri = 0, it is an easy exercise to prove that this gives a weak entropic
solution to the Riemann problem [ui, ui+1]. Now we piece together the solutions ui(t, x),
thanks to (H1), and this obviously is a weak entropic solution to the initial Riemann
problem.

2. Wave–front tracking algorithm

In this section we construct an algorithm to obtain piecewise constant solutions of the
Cauchy problem {

ut + f(u)x = 0
u(0, x) = u0.

(2.1)
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We base our construction mainly on [3]. Fixed a ν ∈ N we define the set

Gν =
{
u = (w1, . . . , wn) : wi ∈ [ai, bi] ∩ 2−νZ

}
⊆ E,

and we consider initial data u0 ∈ Gν with
∑

iTot.Var.(wi(u)) ≤ M , M being a fixed
constant. This set of vector functions forms a domain Dν

M ,

Dν
M =

{
u : R → Gν :

∑
i

Tot.Var.(wi(u)) ≤ M
}
. (2.2)

We now specify the Riemann solver: given u(−), u(+) in Gν , we solve the Riemann
problem [u(−), u(+)] piecing together the solutions of the Riemann problems for scalar
conservation laws {

[σν
i ]t + [fν

i (σ
ν
i )]x = 0

σν
i,0 = ‖Lν

i ‖χ(0,+∞)(x)
(2.3)

where fν
i (σi) is the piecewise linear function that coincides with fi(σi) on Gν : precisely,

given a scalar function h(·) defined on a segment [m,n] and a finite subset

KJ = {m, k1, . . . , kJ , n} ⊆ [m,n],

we define the piecewise linear function hJ that coincides with h on KJ as

hJ(z) =
(z − kj)h

(
kj+1

)
− (z − kj+1)h

(
kj
)

kj+1 − kj
if z ∈ [kj , kj+1]. (2.4)

Since each solution σν
i (t, x) is a solution of the scalar equation, we have an exact solution

to the Riemann problem, but this solution is in general not entropic.
At time t = 0 we solve locally the Riemann problems generated by u0. Patching together

these solutions, we have a piecewise constant solution of (2.1), until two or more wave–
fronts interact. At each time of interaction, i.e. where two or more shocks collide, we solve
again the corresponding Riemann problem according to (2.2). Since our Riemann solver
takes values in Gν , our piecewise constant solution is in Gν . We denote this solution as
uν(t, x). Now we prove that this solution is defined for all times and has a finite number
of shocks.

Given a discontinuity [u(−), u(+)], we will use two equivalent quantities to measure
the strength of the jump [u(−), u(+)]. Namely, let σi be the signed Euclidean length
along the segment Li, defined in (1.2), for the Riemann problem [u(−), u(+)], while τi is
the Riemann i–th coordinate of the vector w(u(+)) − w(u(−)). Next, given a piecewise
constant function u(t, x), we define the following two quantities:
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– the Total Variation of u(t, x) ∈ Rn is the Total Variation of w(t, x) = w(u(t, x)), i.e.

Tot.Var.(u(t)) =
∑
α∈A

‖w(α)− − w(α)+‖ =
∑
α∈A

∑
i

|τi(α)|,

where A is the set of discontinuities and w(α)± are the values of w across the disconti-
nuity α;

– the Interaction Potential of the solution u(t, x) ∈ Rn is

Q(t) =
∑
i<j

∑
x<y

|τi(y)||τk(x)|,

where in this case τi(x) is the i–th coordinate of the discontinuity located at x, i.e. we
consider two wave τi(y), τk(x) as approaching if i < j and x < y.

We note that, with our Riemann solver, there are three types of interaction:

a) either two or more shocks of different families collide and Q decreases at least of 21−ν ;

b) or two or more shocks of the same family with σ of different sign collide and the Total
Variation of the solution, measured along Riemann coordinates, decrease at least of
21−ν ;

b) or two or more shocks of the same family with σ of the same sign collide generating a
single shock.

Since at any interaction neither the Total Variation nor the Interaction Potential increase,
the constructed solution uν(t, x) of (2.1) at time t is in Dν

M and has a finite number of
shocks, because each shock, measured in Riemannian coordinates (w1, . . . , wn), is bigger
than 2−ν . Moreover Q is a priori bounded, so that case a) can occur only a finite number of
times. The same remarks can be applied to case b), using in this case the Total Variation,
and then also case c) can occur a finite number of times. Thus our solution will have a
finite number of points of interaction and it is defined for all times.

At this point, using the finite speed of propagation of shocks, it is easy to prove that
the map:

uν : [0,+∞) −→ Dν
M

t −→ uν(t),
(2.5)

is Lipschitz continuous. We define the semigroup Sν
t · as

Sν : [0,+∞)⊗Dν
M −→ Dν

M

(t, u0) −→ Sν
t u0 = uν(t).

(2.6)
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3. L1 stability of scalar conservation laws

In this section we want to give an estimate of the stability of the solution if we have a
perturbed scalar function. Precisely, we consider the following two Cauchy problems:{

ut + f(u)x = 0
u(0) = u0

,

{
vt + g(v)x = 0

v(0) = v0,
(3.1)

with f , g sufficiently smooth. It is well known (see [8]) that equations (3.1) generate two
semigroups

Sf : [0,+∞)⊗ L1 −→ L1

(t, u0) −→ Sf
t u0 = u(t, x),

(3.2)

and
Sg : [0,+∞)⊗ L1 −→ L1

(t, v0) −→ Sg
t v0 = v(t, x),

(3.2)′

where u(t, x) and v(t, x) are the entropic solution of (3.1), respectively. These semigroups
are contractive in L1: if ‖u0 − v0‖L1 < +∞, then

‖Sf
t u0 − Sf

t v0‖L1 ≤ ‖u0 − v0‖L1 , ‖Sg
t u0 − Sg

t v0‖L1 ≤ ‖u0 − v0‖L1 . (3.3)

We consider here initial data with values in some compact interval [m,n] of the real line;
it is well known that, by maximum principle, also the solution of (3.1) will have values in
the same interval. We define the quantity

Γ = max
z∈[m,n]

|f ′(z)− g′(z)|, (3.4)

where (·)′ stands for the derivative. We can prove the following Theorem:

Theorem 3.1. Let u(t) = u(t, x) = Sf
t u0, v(t) = v(t, x) = Sg

t v0 be the entropic solutions
of equations (3.1); for any time t ≥ 0 we have

‖u(t)− v(t)‖L1 ≤ ‖u0 − v0‖L1 + t Γmin
{
Tot.Var.(u0),Tot.Var.(v0)

}
. (3.5)

Proof. We can consider wave–front approximations of the semigroups Sf
t · and Sg

t · as in
[3], because it is standard to obtain the same estimates for the entropic solutions. Thus in

the following we will consider the semigroups Sfν

t · and Sgν

t · , defined as in (2.6) for the
scalar conservation laws (3.1). Here Dν

M is the set

Dν
M =

{
u ∈ L1

(
R; 2−νZ ∩ [m,n]

)
: Tot.Var.(u) ≤ M

}
,
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and we assume that u0, v0 belong to Dν
M . Formula (3.3) holds also for these semigroups.

Suppose that u0 is the initial datum with lowest Total Variation:

min
{
Tot.Var.(u0), Tot.Var.(v0)

}
= Tot.Var.(u0) = Υ.

We recall that for the Lipschitz semigroups Sfν

t · and Sgν

t · , generated respectively by f
and g, we have the estimate (see [3])

‖Sfν

t u0 − Sgν

t u0‖L1 ≤
∫ t

0

ds lim inf
h→0+

‖Sgν

h Sfν

s u0 − Sfν

s+hu0‖L1 . (3.6)

By continuity of Sfν

t · and Sgν

t · with respect to time, we have just to evaluate

lim inf
h→0+

‖Sgν

h Sfν

s u0 − Sfν

s+hu0‖L1

outside the times of interaction, i.e. when Sfν

s u0 is piecewise constant. Consider a single
shock in u(t, x), with strength b̄− ā, with b̄, ā ∈ 2−νZ ∩ [m,n], and speed Λ̄:

u(t, x) = āχ(−∞,Λ̄t) + b̄χ[Λ̄t,+∞),

where χA is the characteristic function of the set A ∈ R. Assume for example that b̄ > ā,

the other case being similar. The Riemann problem [ā, b̄] is solved by Sgν

t · with N shocks,
N ≥ 1:

v(t, x) = āχ(−∞,Λ0t) +
N−1∑
i=1

viχ[Λi−1t,Λit) + b̄χ[ΛN t,+∞),

where vi is the value of v(t, x) after the i–th shock. For this simple case, vi > vi−1 and
denoting ā, b̄ with v0 and vN respectively, we have

‖v(t, x)− u(t, x)‖L1 =

N∑
i=1

(vi − vi−1)|Λi − Λ̄|t

≤t
N∑
i=1

Λi<Λ̄

(vi − vi−1)(Λ̄− Λi) + t
N∑
i=1

Λi≥Λ̄

(vi − vi−1)(Λi − Λ̄)

≤t

N1∑
i=1

(vi − vi−1)(Λ̄− Λi) + t

N∑
i=N1+1

(vi − vi−1)(Λi − Λ̄),

(3.7)
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for some 1 ≤ N1 ≤ N . Since the shock [ā, b̄] is admissible for Sfν

t · , if we denote with
Λ̄(−) and Λ̄(+) respectively the speeds of the shocks [ā, vN1 ] and [vN1 , b̄], the following
inequality holds:

Λ̄(+) ≤ Λ̄ ≤ Λ̄(−).

Using the above inequality and the Rankine–Hugoniot condition, we can write

N1∑
i=1

(vi − vi−1)(Λ̄−Λi) + t

N∑
i=N1+1

(vi − vi−1)(Λi − Λ̄)

=

N1∑
i=1

(vi − vi−1)(Λ̄(−)− Λi) + (vN1 − v0)(Λ̄− Λ̄(−))+

t
N∑

i=N1+1

(vi − vi−1)(Λi − Λ̄(+)) + (vN − vN1)(Λ̄(+)− Λ̄)

≤−
N1∑
i=1

(
g(vi)− g(vi−1)

)
+ f(vN1)− f(v0)+

N∑
i=N1+1

(
g(vi)− g(vi−1)

)
− f(vN ) + f(vN1)

=
(
f(vN1)− g(vN1)− f(v0) + g(v0)

)
+(

−f(vN ) + g(vN ) + f(vN1)− g(vN1)
)

=

∫ vN1

v0

dz
(
f ′(z)− g′(z)

)
+

∫ vN

vN1

dz
(
g′(z)− f ′(z)

)
≤ (vN − v0)Γ = (b̄− ā)Γ.

Using the above formula and (3.7), we have for ρ and h enough small

‖Sgν

h Sfν

s u0 − Sfν

s+hu0‖L1 =
∑
α∈A

∫ xα+ρ

xα−ρ

|Sgν

h Sfν

s u0 − Sfν

s+hu0| ≤ hΓ
∑
α∈A

|ωα| ≤ hΓΥ,

where A is the set of discontinuities of Sfν

s u0, xα and ωα are respectively the position
and strength of the α–th shock. We conclude, using (3.6) and the L1 contraction of both
semigroups, that

‖u(t)−v(t)‖L1 = ‖Sfν

t u0 − Sgν

t v0‖L1 ≤ ‖Sfν

t u0 − Sgν

t u0‖L1 + ‖Sgν

t u0 − Sgν

t v0‖L1

≤‖u0 − v0‖L1 +

∫ t

0

ds lim inf
h→0+

‖Sgν

h Sfν

s u0 − Sfν

s+hu0‖L1 ≤ ‖u0 − v0‖L1 + tΓΥ. �
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4. The pseudo–polygonal path

Aim of this section is to provide a way to evaluate the L1–distance between two solutions
Sν
t u, S

ν
t v ∈ Dν

M . We use the machinery of the Shift–Differentials, adapting the results in
[5].

First we define an elementary path ζ(θ), θ ∈ [s, t], in L1: this is a path parametrized
by θ of the form

ζ(θ) : [s, t] −→ L1

θ −→


xθ
α =xα + ξαθ, xθ

α ≤ xθ
α+1 ∀θ ∈ [s, t]

uθ =

N∑
α=1

uαχ(xθ
α−1

,xθ
α](x).

We define a pseudo–polygonal path

γ(θ) : R 3 [a, b] −→ L1

θ −→ uθ

as a finite concatenation of elementary paths ζi(θ), θ ∈ [ai, bi], i = 1, . . . , I:

γ(θ) = ζi(θ) if θ ∈ [ai, bi],

with a1 = 1, bI = b, ai+1 = bi, ζi+1(ai+1) = ζi(bi). Now we compute the length of the the
path in a metric equivalent to the L1–distance, defined as

‖γ‖W =
I∑

i=1

‖ζi‖W =
I∑

i=1

∫ bi

ai

dθ
∑
α∈A

|uα−1 − uα|
∣∣∣∣dxθ

α

dθ

∣∣∣∣Wα

=
∑
i

∫ bi

ai

dθ
∑
α∈A

|ωα||ξα|Wα,

(4.1)

where 1 ≤ Wα ≤ C is a weight, C is a constant, A is the set of discontinuities and ωα is
the strength of the shock α.

Since the initial data for the approximate algorithm are with compact support, with a
finite number of shocks, given two initial data u0 and v0 the pseudo–polygonal path we
consider is defined as

γ0(θ) = u0ξ(−∞,θ] + v0ξ(θ,+∞), (4.3)

where θ ranges over the compact set [a, b], union of the supports of u0 and v0.
If we recall that the times of interactions and the number of waves for the solutions

generated by our algorithm are finite, an easy application of the techniques in [1] and [5]
gives the following Theorem:
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Theorem 4.1. Consider two different semigroup trajectories, Sν
t u and Sν

t v. If γ0(θ) is
the pseudo–polygonal path (4.3) connecting u0 = Sν

0u and v0 = Sν
0 v, then the path γt(θ)

defined as
γt(θ) : R 3 [a, b] −→ L1

θ −→ Sν
t γ0(θ)

is still pseudo–polygonal for any time t ≥ 0.

5. The Interaction Estimate

In this section we estimate the change in L1–length of the path γt(θ) = Sν
t γ0(θ), com-

putes as in (4.1) but with Wα = 1, when the wave–front configuration changes: this
happens when there is an interaction among wave–fronts.

We recall the properties of the semigroup trajectories: Sν
t u0 ∈ Dν

M is an exact solution
of (1.1) with the following properties:
a) the number of interactions is finite, as well as the number of shocks;
b) the Total Variation of each Riemann coordinate is decreasing;
c) uν is Lipschitz continuous w.r.t. time with values in L1;
d) each shock of the i–th family satisfies the following property:

either lνi (−) < lνi (+) and

fν
i (li) ≥

(
lνi (+)− li

)
fν
i

(
lνi (−)

)
+
(
li − lνi (−)

)
fν
i

(
lνi (+)

)
lνi (+)− lνi (−)

for li ∈ [lνi (−), lνi (+)], or lνi (−) > lνi (+) and

fν
i (li) ≤

(
lνi (+)− li

)
fν
i

(
lνi (−)

)
+
(
li − lνi (−)

)
fν
i

(
lνi (+)

)
lνi (+)− lνi (−)

for li ∈ [lνi (+), lνi (−)], where fν
i and lνi are the quantities introduced in (2.3) and (2.4).

As usual, from now on we will suppress the index ν. We recall that each shock of the
i–th family satisfies the reduced Rankine–Hugoniot condition fi(l

−
i )−fi(l

+
i ) = λ(l−i − l+i ),

where λ is the speed of the shock. We want to study the relation between the shifts of the
incoming and the outgoing wave–fronts. Consider a generic point of interaction in which
Ni shocks of the i–th family interact, with sizes σj

i (−), τ ji (−) and shifts ξj(−), and let

σj′

i (+), τ j
′

i (+) and ξj
′
(+) be the sizes and shifts of the outgoing fronts of the i–th family.

The quantities σi and τi were defined in section 2. We note that the following relation
holds: ∑

j′

τ j
′

i (+) = wi(+)− wi(−) =
∑
j

τ ji (−)

by the assumption of the existence of Riemann coordinates, hypotheses (H1) in section 1.
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Let v = (v1, v2) the shift of the interaction point; we have obviously

ξ
j/j′

i (−/+) = v1 − v2Λ
j/j′

i (−/+),

where Λ
j/j′

i (−/+) is the speed of the incoming/outgoing front. We will denote with a ·̃
the shifted quantities: for example P = (t1, x1) is the original point of interaction and

P̃ = (t2, x2) is the shifted one. We consider here 4 scalar functions which measure exactly
the shifts and strengths of the incoming and outgoing waves.

Before interaction, the shocks of the i–th family lie on the Riemann invariant

Ri(−) =
{
u = u(w1, . . . , wn) : ai ≤ wi ≤ bi

w1 = w1(−), . . . , wi−1 = wi−1(−), wi+1 = wi+1(+), . . . , wn = wn(+)
}
,

and if l−i is the signed Euclidean distance from

ui(−) = u(w1(−), . . . , wi(−), wi+1(+), . . . , wn(+))

to
ui+1(−) = u(w1(−), . . . , wi−1(−), wi(+), . . . , wn(+)),

we have for the shock of the i–th family

u(t, x) = ui(−) + l−i (t, x)ri(ui(−)),

where l−i (t, x) satisfies the scalar conservation law

[l−i ]t + [f−
i (l−i )]x = 0.

and f−
i (l−i ) is the piecewise linear flux function along Ri(−). We define the functions

pi = l−i (t, x) and p̃i = l̃−i (t, x), respectively corresponding to u and ũ, the shifted one. We
assume that pi, p̃i are prolonged for t ∈ (−∞, t1/2) by continuing the shocks and for t ≥ t1,
t2 by solving the Riemann problem as if the waves of the other families were not present.
Precisely, if we define Li(−) = ‖ui+1(−)− ui(−)‖, at point (t1, x1) we solve{

[pi]t + [f−
i (pi)]x = 0

p(t1, x) = Li(−)χ(x1,+∞)(x)

and at point (t2, x2) the corresponding equation for p̃{
[p̃i]t + [f−

i (p̃i)]x = 0
p̃(t2, x) = Li(−)χ(x2,+∞)(x)

12



where, as usual, χA(x) is the characteristic function of the set A. After the interaction in

P or P̃ , the outgoing shocks of the i–th family lie on the Riemann invariant

Ri(+) =
{
u = u(w1, . . . , wn) : ai ≤ wi ≤ bi

w1 = w1(+), . . . , wi−1 = wi−1(+), wi+1 = wi+1(−), . . . , wn = wn(−)
}
,

and if l+i is the signed distance from ui(+) = u(w1(+), . . . , wi−1(+), wi(−), . . . , wn(−))
to ui+1(−) = u(w1(+), . . . , wi(+), wi+1(−), . . . , wn(−)), we have for the shock of the i–th
family and for t ≥ t1

u(t, x) = ui(+) + l+i (t, x)ri(ui(+)),

where l+i (t, x) is the solution to the Riemann problem{
[l+i ]t + [f+

i (l+i )]x = 0
l+i (t1, x) = Li(+)χ(x1,+∞)

and Li(+) = ‖ui+1(+)−ui(+)‖, whereas f+
i (l+i ) is the piecewise linear flux function along

Ri(+). We define s(x, t) = l+i (x, t) for t ≥ t1 and the corresponding s̃(x, t) = l̃+i (x, t) for t ≥
t2 for the shifted solution ũ: in particular, for t = t1 we assume s(x, t) = Li(+)χ(x1,+∞)(x)
and, for t = t2, s̃(x, t) = Li(+)χ(x2,+∞)(x). Suppose without any loss of generality that
t2 ≥ t1. We note that after the interaction s, s̃ are monotone increasing, and then for any
t ≥ t2 we have

‖s− s̃‖(t) =
∑
j′

|σj′

i (+)ξj
′

i (+)|.

Moreover at time t = t2

s̃(t2) =
Li(+)

Li(−)
p̃(t2),

and then we can write∑
j′

|σj′

i (+)ξj
′

i (+)| =‖s− s̃‖(t2) =
∥∥∥∥s− Li(+)

Li(−)
p̃

∥∥∥∥ (t2)
≤
∥∥∥∥s− Li(+)

Li(−)
p

∥∥∥∥ (t2) + Li(+)

Li(−)
‖p− p̃‖(t2).

(5.1)

We define q(t, x) = Li(+)
Li(−)p(t, x), so that q satisfies the Cauchy problem for the scalar

equation {
[q]t + [g(q)]x = 0

q(t1, x) = Li(+)χ(x1,+∞)(x)
13



with g( · ) = Li(+)
Li(−)f

−
i

(Li(−)
Li(+) ·

)
. At this point, we evaluate separately the two terms.

By scalar L1–contraction principle, we have for all t ≤ t2

‖p− p̃‖(t2) ≤ ‖p− p̃‖(t) ≤
∑
j

|σj
i (−)ξji (−)| (5.2)

because for t → −∞ we have ‖p− p̃‖(t) →
∑

j |σ
j
i (−)χj

i (−)|, the speeds of the waves being
different.

To evaluate ‖s− q‖(t2) we apply the estimate (3.5) and we and get

‖s− q‖(t2) ≤ Li(+)Γ(t2 − t1) = Li(+)Γ|v2|. (5.3)

We recall that by definition (see (3.4))

Γ = sup
z∈[0,Li(+)]

∣∣(f+
i )′(z)− g′(z)

∣∣ = sup
z∈[0,Li(+)]

∣∣∣∣(f+
i

)′
(z)−

(
f−
i

)′(Li(−)

Li(+)
z
)∣∣∣∣ .

To evaluate Γ, we write ∀z ∈ [0, Li(+)]

(
f+
i

)′
(z)− g′(z) =

(
f+
i

)′
(z)−

(
f−
i

)′(Li(−)

Li(+)
z
)

=
1

ai+1 − ai

∫ ai+1

ai

ds λi

(
ui(+) + sri

(
ui(+)

))
−

1

bi+1 − bi

∫ bi+1

bi

ds λi

(
ui(−) + sri

(
ui(−)

))
where the ai’s are the point in which f+,ν

i = f+
i and z ∈ [ai, ai+1], whereas for any bi we

have f−,ν
i = f−

i and Li(−)
Li(+)z ∈ [bi, bi+1]. At this point we make the linear transformation

s = ai+1−ai

bi+1−bi
(t− bi) + ai and we get

(
f+
i

)′
(z)− g′(z) =

1

ai+1 − ai

∫ ai+1

ai

ds

[
λi

(
ui(+) + sri

(
ui(+)

))
− λi

(
ui(−) +

( bi+1 − bi
ai+1 − ai

(
t− ai

)
+ bi

)
ri
(
ui(−)

))]
≤C max

s∈[0.Li(+)]

∥∥∥∥ui(+) + sri
(
ui(+)

)
− ui(−)− Li(−)

Li(+)
sri
(
ui(−)

)∥∥∥∥
≤C

∑
k 6=i

|wk(+)− wk(−)| ,

(5.4)
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by smoothness of the eigenvalues λi, compactness of E and the fact that the maximum is
assumed at the extremals of the segments Li(+) and Li(−). Here and in the following, C
will denote a suitable constant. We note also that

Li(+) =

∣∣∣∣∣∣
∑
j

σj
i (+)

∣∣∣∣∣∣ = Li(+)

Li(−)

∣∣∣∣∣∣
∑
j

σj
i (−)

∣∣∣∣∣∣ , |wk(+)− wk(−)| ≤ C

∣∣∣∣∣∑
l

σl
k(−)

∣∣∣∣∣ . (5.5)

By a trivial geometrical argument, if Λj
i (±) is the speed of the j–th incoming/outcoming

wave of the i–th family, we have v2 =
ξj
i
(−)−ξlk(−)

Λl
k
(−)−Λj

i
(−)

for any couple of approaching waves of

different families. Thus, using (5.3), (5.4) and (5.5), we have

‖s−q‖(t2) ≤ CLi(+)

(∑
k 6=i

∣∣∣∣∣∑
l

σl
k(−)

∣∣∣∣∣
)
|v2|

≤C
Li(+)

Li(−)

(∑
k 6=i

∣∣∣∣∣∑
l

σl
k(−)

∣∣∣∣∣
)
|
∑
j

σj
i (−)||v2|

=C
Li(+)

Li(−)

(∑
k 6=i

∣∣∣∣∣∑
l

σl
k(−)

∣∣∣∣∣
∣∣∣∣∣∣
∑
j

σj
i (−)

∣∣∣∣∣∣
∣∣∣∣∣ ξji (−)− ξlk(−)

Λl
k(−)− Λj

i (−)

∣∣∣∣∣
)

≤C
Li(+)

Li(−)

∑
k 6=i

∣∣∣∣∣∣
∑
l,j

σl
k(−)σj

i (−)
(
ξji (−)− ξlk(−)

)∣∣∣∣∣∣
≤C

Li(+)

Li(−)

∑
k 6=i

(∣∣∣∣∣∑
l

σl
k(−)

∣∣∣∣∣
∣∣∣∣∣∣
∑
j

σj
i (−)ξji (−)

∣∣∣∣∣∣+
∣∣∣∣∣∑

l

σl
k(−)ξlk(−)

∣∣∣∣∣
∣∣∣∣∣∣
∑
j

σj
i (−)

∣∣∣∣∣∣
)
.

(5.6)

In the previous formula we used the bound
∣∣∣ 1

Λl
k
(−)−Λj

i
(−)

∣∣∣ ≤ C for some constant C,

consequence of hypotheses (H1) of section 1. We note at this point that

Li(+)

Li(−)
≤

(
1 + C

∑
k 6=i

∣∣∣∣∣∣
∑
j

τ lk(−)

∣∣∣∣∣∣
)
≤ C (5.7)

for some constant, because E is compact and the two systems of coordinates are equivalent.
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Using (5.1), (5.2), (5.6) and (5.7), we have finally

∑
j′

|σj′

i (+)ξj
′

i (+)| = ‖s− s̃‖ =

∥∥∥∥s− Li(+)

Li(−)
p̃

∥∥∥∥ ≤
∥∥∥∥s− Li(+)

Li(−)
p

∥∥∥∥+ Li(+)

Li(−)
‖p− p̃‖

≤C
Li(+)

Li(−)

∑
k 6=i

(∣∣∣∣∣∑
l

σl
k(−)

∣∣∣∣∣
∣∣∣∣∣∣
∑
j

σj
i (−)ξji (−)

∣∣∣∣∣∣+
∣∣∣∣∣∑

l

σl
k(−)ξlk(−)

∣∣∣∣∣
∣∣∣∣∣∣
∑
j

σj
i (−)

∣∣∣∣∣∣
)

+
Li(+)

Li(−)

∣∣∣∣∣∣
∑
j

σj
i (−)ξji (−)

∣∣∣∣∣∣
≤Li(+)

Li(−)

(
1 + C

∑
k 6=i

∣∣∣∣∣∑
l

σl
k(−)

∣∣∣∣∣
)∑

j

∣∣∣σj
i (−)ξji (−)

∣∣∣
+ C

Li(+)

Li(−)

∑
k 6=i

∣∣∣∣∣∑
l

σl
k(−)ξlk(−)

∣∣∣∣∣
∣∣∣∣∣∣
∑
j

σj
i (−)

∣∣∣∣∣∣
≤

(
1 + C

∑
k 6=i

∣∣∣∣∣∑
l

τ lk(−)

∣∣∣∣∣
)2∑

j

∣∣∣σj
i (−)ξji (−)

∣∣∣+ C

∣∣∣∣∣∣
∑
j

τ ji (−)

∣∣∣∣∣∣
∑
k 6=i

∑
l

∣∣σl
k(−)ξlk(−)

∣∣ ,
possibly increasing the values of constants, and using again the equivalence of the two
systems of coordinates. We summarize the result in the following Proposition.

Proposition 5.1. Consider a point P = (t1, x1) of interaction in which Ni–shocks of the
i–th family collide. Let u(t, x) be the solution defined for t < t1 by the continuation the
shocks involved in the interaction at P , and for t ≥ t1 by solving the Riemann problem
with our approximate algorithm. Let ũ(t, x) be the rigidly shifted solution. Then for some
constant C we have∑

j′

∣∣∣σj′

i (+)ξj
′

i (+)
∣∣∣ ≤

(
1 + C

∑
k 6=i

∣∣∣∣∣∑
l

τ lk(−)

∣∣∣∣∣
)2∑

j

∣∣∣σj
i (−)ξji (−)

∣∣∣+ C

∣∣∣∣∣∣
∑
j

τ ji (−)

∣∣∣∣∣∣
∑
k 6=i

∑
l

∣∣σl
k(−)ξlk(−)

∣∣ ,
(5.8)

where, as above, σj
i (−), τ ji (−), ξj(−), and σj′

i (+), τ j
′

i (+) and ξj
′
(+) are the sizes, mea-

sured in both coordinate systems, and shifts of the incoming/outgoing fronts of the i–th
family.
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6. Weighted path lengths

In this section we give weights to each shock such that the distance between solution,
computed as in (4.1), is decreasing in time and we prove that this distance remains uni-
formly equivalent to the L1–norm. Our technique is the same as in [1].

Since there are at most a finite number of interaction, after a time T the solution does
not change the wave–front pattern and we give to each shock weight 1. Next we consider
a point P of interaction and we suppose to have assigned weights to the outgoing shocks.
We give weights to the incoming shocks as follows:
a) if the waves of the same family disappear, i.e. there are no outgoing waves of that

family, we put weight 1 to each of them;
b) if Ni(−) wave–fronts of each family interact, then we set

W j
i (−) =(

1 + C
∑
k 6=i

∣∣∣∣∣∑
l

τ lk(−)

∣∣∣∣∣
)2

max
j′

W j′

i (+) + C
∑
k 6=i

(∣∣∣∣∣∑
l

τ lk(−)

∣∣∣∣∣
)
max
l′

W l′

k (+).
(6.1)

The apostrophe denotes the outgoing quantities.
In this way we assign a weight to each shock, since the number of interactions is finite.
With the above choice of weights, recalling (5.8), we have∑

i,j′

∣∣∣σj′

i (+)ξj
′

i (+)
∣∣∣W j′

i (+) ≤
∑
i,j′

∣∣∣σj′

i (+)ξj
′

i (+)
∣∣∣max

j′
W j′

i (+)

≤
∑
i

(
1 + C

∑
k 6=i

∣∣∣∣∣∑
l

τ lk(−)

∣∣∣∣∣
)2∑

j

∣∣∣σj
i (−)ξji (−)

∣∣∣max
j′

W j′

i (+)+

C
∑
i

∣∣∣∣∣∣
∑
j

τ ji (−)

∣∣∣∣∣∣max
j′

W j′

i (+)
∑
k 6=i

∑
l

∣∣σl
k(−)ξlk(−)

∣∣
=
∑
i,j

∣∣∣σj
i (−)ξji (−)

∣∣∣(1 + C
∑
k 6=i

∣∣∣∣∣∑
l

τ lk(−)

∣∣∣∣∣
)2

max
j′

W j′

i (+)+

C
∑
i,j

∣∣∣σj
i (−)ξji (−)

∣∣∣∑
k 6=i

∣∣∣∣∣∑
l

τ lk(−)

∣∣∣∣∣max
l′

W l′

k (+) ≤
∑
i,j

∣∣∣σj
i (−)ξji (−)

∣∣∣W j
i (−).

This shows that with our choice, the length of γt(θ), computed as in (4.1), is decreasing.
We must verify that this weights do not become infinitely large, as ν → 0, i.e. when the
number of collisions goes to +∞. In the next Lemma we prove that these weights are
bounded by a constant which does not depend on ν.
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Lemma 6.1. For any semigroup trajectory Sν
t u, ν ∈ N, the weights Wα are bounded by a

constant LM , which depends only on the Total Variation of u0, M .

Proof. When we say to follow a shock, we will mean that at any future interaction we
choose the outgoing shock of the same family with the maximal weight. With this choice,
the weight of the shock increases only when it meets shocks of families different from its.

Suppose that at time t̄ there is an interaction such that the shocks after interaction
have weights less or equal to e5CM , where M is the Total Variation of the initial datum
and one of the incoming shocks has weight greater that e5CM : we indicate the quantities
related to this shock as ·̄. Following the shock, we have by equation (6.1) that

W̄ ≤ e2CM

(
1 + C

∑
k′∈J̄

∣∣∣∣∣∑
l′

τ l
′

k′

∣∣∣∣∣max
l′

W l′

k′(+)

)
,

where J̄ is the set of shocks of different families that after t̄ meet the shock. By our
hypotheses, we have ∑

k′∈J̄

|
∑
l′

τ l
′

k′ |max
l′

W l′

k′(+) ≥ e3CM − 1

C
.

We evaluate the weights W l′

k′ using the same formula and following the shocks back with
the maximal weights:∑

k′∈J̄

|
∑
l′

τ l
′

k′ |max
l′

W l′

k′(+) ≤
∑
k′∈J̄

|
∑
l′

τ l
′

k′ |e2CM
(
1 + C

∑
k′′∈J̄k′

|
∑
l′′

τ l
′′

k′′ |max
l′′

W l′′

k′′(+)
)

≤Me2CM + Ce7CM
∑
k′∈J̄

|
∑
l′

τ l
′

k′ |
∑

k′′∈Jk′

|
∑
l′′

τ l
′′

k′′ |.

We note that |
∑

l′ τ
l′

k′ |
∑

k′′∈Jk′ |
∑

l′′ τ
l′′

k′′ | is the product of the strength in Riemann co-

ordinates of the outcoming shocks of the k′–th family with the strength of the shocks of
the k′′–th family that meet one of the previous shocks at a time greater than t̄. Obviously
we have that the sum of these quantities over all the set J̄ is smaller than the Interaction
Potential immediately after t̄:∑

k′∈J̄

|
∑
l′

τ l
′

k′ |
∑

k′′∈J̄k

|
∑
l′′

τ l
′′

k′′ | ≤ Q(t̄),

where Q(t̄)−Q(T ) = Q(t̄) is the Interaction Potential of the solution an time t̄. Finally∑
k′∈J̄

|
∑
l′

τ l
′

k′ |max
l′

W l′

k′(+) ≤Me2CM + Ce7CM (Q(t̄)−Q(T ))

=Me2CM + Ce7CM (Q(t̄)).
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The above formulas imply

Q(t̄) ≥ KM =
e3CM − CMe2CM − 1

C2e7CM
> 0.

Suppose now that at time tk all weights are ≤ e5kCM and there exists a wave with weight
> e5(k+1)CM at some time tk+1 < tk. Then we can repeat the previous computation
to prove that Q must decrease at least of KM over [tk+1, tk]. At this point we divide
the interval [0, T ], where T is the time of decoupling (see [10]), into a finite number of
subintervals Ik = [tk+1, tk] such that
– either Ik contains a single interaction and the decrease of Q(t) is bigger than KM ;
– or Q(tk+1)−Q(tk) < KM and Ik is maximal w.r.t. this property.
Since with this choice Q(tk+1)−Q(tk−1) ≥ KM , there are at most p ≤ 2M2/KM intervals,
and in the two cases we have
– if Q(tk+1)−Q(tk) < KM , then W (tk+1) ≤ W (tk)e

5CM ;
– if Q(tk+1)−Q(tk) ≥ KM , then directly from formula (6.1) we deduce

W (tk+1) ≤ 2W (tk)e
2CM ≤ W (tk)e

5CM .

The two cases imply easily:

1 ≤ W ≤
[
e5CM

]2M2/KM
= LM , (6.2)

and this is the desired bound. �
At this point we can prove that the semigroups Sν

t · , defined in (2.5), are uniformly
Lipschitz, independently of ν. In fact, consider u0, v0 ∈ Dν

M and the pseudo–polygonal
path γ0(θ) defined in (4.3). Since γ0 ∈ Dν

2M , we conclude by (4.1), (4.3), (6.2) and Lemma
6.1 that

‖Sν
t u0 − Sν

t v0‖1L ≤ ‖γt‖W ≤ ‖γ0‖W ≤ L2M‖u0 − v0‖.

7. The semigroup over E

Now we prove that there exists a Lipschitz continuous semigroup St · , defined as

St · : [0,+∞)⊗DM −→ DM

(t, u0) −→ Stu0 = u(t),

where DM ⊆ L1(R;Rn) is the set

DM =
{
u : R → E :

∑
i

Tot.Var.(wi(u)) ≤ M
}
,

19



such that Stu0 is an entropic solution of the Cauchy problem (2.1). The semigroup is
Lipschitz continuous in L1, i.e. there exists a constant L2M such that

‖Stu− Stv‖L1 ≤ L2M‖u− v‖L1 .

Since the domain Dν
M , defined in (2.2), contains Dν−1

M and their union is dense in DM , we
define the semigroup St · as

Stu = L1− lim
ν→∞

Sν
t u

ν ,

Dν
M 3 uν−→

L1
u ∈ DM .

(7.1)

Now we prove that this is a Cauchy sequence, so that the limit is well defined. We recall
that for the Lipschitz semigroups Sν

t · , Sµ
t · , with µ > ν, the following estimate holds

(formula (5.3) of [1]):

‖Sν
t u

ν−Sµ
t u

µ‖L1 ≤ ‖Sµ
t u

ν − Sµ
t u

µ‖L1 + ‖Sµ
t u

ν − Sν
t u

ν‖L1

≤L2M‖uν − uµ‖L1 + L2M

∫ t

0

lim inf
h→0+

1

h
‖Sµ

hS
ν
τ u

ν − Sν
τ+hu

ν‖L1 dτ.
(7.2)

Since the number of times of interactions between shocks of Sν
t u

ν is finite and the semi-
groups are continuous in L1, we have just to evaluate ‖Sµ

hS
ν
τ u

ν − Sν
τ+hu

ν‖L1 when no
interactions occur:

‖Sµ
hS

ν
τ u

ν − Sν
τ+hu

ν‖L1 =
∑
α∈A

∫ xα+ρ

xα−ρ

|Sµ
hS

ν
τ u

ν − Sν
τ+hu

ν |,

where A is the set of discontinuities, xα is the position of the shock α and h, ρ are small
enough. We note that the quantity |Sµ

hS
ν
τ u

ν − Sν
τ+hu

ν | can be different from zero only

when the function Sν
τ u

ν has a non–entropic shock of size 2−ν : in fact in this case can
happen that Sµ

hu
µ solves the Riemann problem splitting that wave–front into smallest

ones. The difference in speed of this shock and the new ones is, by the smoothness of the
flux function f , of the order 2−ν . Then, denoting with R the set of non–entropic shocks
of Sν

τ u
ν and using (3.5), we can conclude that

‖Sµ
hS

ν
τ u

ν − Sν
τ+hu

ν‖L1 =
∑
α∈R

∫ xα+ρ

xα−ρ

|Sµ
hS

ν
τ u

ν − Sν
τ+hu

ν |

≤
∑
α∈R

hC(2−ν)2 ≤ hC2−νM,

for some constant C depending only on f and E. At this point (7.2) becomes

‖Sν
t u

ν − Sµ
t u

µ‖L1 ≤ L2M‖uν − uµ‖L1 + L2MMC2−νt, (7.3)

showing that Sν
t u

ν is a Cauchy sequence in L1. We can then state the following Theorem:
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Theorem 7.1. For each M > 0 there exists a constant CM and a semigroup S : [0,+∞)⊗
DM → DM such that:

a) ‖Stu− Ssv‖L1 ≤ CM (|t− s|+ ‖u− v‖L1);
b) each trajectory Stu0 is a weak entropic solution of the Cauchy problem (2.1) with initial

datum u0;
c) if u0 is a piecewise constant function, then, for small t, Stu0 coincides with the function

obtained piecing together the solutions of the corresponding Riemann problems.

Proof. Since the functions Sν
t u

ν converges in L1, the limit is obviously an entropic weak
solution, and the semigroup properties are easily verified. The Lipschitz continuity follows
from (7.3) and (2.6), whereas the last property is a consequence of our construction. �
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