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Chapter 4

What is Dark Matter?

Decades of theoretical works restricted the expected Dark Matter mass M to lie within the range

10�28 eV < M < 1024 kg. (4.1)

The plot illustrates the mass range of some plausible DM candidates:
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The Planck scale, MPl ⇥ 1.2 1019 GeV, is the ultimate boundary of particle physics: elementary
particles with mass M > MPl are black holes because their wavelength 1/M is smaller than the
Swartzchild radius M/M2

Pl.•
The DM mass could be above or below MPl: we do not know if DM physics is astrophysics or

particle physics.

1. Section 4.1 discusses the first possibility: DM could be composite objects heavier than
Planck scale; altought it looks unplausible, primordial black holes are a possible candidate.

2. Section 4.2 summarizes how oscillations of ultra-light scalars can realize the lower range.

3. Section 4.5 discusses the intermediate range, where DM is assumed to be some new particle
with mass M , with a plausible argument favoring M � TeV: the mass range being explored
now by colliders.

From a fundamental point of view both latter cases are described by Quantum Field Theory.
From a practical point of view, in case 2 the QFT reduces to classical fields, while in case 3 it
reduces to particles.

4.1 DM as very massive objects (MACHOs)
DM could be made of MAssive Compact Halo Objects (MACHOs1), i.e. relatively ordinary astro-
physical objects with macroscopic mass M , such as large planets, small dead stars or stray black

1This name arised, in witty opposition to WIMPs, in the early ’90s (see K. Griest (1991) in [10]).
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Dark Matter
Models

[courtesy of A.Strumia]

Wide landscape of DM models 
              DM masses spanning several orders of magnitude 

we are not sure where to look for DM (unlike e.g. the Higgs)
No preferred mass scale

../ Landscape of DM theories
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Dark Matter
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top down

bottom up

models motivated by BSM
(Beyond the Standard Model)

Effective Field Theories
Minimal models
Simplified models
…
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Dark Matter
Models

standard cosmology

non-standard 
cosmology
low reheating T
modification of H

thermal production

non-thermal production

WIMP
(Weakly Interacting 
Massive  Particles)

out-of-eq. decay of heavier particles (gravitinos)              
vacuum misalignment (axions)
oscillations (sterile nu)
gravitational mechanism (WIMPzillas)
…
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Figure 4.4: Sample of DM freeze-out. Left: sample of the evolution of the DM abundance Y =
n/s as function of z = T/M . Right: sample of the evolution of the non-equilibrium abundance
Y � Yeq, compared to the analytic approximation of eq. (4.48) (dashed, valid for z ⇧ zf) and of
of eq. (4.50) (dot-dashed, valid for z ⌃ zf)

We can define zf by imposing that the last two terms are equal, obtaining the equation

zf = ln
2�Yeq(1)�

zf
(4.49)

which can be iteratively solved stating from zf ⌅ ln�Yeq(1) ⌅ 1/25.

• Long after freeze-out, i.e. at late z ⌃ zf ⌅ 25, we can neglect the Y 2
eq term in eq. (4.46)

obtaining the integrable approximated equation dY/dz = �fY 2 with solution

1

Y⇥
� 1

Y (z)

z�zf⌥
� z

⇥
f(z) dz =

�

z
(1 +

3⌅1

z⌅0
) (4.50)

Since Y (zf ) ⌃ Y⇥ we have the approximate solution

Y⇥ =
zf
⇥
45/⇥gSM

MPlM(⌅0 + 3⌅1/zf )
. (4.51)

The DM abundance is

�DM ⇤ ⇤DM

⇤cr
=

s0Y⇥M

3H2
0/8⇥GN

=
688⇥3T 3

0 Y⇥M

1485M2
PlH

2
0

=
0.110

h2
⇥ Y⇥M

0.40 eV
(4.52)

having inserted the present entropy density (s0 = gs0T 3
0 2⇥

2/45 with gs0 = 43/11), the present
Hubble constant H0 = h⇥100 km/sec Mpc, and the present temperature T0 = 2.725K. Inserting
the solution (4.51) leads to the result announced in eq. (4.42).
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Dark Matter
Models

non-WIMPs

WIMPs

neutralino
minimal DM
Higgs-portal scalar
heavy neutrino
inert Higgs doublet
lightest KK particle
lightest T-odd particle
…

axion
sterile neutrino
gravitino
asymmetric DM
techni-baryon
Q-balls
primordial BH
dark photons
topological defects
…
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1. Full-fledged models:

-  for WIMPs
•  SUSY
•  Composite Higgs

-  for non-WIMPs
•  Axions
•  Sterile Neutrinos

2. Simpler models (for WIMPs)

3. Machine learning mumbo jumbo

disclaimer:  

personal picks
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Motivated by hierarchy problem  
 
              Supersymmetry, composite Higgs, 

extra dimensions, … 

Minimality rescued!  
              minimal DM, Higgs-portal scalar, 

inert doublet, simplified models, …

[source: InSpire]

• massive particle in 1 GeV — 100 TeV range
• weak interactions with the SM
• thermal freeze-out in the early universe

Ingredients for a WIMP recipe:

[Van Beekveld’s talk]
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Which SUSY?
MSSM, NMSSM, cMSSM, pMSSM, flavourful SUSY, split 
SUSY, stealth SUSY, mSUGRA, natural SUSY, twisted SUSY, 
gauge mediation, gaugino mediation, gravity mediation, 
focus-point SUSY, leptogenic SUSY, clockwork SUSY, SUSY 
seesaw, SUSY GUT…

SUSY is beautiful
✓ (elegant) 
✓ hierarchy problem 
✓ gauge coupling unification
✓ EWSB mechanism 
✓ DM candidate
✘  fine-tuning
✘  not found!
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MSSM: 124 parameters

matter fields

Names spin 0 spin 1/2 SU(3)C , SU(2)L, U(1)Y

squarks, quarks Q (ũL d̃L) (uL dL) ( 3, 2 , 1
6)

(×3 families) u ũ∗
R u†

R ( 3, 1, −2
3)

d d̃∗R d†R ( 3, 1, 1
3)

sleptons, leptons L (ν̃ ẽL) (ν eL) ( 1, 2 , −1
2)

(×3 families) e ẽ∗R e†R ( 1, 1, 1)

Higgs, higgsinos Hu (H+
u H0

u) (H̃+
u H̃0

u) ( 1, 2 , +1
2)

Hd (H0
d H−

d ) (H̃0
d H̃−

d ) ( 1, 2 , −1
2)

Table 1.1: Chiral supermultiplets in the Minimal Supersymmetric Standard Model. The spin-0 fields
are complex scalars, and the spin-1/2 fields are left-handed two-component Weyl fermions.

completely different reason: because of the structure of supersymmetric theories, only a Y = 1/2 Higgs
chiral supermultiplet can have the Yukawa couplings necessary to give masses to charge +2/3 up-type
quarks (up, charm, top), and only a Y = −1/2 Higgs can have the Yukawa couplings necessary to give
masses to charge −1/3 down-type quarks (down, strange, bottom) and to the charged leptons. We
will call the SU(2)L-doublet complex scalar fields with Y = 1/2 and Y = −1/2 by the names Hu and
Hd, respectively.† The weak isospin components of Hu with T3 = (1/2, −1/2) have electric charges
1, 0 respectively, and are denoted (H+

u , H0
u). Similarly, the SU(2)L-doublet complex scalar Hd has

T3 = (1/2, −1/2) components (H0
d , H−

d ). The neutral scalar that corresponds to the physical Standard
Model Higgs boson is in a linear combination of H0

u and H0
d ; we will discuss this further in section 7.1.

The generic nomenclature for a spin-1/2 superpartner is to append “-ino” to the name of the Standard
Model particle, so the fermionic partners of the Higgs scalars are called higgsinos. They are denoted
by H̃u, H̃d for the SU(2)L-doublet left-handed Weyl spinor fields, with weak isospin components H̃+

u ,
H̃0

u and H̃0
d , H̃−

d .
We have now found all of the chiral supermultiplets of a minimal phenomenologically viable exten-

sion of the Standard Model. They are summarized in Table 1.1, classified according to their transfor-
mation properties under the Standard Model gauge group SU(3)C ×SU(2)L ×U(1)Y , which combines
uL, dL and ν, eL degrees of freedom into SU(2)L doublets. Here we follow a standard convention, that
all chiral supermultiplets are defined in terms of left-handed Weyl spinors, so that the conjugates of
the right-handed quarks and leptons (and their superpartners) appear in Table 1.1. This protocol for
defining chiral supermultiplets turns out to be very useful for constructing supersymmetric Lagrangi-
ans, as we will see in section 3. It is also useful to have a symbol for each of the chiral supermultiplets
as a whole; these are indicated in the second column of Table 1.1. Thus, for example, Q stands for
the SU(2)L-doublet chiral supermultiplet containing ũL, uL (with weak isospin component T3 = 1/2),

and d̃L, dL (with T3 = −1/2), while u stands for the SU(2)L-singlet supermultiplet containing ũ∗
R, u†

R.
There are three families for each of the quark and lepton supermultiplets, Table 1.1 lists the first-family
representatives. A family index i = 1, 2, 3 can be affixed to the chiral supermultiplet names (Qi, ui, . . .)
when needed, for example (e1, e2, e3) = (e, µ, τ). The bar on u, d, e fields is part of the name, and does
not denote any kind of conjugation.

The Higgs chiral supermultiplet Hd (containing H0
d , H−

d , H̃0
d , H̃−

d ) has exactly the same Standard
Model gauge quantum numbers as the left-handed sleptons and leptons Li, for example (ν̃, ẽL, ν,
eL). Naively, one might therefore suppose that we could have been more economical in our assignment

†Other notations in the literature have H1, H2 or H,H instead of Hu, Hd. The notation used here has the virtue of
making it easy to remember which Higgs VEVs gives masses to which type of quarks.
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Names spin 1/2 spin 1 SU(3)C , SU(2)L, U(1)Y

gluino, gluon g̃ g ( 8, 1 , 0)

winos, W bosons W̃± W̃ 0 W± W 0 ( 1, 3 , 0)

bino, B boson B̃0 B0 ( 1, 1 , 0)

Table 1.2: Gauge supermultiplets in the Minimal Supersymmetric Standard Model.

by taking a neutrino and a Higgs scalar to be superpartners, instead of putting them in separate
supermultiplets. This would amount to the proposal that the Higgs boson and a sneutrino should be the
same particle. This attempt played a key role in some of the first attempts to connect supersymmetry to
phenomenology [5], but it is now known to not work. Even ignoring the anomaly cancellation problem
mentioned above, many insoluble phenomenological problems would result, including lepton-number
non-conservation and a mass for at least one of the neutrinos in gross violation of experimental bounds.
Therefore, all of the superpartners of Standard Model particles are really new particles, and cannot be
identified with some other Standard Model state.

The vector bosons of the Standard Model clearly must reside in gauge supermultiplets. Their
fermionic superpartners are generically referred to as gauginos. The SU(3)C color gauge interactions
of QCD are mediated by the gluon, whose spin-1/2 color-octet supersymmetric partner is the gluino. As
usual, a tilde is used to denote the supersymmetric partner of a Standard Model state, so the symbols
for the gluon and gluino are g and g̃ respectively. The electroweak gauge symmetry SU(2)L ×U(1)Y is
associated with spin-1 gauge bosons W+,W 0,W− and B0, with spin-1/2 superpartners W̃+, W̃ 0, W̃−

and B̃0, called winos and bino. After electroweak symmetry breaking, the W 0, B0 gauge eigenstates
mix to give mass eigenstates Z0 and γ. The corresponding gaugino mixtures of W̃ 0 and B̃0 are called
zino (Z̃0) and photino (γ̃); if supersymmetry were unbroken, they would be mass eigenstates with
masses mZ and 0. Table 1.2 summarizes the gauge supermultiplets of a minimal supersymmetric
extension of the Standard Model.

The chiral and gauge supermultiplets in Tables 1.1 and 1.2 make up the particle content of the
Minimal Supersymmetric Standard Model (MSSM). The most obvious and interesting feature of this
theory is that none of the superpartners of the Standard Model particles has been discovered as of
this writing. If supersymmetry were unbroken, then there would have to be selectrons ẽL and ẽR with
masses exactly equal to me = 0.511... MeV. A similar statement applies to each of the other sleptons
and squarks, and there would also have to be a massless gluino and photino. These particles would have
been extraordinarily easy to detect long ago. Clearly, therefore, supersymmetry is a broken symmetry
in the vacuum state chosen by Nature.

An important clue as to the nature of supersymmetry breaking can be obtained by returning
to the motivation provided by the hierarchy problem. Supersymmetry forced us to introduce two
complex scalar fields for each Standard Model Dirac fermion, which is just what is needed to enable a
cancellation of the quadratically divergent (Λ2

UV) pieces of eqs. (1.2) and (1.3). This sort of cancellation
also requires that the associated dimensionless couplings should be related (for example λS = |λf |2).
The necessary relationships between couplings indeed occur in unbroken supersymmetry, as we will
see in section 3. In fact, unbroken supersymmetry guarantees that the quadratic divergences in scalar
squared masses must vanish to all orders in perturbation theory.‡ Now, if broken supersymmetry is still
to provide a solution to the hierarchy problem even in the presence of supersymmetry breaking, then

‡A simple way to understand this is to recall that unbroken supersymmetry requires the degeneracy of scalar and
fermion masses. Radiative corrections to fermion masses are known to diverge at most logarithmically in any renormal-
izable field theory, so the same must be true for scalar masses in unbroken supersymmetry.

9

gauge fields

R = (�1)3(B�L)+2sR-parity
to avoid proton decay

R-parity makes Lightest 
SUSY Particle (LSP) stable!

../ SuperSymmetry

As in case B, the angular momentum conservation forbids an s-wave annihilation but

allows a p-wave.

The action of charge conjugation does not alter the system so C = +1. But on the

other hand C = (�1)Li+Si , therefore the Majorana condition implies

Li + Si = even . (8.57)

Since Si can only be 0 or 1, the only possibilities are

Li = 0 Li = 1 Li = 2 Li = 3 Li = 4 · · ·
Si = 0 Si = 1 Si = 0 Si = 1 Si = 0 · · · (8.58)

The same conclusion can be obtained assuming CP invariance: (CP )i = (CP )f implies

(�1)Si+1 = +1, so Si = 1. Since Li + Si must be even, only Li = odd are allowed.

In conclusion, the angular momentum conservation alone is able to forbid s-wave annihilations

and to allow only annihilation with Li = 1. A similar condition (Li=odd) could be obtained

by assuming invariance under discrete symmetries (C or P in case B, CP in case C).

8.5 Particle physics candidates of WIMP DM

There are many many proposed candidates for WIMP DM: Neutralino, minimal DM, heavy

neutrino, inert Higgs doublet, Lightest Kaluza-Klein particle, Lightest T-odd Particle...

In the following we will discuss two selected examples.

8.5.1 Neutralino

The most thoroughly studied WIMP candidate is, by far, the neutralino of the MSSM. In the

MSSM, also the sneutrino may play the role of DM, if it is the Lightest Supsersymmetric

Particle (LSP), but it excluded by direct detection data: the sneutrino interactions with

quarks mediated by Z exchange give a cross section which is already ruled out.

In the MSSM, there are 4 neutral Majorana fermions, with R = �1:

�0
i = N1iB̃ + N2iW̃

3 + N3iH̃
0
u + N4iH̃

0
d (i = 1, . . . , 4) (8.59)

where B̃ (bino) is the superpartner of the U(1)Y gauge boson, W̃ 3 (neutral wino) is the

superpartner of the neutral SU(2)L gauge boson, and H̃0
u,d are the two neutral higgsinos. The

coe�cients N1i are the normalized eigenvectors of the neutralino mass matrix

M� =

0

BBB@

M1 0 �MZc�sW MZs�sW

0 M2 MZc�cW �MZs�cW

�MZc�sW MZc�cW 0 �µ

MZs�sW MZs�cW �µ 0

1

CCCA
, (8.60)
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Figure 1: The three bands show the contribution to ⌦h2 from pure Bino LSP with 0.3 <
M1/mẽR

< 0.9 (red band), Higgsino LSP with 1.5 < mt̃/µ < 1 (blue band) and Wino LSP
with 1.5 < m˜̀

L
/M2 < 1 (green band).

but early enough not to upset the nucleosynthesis predictions. The final relic abundance will

of course depend on the initial gravitino density or, ultimately, on TRH .

1.3 Wino

The Wino can be the LSP in anomaly mediation [18, 19]. In the case of pure state, the

dominant annihilation is into gauge bosons, with a contribution from fermion–antifermion

channel through scalar exchange. Coannihilation among the di↵erent states in the Wino

weak triplet is important. In the limit in which the Wino mass M2 is larger than MW , the

e↵ective annihilation cross section and the Wino contribution to ⌦ are well approximated

by (see appendix A)

h�effvi =
3g4

16⇡M2
2

, (6)

⌦W̃ h2 = 0.13
✓

M2

2.5 TeV

◆2

. (7)

4

Figure 23: The contribution to ⌦DMh2 from pure Bino DM with 0.3 < M1/mẽR
(red band),

Higgsino DM with 1.5 < mt̃/µ < 1 (blue band), and Wino DM with 1.5 < m˜̀
L
/M2 < 1

(green band). Figure taken from arXiv:hep-ph/0601041.

s� ⌘ sin �, sW ⌘ sin ✓W , etc. If MZ ⌧ |µ±M1|, |µ±M2|, the the neutralino mass eigenstates

are very nearly {B̃, W̃ 3, (H̃u ± H̃d)/
p

2}, with masses {M1, M2, |µ|, |µ|}.

If any one of the 4 eigenstates dominates the mixture (8.59), then �i is called “bino-like”

(M1 < M2 < µ), or “wino-like” (M2 < M1 < µ), or “higgsino-like” (µ < M1, M2) neutralino.

The relic abundance for the extreme cases bino, wino, higgsino is summarized in Fig. 23.

For neutralinos in the O(100) GeV range, the bino is typically over-produced, while wino

and higgsino are typically under-produced. So, it seems that if one want a ⇠ 100 GeV neu-

tralino DM with the correct abundance one needs to balance carefully the bino/wino/higgsino

components (“well-tempered” neutralino).

The most general MSSM has 124 independent parameters: 3 gauge couplings + 3 gaug-

ino masses (M1, M2, M3), + 2 gaugino phases, + 4 Higgs/Higgsino sector mass parameters

(m2
Hu

, m2
Hd

, µ, B) +1 phase + 9 fermion masses + 21 squark and slepton masses + 39 mixing

angles+41 phases + ✓-parameter. The SM has only 19 parameters: 3 gauge couplings + m2
H

+ v + 9 fermion masses + 3 mixing angles +1 phase + ✓-parameter.

The minimal supergravity model (mSUGRA), assumes much fewer parameters (7) at a

high-scale, which are then run down by RGE to the low scale: {m2
Hu

, m2
Hd

, µ, B, m1/2, m0, A}.

Using RGE, these determine MZ and tan � ⌘ hHui/hHdi. A further assumption that m2
Hu

=

m2
Hd

= m2
0 defines the so-called constrained MSSM (cMSSM), with 5 parameters:

{m2
1/2, m

2
0, A, tan �, sign(µ)} . (8.61)

In the regions of parameter space where the lightest neutralino is the LSP, it may be the

dark matter, provided it has the correct relic abundance. There are 4 distinct regions in the

plance (m1/2, m0).

90
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Figure 1: The three bands show the contribution to ⌦h2 from pure Bino LSP with 0.3 <
M1/mẽR

< 0.9 (red band), Higgsino LSP with 1.5 < mt̃/µ < 1 (blue band) and Wino LSP
with 1.5 < m˜̀

L
/M2 < 1 (green band).

but early enough not to upset the nucleosynthesis predictions. The final relic abundance will

of course depend on the initial gravitino density or, ultimately, on TRH .

1.3 Wino

The Wino can be the LSP in anomaly mediation [18, 19]. In the case of pure state, the

dominant annihilation is into gauge bosons, with a contribution from fermion–antifermion

channel through scalar exchange. Coannihilation among the di↵erent states in the Wino

weak triplet is important. In the limit in which the Wino mass M2 is larger than MW , the

e↵ective annihilation cross section and the Wino contribution to ⌦ are well approximated

by (see appendix A)

h�effvi =
3g4

16⇡M2
2

, (6)

⌦W̃ h2 = 0.13
✓

M2

2.5 TeV

◆2

. (7)

4

Figure 23: The contribution to ⌦DMh2 from pure Bino DM with 0.3 < M1/mẽR
(red band),

Higgsino DM with 1.5 < mt̃/µ < 1 (blue band), and Wino DM with 1.5 < m˜̀
L
/M2 < 1

(green band). Figure taken from arXiv:hep-ph/0601041.
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p

2}, with masses {M1, M2, |µ|, |µ|}.

If any one of the 4 eigenstates dominates the mixture (8.59), then �i is called “bino-like”

(M1 < M2 < µ), or “wino-like” (M2 < M1 < µ), or “higgsino-like” (µ < M1, M2) neutralino.

The relic abundance for the extreme cases bino, wino, higgsino is summarized in Fig. 23.

For neutralinos in the O(100) GeV range, the bino is typically over-produced, while wino

and higgsino are typically under-produced. So, it seems that if one want a ⇠ 100 GeV neu-

tralino DM with the correct abundance one needs to balance carefully the bino/wino/higgsino

components (“well-tempered” neutralino).

The most general MSSM has 124 independent parameters: 3 gauge couplings + 3 gaug-

ino masses (M1, M2, M3), + 2 gaugino phases, + 4 Higgs/Higgsino sector mass parameters

(m2
Hu
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, µ, B) +1 phase + 9 fermion masses + 21 squark and slepton masses + 39 mixing

angles+41 phases + ✓-parameter. The SM has only 19 parameters: 3 gauge couplings + m2
H
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The minimal supergravity model (mSUGRA), assumes much fewer parameters (7) at a

high-scale, which are then run down by RGE to the low scale: {m2
Hu

, m2
Hd

, µ, B, m1/2, m0, A}.

Using RGE, these determine MZ and tan � ⌘ hHui/hHdi. A further assumption that m2
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=

m2
Hd

= m2
0 defines the so-called constrained MSSM (cMSSM), with 5 parameters:
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2
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In the regions of parameter space where the lightest neutralino is the LSP, it may be the

dark matter, provided it has the correct relic abundance. There are 4 distinct regions in the
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of course depend on the initial gravitino density or, ultimately, on TRH .

1.3 Wino

The Wino can be the LSP in anomaly mediation [18, 19]. In the case of pure state, the

dominant annihilation is into gauge bosons, with a contribution from fermion–antifermion

channel through scalar exchange. Coannihilation among the di↵erent states in the Wino

weak triplet is important. In the limit in which the Wino mass M2 is larger than MW , the

e↵ective annihilation cross section and the Wino contribution to ⌦ are well approximated
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Figure 23: The contribution to ⌦DMh2 from pure Bino DM with 0.3 < M1/mẽR
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(green band). Figure taken from arXiv:hep-ph/0601041.

s� ⌘ sin �, sW ⌘ sin ✓W , etc. If MZ ⌧ |µ±M1|, |µ±M2|, the the neutralino mass eigenstates

are very nearly {B̃, W̃ 3, (H̃u ± H̃d)/
p

2}, with masses {M1, M2, |µ|, |µ|}.

If any one of the 4 eigenstates dominates the mixture (8.59), then �i is called “bino-like”

(M1 < M2 < µ), or “wino-like” (M2 < M1 < µ), or “higgsino-like” (µ < M1, M2) neutralino.

The relic abundance for the extreme cases bino, wino, higgsino is summarized in Fig. 23.

For neutralinos in the O(100) GeV range, the bino is typically over-produced, while wino

and higgsino are typically under-produced. So, it seems that if one want a ⇠ 100 GeV neu-

tralino DM with the correct abundance one needs to balance carefully the bino/wino/higgsino

components (“well-tempered” neutralino).

The most general MSSM has 124 independent parameters: 3 gauge couplings + 3 gaug-

ino masses (M1, M2, M3), + 2 gaugino phases, + 4 Higgs/Higgsino sector mass parameters

(m2
Hu

, m2
Hd

, µ, B) +1 phase + 9 fermion masses + 21 squark and slepton masses + 39 mixing

angles+41 phases + ✓-parameter. The SM has only 19 parameters: 3 gauge couplings + m2
H

+ v + 9 fermion masses + 3 mixing angles +1 phase + ✓-parameter.

The minimal supergravity model (mSUGRA), assumes much fewer parameters (7) at a

high-scale, which are then run down by RGE to the low scale: {m2
Hu

, m2
Hd

, µ, B, m1/2, m0, A}.

Using RGE, these determine MZ and tan � ⌘ hHui/hHdi. A further assumption that m2
Hu

=

m2
Hd

= m2
0 defines the so-called constrained MSSM (cMSSM), with 5 parameters:

{m2
1/2, m

2
0, A, tan �, sign(µ)} . (8.61)

In the regions of parameter space where the lightest neutralino is the LSP, it may be the

dark matter, provided it has the correct relic abundance. There are 4 distinct regions in the

plance (m1/2, m0).

90

[Baer et al - 1210.3019]

This is just the focus point behaviour discussed in the second paper of Ref. [19].7 The ∆EW

contours, for large values of m0 bend over and track excluded region on the right where µ2

becomes negative. This is the celebrated hyperbolic branch [19] of small |µ|. The contours
of ∆EW then bend around for very large values of m0 because Σu

u contributions, especially

from t̃2 loops — increase with m0 — begin to exceed −m2
Hu

≃ µ2. Indeed, Fig. 2b) shows

that there is a region close to (but somewhat removed from) the “no EWSB” region on the

right where ∆EW becomes anomalously small even for large values of m0 and m1/2. It is

instructive to see that while this low EWFT region is close to the relic-density consistent

region with small µ [19], it is still separated from it.8 While ∆EW ∼ 100 is excluded at

low m0, this 1% EWFT contour, even with the resolution of our scan, extends out to very

large m0 ∼ 6 TeV values for m1/2 as high as 1 TeV! While these plots show that relatively

low EWFT (∆EW of a few tens) is still allowed by LHC7 constraints on sparticles, it is

important to realize that these planes are now excluded since they cannot accommodate

mh ∼ 125 GeV.

mSUGRA: tanβ=10, A0 =0, µ >0, mt =173.2 GeV
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Figure 2: Contours of a) ∆HS and b) ∆EW in the mSUGRA model with A0 = 0 and tanβ = 10.
We take µ > 0 and mt = 173.2 GeV. The grey region on the left is excluded either because the stau
is too light or becomes tachyonic, the grey region at the bottom is excluded by LEP1 constraints,
while in the region on the right we do not get the correct pattern of EWSB, since either µ2 or
m2

A become negative. The region labeled LEP2 is excluded by constraints on the chargino mass.
The region labeled aµ is allowed at the 3σ level by the E821 experiment while in the green-shaded
region, the thermal neutralino relic density is at or below the WMAP measurement of the cold dark
matter density. The region below black contour labeled LHC7 is excluded by SUSY searches. The
lighter Higgs boson mass mh < 123 GeV throughout this parameter plane.

Before moving on to other planes, we remark that for the smallest values of m0 in the
7More precisely, the discussion in this paper was for a fixed value of m1/2 so that the range of m0 was

limited because we hit the theoretically excluded region. We see though that the same value of m2
Hu

can be

obtained if we simultaneously increase m0 and m1/2 so that we remain in the theoretically allowed region.
8Much of the literature treats these regions as one. While this is fine for some purposes, it seems

necessary to be clear on the difference when discussing either dark matter or EWFT. Note that ∆HS is

large in both regions.

– 9 –

⌦� < ⌦DM
stau-coann

focus-point

[ATLAS - 2015]

mSUGRA

CMSSM
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Figure 12: The 95% CL upper limits on the production cross sections for the (upper left) T1tttt,
(upper right) T1bbbb, (middle left) T1qqqq, (middle right) T5qqqqVV, and (lower left) T1tbtb
simplified models as a function of the gluino and LSP masses meg and mec0

1
. The thick solid

(black) curves show the observed exclusion limits assuming the NLO+NLL cross sections [60–
64] and the thin solid (black) curves the change in these limits due to variation of the signal
cross sections within their theoretical uncertainties [79]. The thick dashed (red) curves present
the expected limits under the background-only hypothesis, while the thin dotted (red) curves
indicate the region containing 68% of the distribution of limits expected under this hypothesis.
(Lower right) The corresponding 95% NLO+NLL exclusion curves for the mixed models of
gluino decays to heavy squarks. For the T1tbtb model, the results are restricted to mec0

1
> 25 GeV

for the reason stated in the text.

A. De Simone        14

LSP-stop

[ATLAS - 1711.11520]

Searches for spin-0 mediators decaying into a pair of DM particles and produced in association with
heavy-flavour quarks have also been reported with zero or two leptons in the final state by the ATLAS
collaboration [51], and by the CMS collaboration [52].

2 Search strategy

2.1 Signal models

The experimental signatures of stop pair production can vary dramatically, depending on the spectrum of
low-mass SUSY particles. Figure 1 illustrates two typical stop signatures: t̃1 ! t �̃0

1 and t̃1 ! b �̃±1 . Other
decay and production modes such as t̃1 ! t �̃0

2 and t̃1 ! t �̃0
3 , and sbottom direct pair production are also

considered. The analysis attempts to probe a broad range of possible scenarios, taking the approach of
defining dedicated search regions to target specific but representative SUSY models. The phenomenology
of each model is largely driven by the composition of its lightest sparticles, which are considered to be
some combination of the electroweakinos. In practice, this means that the most important parameters of the
SUSY models considered are the masses of the electroweakinos and of the colour-charged third-generation
sparticles.

Figure 1: Diagrams illustrating the stop decay modes, which are referred to as (left) t̃1 ! t �̃0
1 and (right) t̃1 ! b �̃±1 .

Sparticles are shown as red lines. In these diagrams, the charge-conjugate symbols are omitted for simplicity. The
direct stop production begins with a top squark–antisquark pair.

In this search, the targeted signal scenarios are either simplified models [53–55], in which the masses of
all sparticles are set to high values except for the few sparticles involved in the decay chain of interest,
or models based on the phenomenological MSSM (pMSSM) [56, 57], in which all of the 19 pMSSM
parameters are set to fixed values, except for two which are scanned. The set of models used are chosen
to give a broad coverage of the possible stop decay patterns and phenomenology that can be realised
in the MSSM, in order to best demonstrate the sensitivity of the search for direct stop production. The
simplified models used are designed with a goal of covering distinct phenomenologically di�erent regions
of pMSSM parameter space.

The pMSSM parameters mtR and mq3L specify the t̃R and t̃L soft mass terms, with the smaller of the
two controlling the t̃1 mass. In models where the t̃1 is primarily composed of t̃L, the production of light

3

../ SuperSymmetry

LSP-chargino-gluino

[CMS - 1704.07781]

2 1 Introduction
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Figure 1: Example Feynman diagrams for the simplified model signal scenarios considered in
this study: the (upper left) T1tttt, (upper right) T1tbtb, (lower left) T5qqqqVV, and (lower right)
T2tt scenarios. In the T5qqqqVV model, the flavors of the quark q and antiquark q differ from
each other if the gluino eg decays as eg ! qqec±

1 , where ec±
1 is the lightest chargino.

scenario except with the tt pairs replaced by bottom quark-antiquark (bb) or light-flavored (u,
d, s, c) quark-antiquark (qq) pairs, respectively. In the T1tbtb scenario [Fig. 1 (upper right)],
each gluino decays either as eg ! tbec+

1 or as its charge conjugate, each with 50% probability,
where ec±

1 denotes the lightest chargino. The ec±
1 is assumed to be nearly degenerate in mass

with the ec0
1, representing the expected situation should the ec±

1 and ec0
1 appear within the same

SU(2) multiplet [26]. The chargino subsequently decays to the ec0
1 and to an off-shell W boson

(W⇤). In the T5qqqqVV scenario [Fig. 1 (lower left)], each gluino decays to a light-flavored qq
pair and either to the next-to-lightest neutralino ec0

2 or to the ec±
1 . The probability for the decay

to proceed via the ec0
2, ec+

1 , or ec�
1 is 1/3 for each possibility. The ec0

2 (ec±
1 ) subsequently decays to

the ec0
1 and to an on- or off-shell Z (W±) boson.

We also consider models in which more than one of the decays eg ! ttec0
1, eg ! bbec0

1, and eg !
tbec+

1 (or its charge conjugate) can occur [26]. Taken together, these scenarios reduce the model
dependence of the assumptions for gluino decay to third-generation particles. Specifically,
we consider the following three mixed scenarios, with the respective branching fractions in
parentheses:

• eg ! tbec+
1 (25%), eg ! tbec�

1 (25%), eg ! ttec0
1 (50%);

• eg ! tbec+
1 (25%), eg ! tbec�

1 (25%), eg ! bbec0
1 (50%);

• eg ! tbec+
1 (25%), eg ! tbec�

1 (25%), eg ! ttec0
1 (25%), eg ! bbec0

1 (25%).

For squark-antisquark production, three simplified models are considered, denoted T2tt, T2bb,
and T2qq. In the T2tt scenario [Fig. 1 (lower right)], top squark-antisquark production is fol-
lowed by the decay of each squark to a top quark and the ec0

1. The T2bb and T2qq scenarios are
the same as the T2tt scenario except with bottom squarks and quarks, or light-flavored squarks
and quarks, respectively, in place of the top squarks and quarks.

Supersymmetric particles not participating in the respective reaction are assumed to have infi-
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for direct stop pair production assuming either t̃1 ! t �̃0
1 , t̃1 ! bW �̃0
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1. Full-fledged models:

-  for WIMPs
•  SUSY
•  Composite Higgs

-  for non-WIMPs
•  Axions
•  Sterile Neutrinos

2. Simpler models (for WIMPs)

3. Machine learning mumbo jumbo
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../ Composite Higgs models

- Strongly-coupled sector symmetric under the global sym G 

- G spontaneously broken to H at a scale f  
   (cf. QCD chiral sym. breaking).

L = L
elem

+ L
comp

+ L
mix

.

Composite Sector 
 

•  Higgs
•  (top)
•  top partners

.

Elementary Sector  
 

•  SM fermions
•  gauge bosons

mixings
SU(2)L ⇥ U(1)Y G/H

Linear mixing  
(partial compositeness) breaks G explicitly

L
mix

/  
elem

· O
comp

[Kaplan, Georgi - 1984]
[Giudice, Grojean, Pomarol, 

 Rattazzi - 2007]
Higgs as a pseudo-NG boson

Higgs pNGB 
acquires potential

Hierarchy problem solved
Higgs mass UV-screened (cf. QCD pion)
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Require custodial symmetry
H � SO(4) ⇠ SU(2)L ⇥ SU(2)R

G

H

SU(2)L⇥
U(1)YU(1)em

Minimal choice: G = SO(5), H = SO(4)
delivering 4 NG-bosons: h + 3 W,Z // pol.

Elementary Fields Strong Sector

g� , m�

yL , yR

g , g�

G/H

Figure 1: Pictorial representation of our scenario.

composite inert Higgs. The last section is devoted to conclusions.

2 Two Composite Higgs Doublets as PNGBs

2.1 General Structure

The basic structure of our composite-Higgs scenario is as follows. As depicted in figure 1, there exists a

new sector, that we denote as “strong”, or “strongly-interacting” sector, which is endowed with a global

group G of symmetry, spontaneously broken to H ⇤ G. As such, the strong sector delivers a set of massless

Nambu-Goldstone bosons (NGB). The only constraints on the choice of the G/H coset that characterizes

the strong sector are of phenomenological nature and they are rather mild, a priori. The main requirement,

needed to avoid generic large contributions to the T -parameter, is that the unbroken group must contain

a “custodial” SO(4) ⇥= SU(2) � SU(2) symmetry, H ⌅ SO(4), and at least one Higgs 4-plet (i.e., a 4 of

SO(4)) must be present. Compatibly with these basic requirements, several cosets exist. The smallest ones,

chosen so that H is a maximal subgroup of G, are present in table 1. Other cosets, with non-maximal

G H NG NGBs rep.[H] = rep.[SU(2)� SU(2)]
SO(5) SO(4) 4 4 = (2,2)
SO(6) SO(5) 5 5 = (1,1) + (2,2)
SO(6) SO(4) � SO(2) 8 4+2 + 4̄�2 = 2� (2,2)
SO(7) SO(6) 6 6 = 2� (1,1) + (2,2)
SO(7) G2 7 7 = (1,3) + (2,2)
SO(7) SO(5) � SO(2) 10 100 = (3,1) + (1,3) + (2,2)
SO(7) [SO(3)]3 12 (2,2,3) = 3� (2,2)
Sp(6) Sp(4) � SU(2) 8 (4,2) = 2� (2,2), (2,2) + 2� (2,1)
SU(5) SU(4) � U(1) 8 4�5 + 4̄+5 = 2� (2,2)
SU(5) SO(5) 14 14 = (3,3) + (2,2) + (1,1)

Table 1: Cosets G/H from simple Lie groups, with H maximal subgroup of G. For each coset, its dimension NG and the
NGBs representation under H and SO(4) ⇥ SU(2)L � SU(2)R are reported. For Sp(6)/SU(2) � Sp(4), two embeddings are
possible, we will be interested only in the first one, which leads to two Higgs 4-plets.

subgroups, can be obtained from table 1 in a stepwise fashion G ⇧ H ⇧ H ⇥ etc.. The coset SO(6)/SO(4),

for instance, arises from the breaking SO(6) ⇧ SO(5) ⇧ SO(4). Besides two (2,2) Higgs 4-plets, this coset

4

minimal CH model

h+real scalar (DM)

2HDM

../ Composite Higgs models

h+complex scalar (DM)

[Mrazek, Pomarol, Rattazzi, Redi, Serra, Wulzer - 1105.5403]
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DM charged under exact global 

[Frigerio, Pomarol, Riva, 
Urbano - 1204.2808]

../ Composite Higgs models

[Marzocca, Urbano - 
1404.7419]

[Balkin, Ruhdorfer, Salvioni, 
Weiler - 1707.07685]

SO(7) ! SO(6)

SO(6) ! SO(5)

U(1)DM ⇢ SO(6) ensuring stabilization

A. E↵ective theory for DM annihilation

The DM relic abundance is set by the annihilation rate in the early universe, which takes

place at an energy scale
p
s ⇠ 2m

�

⌧ m⇤, where m⇤ denotes the mass of the strong sector

resonances (m⇤ ⇠ g⇤f , with g⇤ some strong sector coupling). The relic abundance can

therefore be calculated in an e↵ective theory where the resonances have been integrated out,

and only the pNGB scalars �, h, the SM gauge bosons and the SM fermions are included as

propagating degrees of freedom. Assuming that the freeze-out temperature satisfies T
f

⌧ v,

which is generically the case for DM with a weak-scale mass, the Lagrangian can be written

in the broken electroweak phase. Additionally, we will consider operators which are at most

quadratic in the DM field, since higher-order terms do not contribute to the annihilation

processes. The e↵ective Lagrangian has the structure

L
e↵

= L
GB

+ L
t| {z }

tree

� V
e↵| {z }

1-loop

. (31)

The first piece originates from the sigma model Lagrangian in Eq. (3), expanded in terms

of the physical fields

L
GB

=
1

2
(@

µ

h)2
⇣
1 + 2 a

hhh

h

v
+ 2 a

hh��

�⇤�

v2

⌘
+ @

µ

�@µ�⇤ +
1

v
@
µ

h @µ(�⇤�)
⇣
b
h��

+ b
hh��

h

v

⌘

+ 2 a
hV V

h

v

⇣
m2

W

W+

µ

W�µ +
m2

Z

2
Z

µ

Zµ

⌘
. (32)

V
e↵

arises instead from the radiative scalar potential, Eq. (16), and reads

V
e↵

=
1

2
m2

h

h2 + d
hhh

m2

h

2v
h3 +m2

�

�⇤�+ 2 d
h��

v�h�⇤�+ d
hh��

�h2�⇤� . (33)

The scalar couplings in Eq. (33), despite being loop-suppressed, can have e↵ects comparable

to those of the tree-level interactions in L
GB

, whose derivative structure leads to a suppres-

sion ⇠ s/f 2 ⌧ 1 (see Eq. (38) below) [4]. With the exception of �, all the dimensionless

coe�cients in Eqs. (32, 33) are functions of ⇠ only and are given in Eq. (C1).

Finally, the Lagrangian containing the couplings of the top quark relevant to DM anni-

hilation is

L
t

= it̄/@t�m
t

t̄t
⇣
1 + c

tth

h

v
+ 2 c

tt��

�⇤�

v2

⌘
, (34)

where the dimensionless coe�cients have the form

c
k

= cnl�m
k

(⇠) +O
⇣
⇠
✏2

m2

⇤

⌘
, k = {tth, tt��}. (35)
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resonances (m⇤ ⇠ g⇤f , with g⇤ some strong sector coupling). The relic abundance can

therefore be calculated in an e↵ective theory where the resonances have been integrated out,

and only the pNGB scalars �, h, the SM gauge bosons and the SM fermions are included as

propagating degrees of freedom. Assuming that the freeze-out temperature satisfies T
f
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which is generically the case for DM with a weak-scale mass, the Lagrangian can be written

in the broken electroweak phase. Additionally, we will consider operators which are at most

quadratic in the DM field, since higher-order terms do not contribute to the annihilation
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arises instead from the radiative scalar potential, Eq. (16), and reads
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The scalar couplings in Eq. (33), despite being loop-suppressed, can have e↵ects comparable

to those of the tree-level interactions in L
GB

, whose derivative structure leads to a suppres-

sion ⇠ s/f 2 ⌧ 1 (see Eq. (38) below) [4]. With the exception of �, all the dimensionless

coe�cients in Eqs. (32, 33) are functions of ⇠ only and are given in Eq. (C1).

Finally, the Lagrangian containing the couplings of the top quark relevant to DM anni-
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where the dimensionless coe�cients have the form
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resonances (m⇤ ⇠ g⇤f , with g⇤ some strong sector coupling). The relic abundance can

therefore be calculated in an e↵ective theory where the resonances have been integrated out,

and only the pNGB scalars �, h, the SM gauge bosons and the SM fermions are included as

propagating degrees of freedom. Assuming that the freeze-out temperature satisfies T
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which is generically the case for DM with a weak-scale mass, the Lagrangian can be written

in the broken electroweak phase. Additionally, we will consider operators which are at most

quadratic in the DM field, since higher-order terms do not contribute to the annihilation
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The scalar couplings in Eq. (33), despite being loop-suppressed, can have e↵ects comparable
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, whose derivative structure leads to a suppres-

sion ⇠ s/f 2 ⌧ 1 (see Eq. (38) below) [4]. With the exception of �, all the dimensionless

coe�cients in Eqs. (32, 33) are functions of ⇠ only and are given in Eq. (C1).
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viable

Viable window to be closed by direct detection

../ Composite Higgs models

Parameter set: {f,m�,�}
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FIG. 9. Distributions in the (m
�

,�) plane that summarize our analysis of DM phenomenology.

The points have di↵erent colors depending on whether they are compatible with (green), exceed

(red) or undershoot (purple) the observed value of the DM relic abundance. In the upper (lower)

panel, the theoretical uncertainty of 50% on the annihilation cross section is neglected (included).

See the main text for further explanations on the meaning of the di↵erent curves.

In the upper panel of Fig. 9, we illustrate the e↵ect of neglecting the 50% theoretical

uncertainty on h�v
rel

i, and show in green color the points that yield a relic abundance

within 5% of the observed value. For reference we also show, as thick blue lines, the 3�

relic abundance contours that are obtained by setting the tt̄h and tt̄�⇤� couplings to their

28

⌦� < ⌦DM⌦� > ⌦DM

[Balkin, Ruhdorfer, Salvioni, 
Weiler - 1707.07685]

excluded

+ top-partner masses
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1. Full-fledged models:
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2. Simpler models (for WIMPs)

3. Machine learning mumbo jumbo
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Most general QCD lagrangian

✓ . 10�10.

Observable effect: neutron EDM:

Andreas Ringwald  | Axion/ALPs in Particle Physics, SFB Lecture, DESY, Hamburg, D, 30 June 2017 |  Page 8 

Topological Theta Term and Strong CP Problem 

>  Most general gauge invariant Lagrangian of QCD: 

 

 
§  Parameters: strong coupling     , quark masses                                                   and 

theta angle   
↵s

>  Topological theta term                                     
violates P and T, and thus CP  

  

/ Ga
µ⌫G̃

a,µ⌫ / Ea ·Ba

[Belavin et al. `75;´t Hooft 76;Callan et al. `76;Jackiw,Rebbi `76 ] Topological term                           violates P and T, thus CP
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9 Some non-WIMP examples

References: [5].

Some examples: axion, axino, gravitino, sterile neutrino, techni-baryon, Q-balls, topolog-

ical defects, black holes . . .

9.1 Axions

The axions fall under the broader category of Weakly Interacting Slim Particles (WISP), used

to denote the Cold Dark Matter candidates with smallest possible mass. This idea can be

realized by ultra-light scalar fields � provided their average velocity is non relativistic. Other

candidate WISPs are axion-like particles and hidden photons.

9.1.1 The strong CP problem

QCD is a non-abelian gauge theory. As discussed already in Sect. 2.3.1, it has a rich vacuum

structure. The vacua are called ✓-vacua and labelled by an index ✓.

LQCD � ✓
g2

s

32⇡2
GG̃ (9.1)

where G is the gluon field strangth. This lagrangian term violates P and T , and therefore, by

CPT theorem, also CP . The operator GG̃ is a total derivative, but because of the non-trivial

topology of vacua, it has an observable e↵ect. In fact, this operator gives rise to the EDM of

neutron

L � dnN̄(i�µ⌫�5)NFµ⌫ (9.2)

from a loop diagram where p and ⇡� run in the loop and ⇡� emits a photon

dn ⇠ ✓

(4⇡)2
e
m⇡

m2
N

⇠ 10�16✓ e · cm (9.3)

Experiments: |dn| . 10�26e cm, therefore the ✓ parameter must be incredibly small

✓ . 10�10. (9.4)

There is no explanation in the theory of why this parameter should be so small. This is the

so-called “strong CP problem”.

9.1.2 The axion solution

Among the possible solutions of the strong CP problem, the axion is by far the most elegant

and appealing. Introduce a new (Peccei-Quinn) symmetry UPQ(1), under which LQCD is

invariant, and allowing to change the phases of the quark masses. The fact that mq 6= 0

indicates that the PQ-symmetry must be spontaneously broken at some scale fa (by the

quark condensate). The resulting Nambu-Goldstone boson is called axion. Because of the
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realized by ultra-light scalar fields � provided their average velocity is non relativistic. Other

candidate WISPs are axion-like particles and hidden photons.

9.1.1 The strong CP problem

QCD is a non-abelian gauge theory. As discussed already in Sect. 2.3.1, it has a rich vacuum

structure. The vacua are called ✓-vacua and labelled by an index ✓.

LQCD � ✓
g2

s

32⇡2
GG̃ (9.1)

where G is the gluon field strangth. This lagrangian term violates P and T , and therefore, by

CPT theorem, also CP . The operator GG̃ is a total derivative, but because of the non-trivial

topology of vacua, it has an observable e↵ect. In fact, this operator gives rise to the EDM of

neutron

L � dnN̄(i�µ⌫�5)NFµ⌫ (9.2)

from a loop diagram where p and ⇡� run in the loop and ⇡� emits a photon

dn ⇠ ✓

(4⇡)2
e
m⇡

m2
N

⇠ 10�16✓ e · cm (9.3)

Experiments: |dn| . 10�26e cm, therefore the ✓ parameter must be incredibly small

✓ . 10�10. (9.4)

There is no explanation in the theory of why this parameter should be so small. This is the

so-called “strong CP problem”.

9.1.2 The axion solution

Among the possible solutions of the strong CP problem, the axion is by far the most elegant

and appealing. Introduce a new (Peccei-Quinn) symmetry UPQ(1), under which LQCD is

invariant, and allowing to change the phases of the quark masses. The fact that mq 6= 0

indicates that the PQ-symmetry must be spontaneously broken at some scale fa (by the

quark condensate). The resulting Nambu-Goldstone boson is called axion. Because of the
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”strong-CP problem”

../ Axions
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A global U(1)PQ symmetry is broken 
spontaneously and by anomaly

The axion is the pseudo-NG boson of this symmetry

chiral anomaly, the PQ symmetry is also explicitly broken, so the axion becomes a massive

Pseudo-Nambu-Goldsone boson (PNGB).

Consider a redefinition of the quark fields  q ! ei�
5

↵q q. The chiral anomaly shifts

the measure of the path integral and introduces the GG̃ operator. This transformation is

equivalent to ✓ ! ✓ + ↵q. Then, ↵q = a(x)/fa becomes a dynamical field and the lagrangian

contains

L �
✓
✓ +

a(x)

fa

◆
g2

s

32⇡2
GG̃ (9.5)

At QCD scale, CP must be conserved, so ✓ + a(x)/fa relaxes to zero, solving the strong CP

problem.

9.1.3 Axion mass

On dimensional grounds, one expects ma ⇠ ⇤2
QCD/fa. The axion mass can be computed using

the same methods used for the pion mass in QCD (see e.g. Ref. [9]). The result is

ma '
p

z

1 + z

f⇡

fa

m⇡ ' 6 ⇥ 10�6 eV

✓
1012 GeV

fa

◆
(9.6)

where z ⌘ mu/md.

The scale of PQ symmetry breaking fa must be large enough to prevent stars and super-

novae from cooling to much fa & 107 GeV, so ma . 1 eV.

9.1.4 Axions in the Early Universe

There are 2 relevant temperatures for tracking the behaviour of axions in the early universe:

fa, ⇤QCD ⇠ 200 MeV.

The QCD instantons generate a potential for the axion at T ⇠ ⇤QCD, periodic in a/fa

V (a) ' ⇤4
QCD

✓
1 � cos

a

fa

◆
' 1

2
⇤4

QCD

a2

f 2
a

+ . . . ' 1

2
m2

aa
2 + . . . (9.7)

[ The Hubble parameter at T ⇠ ⇤QCD is

HQCD ' 1.66
p

g⇤
⇤2

QCD

MP

⇠ 2 ⇥ 10�20 GeV (9.8)

so the horizon scale at the QCD phase transition is about H�1
QCD ⇠ 5 km. Today, this

corresponds to a patch of the size 5 km (TQCD/T0) ' 5 ⇥ 1017 cm ' 0.1 pc.]

The temperature dependece of ma is (see Fig. 26)

ma(T ) ' ma(0)

(
b
⇣

⇤QCD

T

⌘4

(T � ⇤QCD)

1 (T < ⇤QCD)
(9.9)
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The CP-violating term relaxes dynamically to zero. 

Triangle anomaly:

Axion solution of strong-CP problem

[fa ~ PQ-breaking vev]
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Effective Couplings to SM:

Axion Properties

from PQ anomaly
L � �1

4
ga��aF F̃ = ga�� a ~E · ~Bto photons:

to fermions:
largely model-dependent

Mass: ma ' 6⇥ 10�6 eV

✓
1012 GeV

fa

◆

L � Caff

fa
(@µa) ̄f�

µ�5 f

“invisible axion” models: 
KSVZ: axion + heavy quarks

DFSZ: axion + extra Higgs

[Kim, Shifman, Vainshtein, 
Zakharov - 1979/80]

[Dine, Fischler, Srednicki, 
Zhitnitsky - 1980/81]

fa : free parameter
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⌦a ' 0.7

✓
fa

1012 GeV

◆7/6

✓̄2

Axions as cold DM

Figure 27: Time evolution of the solution of the EOM: constant solution followed by coherent

oscillations.

(see Fig. 27). Therefore

⇢̇a = f 2
a

2

64 ¨̄✓ ˙̄✓ + m2
a✓̄

˙̄✓| {z }
�3H ˙̄✓2

+maṁa✓̄
2

3

75 = f 2
a

⇣
maṁa✓̄

2 � 3H ˙̄✓2
⌘

=

✓
ṁa

ma

� 3H

◆
⇢a =

✓
ṁa

ma

� 3
ȧ

a

◆
⇢a (9.13)

where in the second line we substituted ⇢a = f 2
am2

a✓̄
2.

So
d log ⇢a

dt
=

d

dt
log

ma(T )

a(T )3
=) ⇢a(T ) / m(T )

a(T )3
(NR matter) (9.14)

So axions behave as NR cold DM. The number density of axions na(T ) = ⇢a(T )/ma(T )

redshifts like s(T ). The number density today is found as follows:

na(T0) =
s(T0)

s(T⇤)
na(T⇤) =

✓
T0

T⇤

◆3 1

2

3H(T⇤)z }| {
ma(T⇤) ✓̄2f 2

a =
1

2
3H(T⇤)✓̄

2

✓
T0

T⇤

◆3 f 2
⇡m2

⇡

m2
a

z

(1 + z)2

=
5

2

p
g⇤

T 2
⇤

MP

✓̄2

✓
T0

T⇤

◆3 f 2
⇡m2

⇡

m2
a

z

(1 + z)2
=


T0

3

MP

5

2

p
g⇤

z

(1 + z)2
f 2

⇡m2
⇡

�
✓̄2

m2
aT⇤

= 3 ⇥ 10�61 GeV6 ✓̄2

m2
aT⇤

(9.15)

with g⇤ = 10, T0 = 2.4 ⇥ 10�13 GeV, z = 0.56. The energy density of axions today is ⇢a(T0) =

ma(0)na(T0), so their contribution to the ⌦ parameter is

⌦a =
⇢a

⇢c

' 8 ⇥ 10�15 GeV2 ✓̄2

maT⇤
(9.16)
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Axions redshift as NR (cold) matter

Relic density

Solve EOM

✓̈ + 3H ✓̇ +m2
a(T )✓ = 0
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[ADMX 2016]
Lawrence Livermore National Laboratory LLNL-PRES-677763 
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1. Full-fledged models:

-  for WIMPs
•  SUSY
•  Composite Higgs

-  for non-WIMPs
•  Axions
•  Sterile Neutrinos

2. Simpler models (for WIMPs)

3. Machine learning mumbo jumbo
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active flavors). This guarantees that this model falls into the second category, i.e., no sterile
neutrinos in the early Universe to begin with.

5.1.2 Active-sterile neutrino oscillations

Before going into more details of the thermal production mechanism, we explain the under-
lying physics in a simple quantum mechanical picture. In the following, we assume that only
one species of heavy neutrinos contributes to the Dark Matter density and refer to this mass
eigenstate as ⌫s ⌘ N1.

The earliest theoretical exploration of neutrino flavor mixing was done by Pontecorvo in
the 1960s [78], and it already involved speculation about mixing between active and sterile
neutrinos. Let us, for simplicity, assume that there is only one active neutrino flavor ⌫↵ and
a sterile state ⌫s, with their mixing in vacuum described by

|⌫↵i = cos ✓ |⌫1i + sin ✓ |⌫2i, (5.1)
|⌫si = � sin ✓ |⌫1i + cos ✓ |⌫2i, (5.2)

where |⌫1i and |⌫2i are the neutrino energy/mass eigenstates (to be identified with ⌫i and
NI defined in 1.5) with corresponding vacuum mass eigenvalues m1 and m2 (to be identified
with the light mi and heavy MI defined in 1.5). Here ✓ is the vacuum mixing angle. Of
course, the unitary transformation between the three active neutrinos and any sterile states
could be quite complicated, with many parameters, but this simple 2 ⇥ 2 example will serve
to illustrate the essence of how sterile neutrinos can be produced in the early Universe.

Quantum mechanical systems can be thought of as evolving with time in two ways. A
state can evolve coherently in a smooth, continuous fashion according to a Schrödinger-like
equation. Or, a state could change abruptly when a “measurement” is made, and the state
is “reduced” into one of the eigenstates of the observable in question. The latter process
is sometimes associated with de-coherence, because quantum mechanical information in the
initial state is lost in the reduction/measurement process. Now we understand, of course,
that de-coherence is really a manifestation of mixing and transferring quantum information
over many states in the environment, a fundamentally many body process.

Correspondingly, there are two ways that a neutrino can change its flavor. The first
way is through coherent neutrino flavor oscillations. As the above transformation equation
shows, the neutrino propagation states, i.e., the energy/mass states, are not coincident with
the weak interaction eigenstates, i.e., the flavor states. As a neutrino propagates through the
plasma of the early Universe it can coherently forward scatter on particles that carry weak
charge, for example, electrons and positrons, other charged leptons and their anti-particles,
quarks, nucleons, and other neutrinos. In so doing, the neutrino will acquire an effective mass,
akin to the way a photon acquires an index of refraction and effective mass as it propagates
through glass. Also because of this, the neutrino will typically have an in-medium mixing
angle ✓m that will generally differ from the vacuum mixing angle. At any point along its path
a coherently propagating neutrino will have an amplitude to be either active or sterile, which
will depend on this mixing angle ✓m, and the oscillation phase.

The second way neutrinos can change their flavor is through direction- or energy-
changing scattering processes. These will act like “measurements.” Active neutrinos with
energy E⌫ will have scattering cross sections � ⇠ G2

F E2
⌫ , and overall scattering rates �⌫↵ ⇠

� · flux ⇠ G2
F T 5, where GF is the Fermi constant that sets the strength of the weak interac-

tion, E⌫ is the typical energy of active neutrinos which is of order the temperature T , and the

– 86 –

L = LSM + iN̄I@µ�
µNI � F↵I L̄↵NIH � MI

2
N̄ c

INI + h.c.

active-sterile mixing angle

The Model 
               SM + 3 Majorana fermions NI

Motivation 
               Origin of neutrino masses/mixings

[Asaka, Blanchet, Shaposhnikov, 
hep-ph/0503065]

See-Saw

m⌫ ⇠ m2
Dirac

MI

mDirac = Fv
Properties of sterile neutrinos

How heavy can sterile neutrinos be?
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- thermal production via mixing 
  (never in thermal eq., “freeze-in”) 

- non-thermal production via decay of heavy particles 
  (inflaton, scalar singlet…)

DM Production

../ Sterile Neutrinos

Bonuses: Baryon Asymmetry + Dark Matter  
               - N2, N3 are heavy (> 102 GeV) to generate  
                              > Neutrino Masses     (see-saw)  
                              > Baryon Asymmetry (leptogenesis)

- Sterile N1 is light (~ keV) to make Dark Matter
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Heavy Neutrino Dark Matter 
Summary
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Boyarsky/Ruchayskiy/Iakubovskyi/Franse 2014
see also Bulbul/Markevitch/Foster/Smith/Loewenstein/Randall 2014

DM decay produces a narrow emission line...  
... but it is smeared by the instrumental resolution 

OK for exclusion, but for a discovery need better 
spectral resolution 

Astro-H/Hitomi satellite - unfortunately lost!  
alternatives: 

microcalorimeter on sounding rocket Athena+ 
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Figure 17. Best fit model for the data sets used in the analysis (SDSS+HIRES+MIKE) shown as
green curves. We also show a WDM model that has the best fit values of the green model except for
the WDM (thermal relic) mass of 2 keV (red dashed curves). These data span about two orders of
magnitude in scale and the period 1.1-3.1 Gyrs after the Big Bang. From this plot is is apparent how
the WDM model does not fit the data at small scales and high redshift.

W±

�

�e

e⌥

N Ue

Figure 18. Decay channels of the sterile neutrino N with the mass below twice the electron mass.
Left panel: dominant decay channel to three (anti)neutrinos. Right panel shows radiative decay
channel that allows to look for the signal of sterile neutrino DM in the spectra of DM dominated
objects.

panel). The decay width of this process is about 128 times smaller that the main into active
neutrinos ⌫a and photon with energy E = ms/2, with the width [321–323, 359, 563–565]

�N!�⌫a =
9 ↵ G2

F

256 · 4⇡4
sin2 2✓ m5

s = 5.5 ⇥ 10�22✓2
h ms

1 keV

i5
s�1 . (4.13)
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N1 ! ⌫�tree-level N1 ! 3⌫ radiative

✓
M1

10keV

◆5 ✓ ✓21
10�4

◆
. 1

and Lyman-alpha

../ Sterile Neutrinos

other constraints on nuMSM from: KATRIN, T2HK, SHiP, … 
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•  Sterile Neutrinos

2. Simpler models (for WIMPs)

3. Machine learning mumbo jumbo
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Complete 
Models

Effective
Theories

More complete/
more parameters

less complete/
less parameters

[e.g. SUSY]

e.g.
✓ direct detection
✓ indirect detection
✘ LHC

LSM +
X

i

ciOi

O = (q̄q)(�̄�)/⇤2

top-down

bottom-up
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Complete 
Models

Effective
Theories

More complete/
more parameters

less complete/
less parameters

[e.g. SUSY]

e.g.

LSM +
X

i

ciOi

O = (q̄q)(�̄�)/⇤2

“Minimal”
Models

[e.g.  SM+scalar singlet]



A. De Simone        29

Higgs-mediator
../ Minimal Models 

[DS, Giudice, Strumia - 
1402.6287]

[Escudero, Berlin, Hooper, 
Lin - 1609.09079]
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Figure 6. Constraints on mass and couplings of a fermionic dark matter candidate which annihilates
through the Standard Model Higgs boson. The solid black contours indicate the value of the coupling
for which the thermal relic abundance matches the measured cosmological dark matter density, ⌦�h

2 =
0.12. The shaded regions are excluded by measurements of the invisible Higgs width. The left and
right frames depict the cases of a purely scalar or pseudoscalar coupling between the dark matter
and the Higgs, respectively. In the scalar case, the vast majority of this parameter space is excluded
by the current constraints from LUX and PandaX-II [4, 5]. The only currently viable region (m� =
56-62 GeV is expected to be probed in the near future by XENON1T [6]. Due to the momentum
suppression of the elastic scattering cross section, the case of dark matter with a pseudoscalar coupling
to the Higgs is much less strongly constrained.

30 keV, where this lower limits was imposed in order to reduce the rate of neutrino-induced
background events [32, 33]. From the calculated event rate, we apply Poisson statistics to
place a 90% confidence level constraint on the dark matter coupling, assuming that zero events
are observed. In the right frame of Fig. 6, we plot the projected constraint from such an
experiment after collecting an exposure of 30 ton-years, which is approximately the exposure
that we estimate will accumulate between ⇠1-3 neutrino-induced background events. From
this, we conclude that even with such an idealized detector, it will not be possible to test a
dark matter candidate with a purely pseudoscalar coupling to the Higgs.

In the case of dark matter with a scalar coupling and near the Higgs pole, the low-
velocity annihilation cross section is suppressed by two powers of velocity, making such a
scenario well beyond the reach of any planned or proposed indirect detection experiment
(see the left frame of Fig. 7). In the case of dark matter with a pseudoscalar coupling
to the Higgs, however, the low-velocity annihilation rate is unsuppressed, leading to more
promising prospects for indirect detection (for analytic expressions of these cross section, see
the Appendix of Ref. [17]). In the right frame of Fig. 7, we plot the low-velocity annihilation
cross section (as relevant for indirect detection) for fermionic (Dirac or Majorana) dark matter
with a pseudoscalar coupling to the SM Higgs boson. In this case, constraints from Fermi’s
observations of dwarf spheroidal galaxies [13] may be relevant, depending on the precise value
of the dark matter mass. We also note that uncertainties associated with the distribution of
dark matter in these systems could plausibly weaken these constraints to some degree [34–
37]. It may also be possible in this scenario [18, 38–41] to generate the gamma-ray excess
observed from the region surrounding the Galactic Center [42–48].
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Figure 8. The fraction of dark matter annihilations that proceed to each final state, as evaluated
at the temperature of thermal freeze-out (left) and at v = 10�3 c, as is typically relevant for indirect
detection (right), for the case of scalar dark matter coupled to the Standard Model Higgs boson.
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Figure 9. Constraints on mass and couplings of a complex scalar dark matter candidate which
annihilates through a Higgs portal coupling. The solid black contour indicates the value of the
coupling for which the thermal relic abundance matches the measured cosmological dark matter
density, ⌦�h

2 = 0.12. The shaded region is excluded by measurements of the invisible Higgs width,
and the region above the solid blue line is excluded by the current constraints from LUX and PandaX-
II [4, 5]. This scenario is currently viable only if the mass of the dark matter candidate is near the
Higgs pole (m ' mH/2) or if m� >⇠ 400 GeV.

3.3 Vector dark matter

In the case of vector dark matter, we again consider a Higgs Portal interaction, which is
described in this case by the following Lagrangian:

L � a�XH


vHXµX†

µ +
1

2
H2XµX†

µ

�
, (3.7)
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[e.g.  SM+scalar singlet]
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.

... just means extending the SM with: 

• 1 Dark Matter particle
• 1 Mediator particle connecting DM-SM

✘ more parameters (g’s)  ✓ exploit other searches for mediators  
    (e.g. di-jet), complementary to mono-jet 

✓ theoretically consistent,  
     no worries about EFT, widths, etc. 

just another parametrization of 
unknown high-energy physics

from DM search to MEDIATOR search

DM

DM

q

q
heavy 

mediator
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multi-dimensional exploration

LHC / DD

LHC combine DM + 
mediator searches 

(di-jet…)
combine different process 

involving DM
(mono-jet+mono-W/Z

+mono-H…)

ID / DD
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Mediator spin Channel DM spin Model Name Discussed in Section

0 s 0 0s0 3.2.1

0 s 1
2 0s 1

2 3.2.2

0 t 0 0t0 3.2.3

0 t 1
2 0t 1

2 3.2.4

1
2 t 0 1

2 t0 3.3.1

1
2 t 1

2
1
2 t 1

2 3.3.2

1 s 0 1s0 3.4.1

1 s 1
2 1s 1

2 3.4.2

1 t 1
2 1t 1

2 3.4.3

Table 9: Simplified models for scalar and fermion DM.

constructed, along with angular variables [85, 102], which would also allow the exploration
of the spin of the DM particle, to some extent. However, we believe that at the present stage
of LHC searches for DM, the simplified models discussed in this review already capture a
very rich phenomenology.

Before reviewing the features and the phenomenology of all the cases listed in Table 9,
we first point out some general properties of simplified models.

3.1 General properties of simplified models

As discussed above, when building a simplified model for DM one wants to extend the SM
by adding new degrees of freedom: not too many, otherwise simplicity is lost; not too few,
otherwise the relevant physics is not described completely. To this end, one builds simplified
models according to the following general prescriptions:

[DS, Jacques - 1603.08002]

[see also Wang’s talk]
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Table 9: Simplified models for scalar and fermion DM.

constructed, along with angular variables [85, 102], which would also allow the exploration
of the spin of the DM particle, to some extent. However, we believe that at the present stage
of LHC searches for DM, the simplified models discussed in this review already capture a
very rich phenomenology.

Before reviewing the features and the phenomenology of all the cases listed in Table 9,
we first point out some general properties of simplified models.

3.1 General properties of simplified models

As discussed above, when building a simplified model for DM one wants to extend the SM
by adding new degrees of freedom: not too many, otherwise simplicity is lost; not too few,
otherwise the relevant physics is not described completely. To this end, one builds simplified
models according to the following general prescriptions:
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the partial widths are given by
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2.2 Scalar and pseudo-scalar models

The two models with a spin-0 mediator � are described by
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where yq =
p
2mq/v are the SM quark Yukawa couplings with v ' 246 GeV the Higgs vac-

uum expectation value. These interactions are again compatible with the MFV hypothesis.

In these models, there is a third contribution to the minimal width of the mediator,

which arises from loop-induced decays into gluons. For the scalar mediator, the individual

contributions are given by
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while the corresponding expressions in the pseudo-scalar case read
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Here the form factors take the form

f

scalar
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– 3 –

fermion DM

scalar DM
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Table 9: Simplified models for scalar and fermion DM.

constructed, along with angular variables [85, 102], which would also allow the exploration
of the spin of the DM particle, to some extent. However, we believe that at the present stage
of LHC searches for DM, the simplified models discussed in this review already capture a
very rich phenomenology.

Before reviewing the features and the phenomenology of all the cases listed in Table 9,
we first point out some general properties of simplified models.

3.1 General properties of simplified models

As discussed above, when building a simplified model for DM one wants to extend the SM
by adding new degrees of freedom: not too many, otherwise simplicity is lost; not too few,
otherwise the relevant physics is not described completely. To this end, one builds simplified
models according to the following general prescriptions:
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q
fermion DM
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s-channel models

the LHCDMWG [2], and it is intended to provide a template for the presentation of the

LHC results at the winter conferences in 2016. It reflects the feedback obtained from the

participants and in subsequent iterations with members of the experiments and of the the-

ory community and it is based on work described recently in [3–9]. For earlier articles

discussing aspects of simplified s-channel DM models, see also [10–21].

The relevant details of simplified DM models involving vector, axial-vector, scalar

and pseudo-scalar s-channel mediators are first reviewed in Section 2. Section 3 presents a

recommendation for the primary treatment of LHC DM bounds and introduces all of the

basic assumptions entering the approach. Section 4 describes a well-defined translation

procedure, including all relevant formulas and corresponding references, that allows for

meaningful and fair comparisons with the limits obtained by DD and ID experiments.

2 Models considered

The recommendations in this proposal, adopt the model choices made for the early Run-2

LHC searches by the ATLAS/CMS DM Forum [1]. In this document we discuss models

which assume that the DM particle is a Dirac fermion � and that the particle mediating

the interaction (the “mediator”) is exchanged in the s-channel.1 After simplifying assump-

tions, each model is characterised by four parameters: the DM mass m

DM

, the mediator

mass M

med

, the universal mediator coupling to quarks gq and the mediator coupling to

DM g

DM

. Mediator couplings to leptons are always set to zero in order to avoid the strin-

gent LHC bounds from di-lepton searches. In the limit of largeM
med

, these (and all) models

converge to a universal set of operators in an e↵ective field theory (EFT) [13, 14, 26–29].

In this section, we review the models and give the formulas for the total decay width of

the mediators in each case.

2.1 Vector and axial-vector models

The two models with a spin-1 mediator Z 0, have the following interaction Lagrangians

L
vector

= �g

DM

Z

0
µ�̄�

µ
�� gq

X

q=u,d,s,c,b,t

Z

0
µq̄�

µ
q , (2.1)
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µ
�

5

�� gq

X

q=u,d,s,c,b,t

Z

0
µq̄�

µ
�

5

q . (2.2)

Note that the universality of the coupling gq guarantees that the above spin-1 simplified

models are minimal flavour violating (MFV) [30], which is crucial to avoid the severe

existing constraints arising from quark flavour physics.

The minimal decay width of the mediator is given by the sum of the partial widths for

all decays into DM and quarks that are kinematically accessible. For the vector mediator,

1An orthogonal set of models describe t-channel exchange [22–25]. This class of simplified DM models

is left for future iterations and will thus not be discussed in the following.

– 2 –

scalar DM
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Mediator spin Channel DM spin Model Name Discussed in Section
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Table 9: Simplified models for scalar and fermion DM.

constructed, along with angular variables [85, 102], which would also allow the exploration
of the spin of the DM particle, to some extent. However, we believe that at the present stage
of LHC searches for DM, the simplified models discussed in this review already capture a
very rich phenomenology.

Before reviewing the features and the phenomenology of all the cases listed in Table 9,
we first point out some general properties of simplified models.

3.1 General properties of simplified models

As discussed above, when building a simplified model for DM one wants to extend the SM
by adding new degrees of freedom: not too many, otherwise simplicity is lost; not too few,
otherwise the relevant physics is not described completely. To this end, one builds simplified
models according to the following general prescriptions:

t-channel models

DM

DM

q

q DM

DM

q

q

DM

DM

g

g

DM

DM

q

q

Leitmotiv: mediator carries 
non-trivial quantum numbersno tree-level
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dim-5

squark

color-triplet mediator
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[ATLAS - 1711.03301]

displayed in Figure 5(a). This comparison is model-dependent and solely valid in the context of this par-
ticular model. In this case, stringent limits on the scattering cross section of the order of 2.9 ⇥ 10�43 cm2

(3.5 ⇥ 10�43 cm2) for WIMP masses below 10GeV (100GeV) are inferred from this analysis, and com-
plement the results from direct-detection experiments for m� < 10GeV. The kinematic loss of model
sensitivity is expressed by the turn of the WIMP exclusion line, reaching back to low WIMP masses and
intercepting the exclusion lines from the direct-detection experiments at around m� = 200GeV.

In Figure 6, the results are translated into 95% CL exclusion contours in the mZV –m� parameter plane
for the simplified model with a vector mediator, Dirac WIMPs, and couplings gq = 1/4 and g� = 1.
The results are obtained from those for the axial-vector model, taking into account the cross-section
di↵erences between models, motivated by the fact that the two models present compatible particle-level
selection acceptances. For very light WIMPs, mediator masses below about 1.55TeV are excluded. As
in the case of the axial-vector mediator model, in the regime mZV < 2m�, the sensitivity for exclusion is
drastically reduced to low mass di↵erences below 400 GeV in m�.
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Figure 6: Observed (solid line) and expected (dashed line) exclusions at 95% CL on the vector mediator models with
gq = 1/4, g� = 1.0 and minimal mediator width, as a function of the assumed mediator and DM masses. The regions
within the drawn contours are excluded. The red curve corresponds to the set of points for which the expected relic
density is consistent with the WMAP measurements (i.e. ⌦h2 = 0.12), as computed with MadDM [94]. The region
on the right of the curve corresponds to higher predicted relic abundance than these measurements. The dotted line
indicates the kinematic limit for on-shell production mZV = 2 ⇥ m�.

The simplified model with a pseudoscalar mediator was considered with couplings to quarks and dark
matter equal to unity. For WIMP masses in the range 0–300GeV and mZP in the range 0–700GeV, the
analysis does not yet have enough sensitivity. As an example, Figure 7 presents the analysis sensitivity
in terms of 95% CL limits on the signal strength, µ ⌘ �95% CL/�, as a function of mZP , for very light
WIMPs, and as a function of m�, for mZP = 10GeV. For mediator masses below 300GeV and very
light WIMPs, cross sections of the order of 2-to-3 times larger than that of the corresponding signal are
excluded. For mediator masses above 300GeV or larger dark-matter masses, the sensitivity of the analysis

22

vector mediator
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slice of parameter space with fixed couplings
Mass-mass plane

on-shell (Mmed > 2mDM)

off-shell (Mmed < 2mDM)
(use e.g. di-jet) EFT 

(large Mmed)q

q

q

q

{mDM,Mmed, gDM, gq}
4-dimensional parameter space
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In the on-shell regime, the models with mediator masses up to 1.55TeV are excluded for m� = 1GeV.
For m� < 1GeV, the monojet analysis maintains its sensitivity for excluding DM models. This analysis
loses sensitivity to the models in the o↵-shell regime, where cross sections are suppressed due to the
virtual production of the mediator. Perturbative unitarity is violated in the parameter region defined by
m� >

p
⇡/2 mZA [92]. The masses corresponding to the relic density [93] as determined by the Planck

and WMAP satellites [9, 10], within the WIMP dark-matter model and in the absence of any interaction
other than the one considered, are indicated in the Figure as a line that crosses the excluded region at
mZA ⇠ 1200GeV and m� ⇠ 440GeV. The region towards lower WIMP masses or higher mediator masses
corresponds to dark-matter overproduction.
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Figure 5: (a) Axial-vector 95% CL exclusion contours in the mZA –m� parameter plane. The solid (dashed) curve
shows the observed (expected) limit, while the bands indicate the ±1� theory uncertainties in the observed limit and
±1� and ±2� ranges of the expected limit in the absence of a signal. The red curve corresponds to the set of points
for which the expected relic density is consistent with the WMAP measurements (i.e. ⌦h2 = 0.12), as computed
with MadDM [94]. The region on the right of the curve corresponds to higher predicted relic abundance than these
measurements. The region excluded due to perturbativity, defined by m� >

p
⇡/2 mZA , is indicated by the hatched

area. The dotted line indicates the kinematic limit for on-shell production mZA = 2 ⇥ m�. The cyan line indicates
previous results at 13TeV [1] using 3.2 fb�1. (b) A comparison of the inferred limits (black line) to the constraints
from direct detection experiments (purple line) on the spin-dependent WIMP–proton scattering cross section in the
context of the simplified model with axial-vector couplings. Unlike in the mZA –m� parameter plane, the limits are
shown at 90% CL. The results from this analysis, excluding the region to the left of the contour, are compared with
limits from the PICO [95] experiment. The comparison is model-dependent and solely valid in the context of this
model, assuming minimal mediator width and the coupling values gq = 1/4 and g� = 1.

The results are translated into 90% CL exclusion limits on the spin-dependent WIMP–proton scatter-
ing cross section �SD as a function of the WIMP mass, following the prescriptions from Refs. [13, 93].
Among results from di↵erent direct-detection experiments, in Figure 5(b) the exclusion limits obtained in
this analysis are compared to the most stringent limits from the PICO direct-detection experiment [95].
The limit at the maximum value of the WIMP—proton scattering cross section displayed corresponds
to the lowest excluded values mZA = 45GeVand m� = 45GeVof the mediator and dark matter masses
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[ATLAS - 1711.03301]

axial-vector mediator
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�SI,SD / (gqgDM)2

M4
med

plug in Mmed  from 
the mass-mass plane

[CMS - 1722.02345]

Link to direct detection:
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https://atlas.web.cern.ch/Atlas/
GROUPS/PHYSICS/

CombinedSummaryPlots/
EXOTICS/

vector mediator
axial-vector mediator

[see also Wang’s talk]

Combine with 
mediator searches

di-jet
q

q

q
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../ What Next?

* less conventional / unexplored phenomenology 
* data-driven approaches (ML)
* new/deeper views into data (ML)

“ if all you have is a hammer,
everything looks like a nail… ”
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Is this the whole story?

Need to look for other tools*
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✓  simple 

✓  BSM-motivation (for some) 

✓  common production (freeze-out) 

✓  testable, in many ways 

✘ ad-hoc stabilization (for some)

✘ window is closing (insist/desist?)

WIMP non-WIMP

✓  more and more expt. data 

✓  BSM-motivation (for some)
 

✘ case-by-case production
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1. Full-fledged models:

-  for WIMPs
•  SUSY
•  Composite Higgs

-  for non-WIMPs
•  Axions
•  Sterile Neutrinos

2. Simpler models (for WIMPs)

3. Machine learning mumbo jumbo
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L
Model

Observables

Data

???

[see also Hendrick’s talk]
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L
Model

Observables

Physicists

Data
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L
Model

Machines?

Observables

Physicist input 
(symmetries, intuition, …)

Data

can a machine 
learn a model? 
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L
Model

Observables

???
L = c1O1 + · · ·+ cnOn

Rm

(feature space)

Data

From feature space to 
functional space

Rn ⇥Hn

../ Inverse Problem 
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L
Model

Observables

???
L = c1O1 + · · ·+ cnOn

fix the operators       Oi

RmRn ⇥Hn

Rn

(parameter space)

(feature space)

Data

(~ fix the model)       

../ Inverse Problem 
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enlarge features space 
to reduce/remove degeneracy? 

Model 1
L1 = c1O1 + c2O2

L2 = c3O3 + c4O4

Model 2
Data

Machines?

clustering?

(c⇤1 , c⇤2)

(c
⇤
3, c

⇤
4)

signal

disentangle      from  L1 L2

[ Merényi’s talk]

../ Inverse Problem 
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Model 1

Observables

Data

Machines?

“The”
Model

Lsimple = c1O1 + c2O2

Lfull = c3O3 + · · ·+ cNON

LsimpleLfull

Physicist

Machines?

Energy

New degrees 
of freedom

[Welling’s talk]RIM?

../ Inverse Problem 

high-res. low-res.



../ ML and DM models
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- Improve speed/power of param. scans?
from models to data
more accuracy with less training data (active learning?) 

- Reduce degeneracies?
from data to models   (inverse problem) 
 

- Learn a model?
      from param space to functional space  (inverse problem) 

disclaimer:  
personal picks

45



../ Take-Home Messages 
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- WIMP land is rich
       SUSY, composite Higgs, 
         minimal models, simplified models, …
 
 

- DM-models land is even richer!
      a great deal of possibilities outside WIMPs
 

- ML can help
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