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Status of Dark Matter Searches
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New AMS-02 Data, Interpretation and Predictions
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Validity of EFT approach
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Dark Matter is Real
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After LHC run-I,
are we still confident of weak-scale DM?
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Search Strategies

COLLIDER

INDIRECT DETECTION

AMS-02, Pamela, Fermi, HESS
ATIC, Fermi

GAPS, AMS-02
IceCube, Antares, Km3Net

γ
e+, p̄

d̄
ν

LHC

DIRECT DETECTION

Xenon, CDMS, CRESST, 
CoGeNT, Edelweiss...

p p → DM+X

DM DM → e+e− , . . .

DM Nucleus → DM Nucleus
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Direct Detection
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Figure 2: Model-independent residual rate of the single-hit scintillation events, mea-
sured by the new DAMA/LIBRA experiment in the (2 – 4), (2 – 5) and (2 – 6) keV
energy intervals as a function of the time. The residuals measured by DAMA/NaI and
already published in ref. [4, 5] are also shown. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment. The exper-
imental points present the errors as vertical bars and the associated time bin width
as horizontal bars. The superimposed curves represent the cosinusoidal functions be-
haviours A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained by
best fit over the whole data, that is: (0.0215± 0.0026) cpd/kg/keV, (0.0176± 0.0020)
cpd/kg/keV and (0.0129±0.0016) cpd/kg/keV for the (2 – 4) keV, for the (2 – 5) keV
and for the (2 – 6) keV energy intervals, respectively. See text. The dashed vertical
lines correspond to the maximum of the signal (June 2nd), while the dotted vertical
lines correspond to the minimum. The total exposure is 0.82 ton×yr.
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8σ observation of 
annual modulation CoGeNT
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2.7σ annual 
modulation

[CoGeNT Coll - 1106.0650]

[CRESST - 1109.0702]

CRESST
(CaWO4)

67 events, ~4σ

CDMS
(Si)

3 events, <3σ

PS: CDMS-Si 2013
CDMS

3 events seen on Si, 
with 0.41 exp’d background

(a bit less than 3!)

Si

[CDMS - 1304.4279]
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Direct Detection

 null experiments: Xenon, CDMS (Ge), Edelweiss...

 puzzling situation: maybe it is telling us something about the
   WIMP-nuclei interactions or the structure of the DM halo

4

timing that are transformed so that the WIMP accep-

tance regions of all detectors coincide.

After unblinding, extensive checks of the three candi-

date events revealed no data quality or analysis issues

that would invalidate them as WIMP candidates. The

signal-to-noise on the ionization channel for the three

events (ordered in increasing recoil energy) was measured

to be 6.7σ, 4.9σ, and 5.1σ, while the charge threshold

had been set at 4.5σ from the noise. A study on pos-

sible leakage into the signal band due to
206

Pb recoils

from
210

Po decays found the expected leakage to be neg-

ligible with an upper limit of < 0.08 events at the 90%

confidence level. The energy distribution of the
206

Pb

background was constructed using events in which a co-

incident α was detected in a detector adjacent to one

of the 8 Si detectors used in this analysis. Further-

more, as in the Ge analysis, we developed a Bayesian

estimate of the rate of misidentified surface events based

upon the performance of the phonon timing cut mea-

sured using events near the WIMP-search signal region

[22]. Classical confidence intervals provided similar esti-

mates [23]. Multiple-scatter events below the electron-

recoil ionization-yield region from both
133

Ba calibration

andWIMP-search data were used as inputs to this model.

The final model predicts an updated surface-event leak-

age estimate of 0.41+0.20
−0.08(stat.)

+0.28
−0.24(syst.) misidentified

surface events in the eight Si detectors.

This result constrains the available parameter space

of WIMP dark matter models. We compute upper lim-

its on the WIMP-nucleon scattering cross section using

Yellin’s optimum interval method [24]. We assume a

WIMP mass density of 0.3 GeV/c2/cm3
, a most probable

WIMP velocity with respect to the galaxy of 220 km/s,

a mean circular velocity of Earth with respect to the

galactic center of 232 km/s, a galactic escape velocity of

544 km/s [25], and the Helm form factor [26]. Fig. 4

shows the derived upper limits on the spin-independent

WIMP-nucleon scattering cross section at the 90% con-

fidence level (C.L.) from this analysis and a selection of

other recent results. The present data set an upper limit

of 2.4× 10
−41

cm
2
for a WIMP of mass 10 GeV/c2. We

are completing the calibration of the nuclear recoil energy

scale using the Si-neutron elastic scattering resonant fea-

ture in the
252

Cf exposures. This study indicates that our

reconstructed energy may be 10% lower than the true re-

coil energy, which would weaken the upper limit slightly.

Below 20 GeV/c2 the change is well approximated by

shifting the limits parallel to the mass axis by ∼ 7%. In

addition, neutron calibration multiple scattering effects
improve the response to WIMPs by shifting the upper

limit down parallel to the cross-section axis by ∼ 5%.

A model of our known backgrounds, including both

energy and expected rate distributions, was constructed

for each detector and experimental run for each of the

three backgrounds considered: surface electron recoils,

neutron backgrounds, and
206

Pb recoils. Simulations of

our background model yield a 5.4% probability of a sta-

tistical fluctuation producing three or more events in our

FIG. 4. Experimental upper limits (90% confidence level) for

the WIMP-nucleon spin-independent cross section as a func-

tion of WIMP mass. We show the limit obtained from the ex-

posure analyzed in this work alone (black dots), and combined

with the CDMS II Si data set reported in [22] (blue solid line).
Also shown are limits from the CDMS II Ge standard [11] and

low-threshold [27] analysis (dark and light dashed red), EDEL-

WEISS low-threshold [28] (orange diamonds), XENON10 S2-

only [29] (light dash-dotted green), and XENON100 [30] (dark
dash-dotted green). The filled regions identify possible signal

regions associated with data from CoGeNT [31] (magenta,
90% C.L., as interpreted by Kelso et al. including the effect
of a residual surface event contamination described in [32]),

DAMA/LIBRA [16, 33] (yellow, 99.7% C.L.), and CRESST

[18] (brown, 95.45% C.L.) experiments. 68% and 90% C.L.

contours for a possible signal from these data are shown in

blue and cyan, respectively. The asterisk shows the maxi-

mum likelihood point at (8.6 GeV/c
2
, 1.9× 10

−41
cm

2
).

signal region.

This model of our known backgrounds was used to in-

vestigate the data in the context of a WIMP+background

hypothesis. We performed a profile likelihood analysis in

which the background rates were treated as nuisance pa-

rameters and the WIMP mass and cross section were

the parameters of interest. The highest likelihood is

found for a WIMP mass of 8.6 GeV/c
2
and a WIMP-

nucleon cross section of 1.9×10
−41

cm
2
. The goodness-

of-fit test of this WIMP+background hypothesis results

in a p-value of 68%, while the background-only hypoth-

esis fits the data with a p-value of 4.5%. A profile like-

lihood ratio test including the event energies finds that

the data favor the WIMP+background hypothesis over

our background-only hypothesis with a p-value of 0.19%.

Though this result favors a WIMP interpretation over

the known-background-only hypothesis, we do not be-

lieve this result rises to the level of a discovery.

CoGeNT

Xenon100

[CDMS - 1304.4279]

CRESST

DAMA

CDMS (Ge)

Edelweiss
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Indirect Searches

Part  I

Indirect Searches
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Indirect Detection

Key observable: fluxes of stable particles (               )    
from DM annihilations/decay in galactic halo or center

γ, ν, p̄, e+

8 kpc

20 kpc
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Indirect Detection “Anomalies”

 “Anomaly” in gamma rays (Fermi “135 GeV line”)

 “Anomaly” in charged cosmic rays (positron fraction e+/(e++e-) )

What if a signal of DM is  already  hidden 
in Fermi diffuse     data?γ

Figure 4. Upper sub-panels: the measured events with statistical errors are plotted in black. The
horizontal bars show the best-fit models with (red) and without DM (green), the blue dotted line
indicates the corresponding line flux alone. In the lower sub-panel we show residuals after subtracting
the model with line contribution. Note that we rebinned the data to fewer bins after performing the
fits in order to produce the plots and calculate the p-value and the reduced χ2

r ≡ χ2/dof. The counts
are listed in Tabs. 1, 2 and 3.

– 8 –

Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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Ch. Weniger, 
1204.2797
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Fermi 80 < E < 100 GeV
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Fig. 3.— All-sky CLEAN 3.7 year maps in 5 energy bins, and a residual map (lower right). The residual map is the 120− 140 GeV map

minus a background estimate, taken to be the average of the other 4 maps where the average is computed in E2dN/dE units. This simple
background estimate is sufficient to remove the Galactic plane and most of the large-scale diffuse structures and even bright point sources.
A cuspy structure toward the Galactic center is revealed as the only significant structure in the residual gamma-ray map. All of the maps
are smoothed with a Gaussian kernel of FWHM = 10◦ without source subtraction.

are available on the Internet, and it is from these files
that we build our maps.
The point spread function (PSF) is about 0.8◦ for 68%

containment at 1 GeV and decreases with energy as r68 ∼
E−0.8, asymptoting to ∼ 0.2◦ at high energy. The LAT
is designed to survey the gamma-ray sky in the energy
range from about 20 MeV to several hundreds of GeV.
We use the latest publicly available data and instru-

ment response functions, known as Pass 7 (P7 V6)4. For
most figures in this work we use the CLEAN event class,
which has larger effective area than ULTRACLEAN and
lower background than SOURCE. In a few cases, we show
figures made with ULTRACLEAN or SOURCE events as ev-
idence that this choice has no qualitative effect on our
results.
Photons coming from the bright limb at Earth’s

horizon, dominantly produced by grazing-incidence CR
showers in the atmosphere, are a potential source of con-
tamination. We minimize this background by selecting
events with zenith angle less than 100◦ as suggested in

4 Details at http://fermi.gsfc.nasa.gov/ssc/

data/analysis/documentation/Pass7 usage.html

the Fermi Cicerone5. We also exclude some time in-
tervals, primarily while Fermi passes through the South
Atlantic Anomaly.

2.2. Map Making

We generate full-sky maps of counts and exposure us-
ing HEALPix, a convenient equal-area iso-latitude full-
sky pixelization widely used in the CMB community.6

Spherical harmonic smoothing is straightforward in this
pixelization, and we smooth each map by the kernel re-
quired to obtain an approximately Gaussian PSF of some
target FWHM, usually 10◦. We generate maps for front-
and back-converting events separately, smooth them to
a common PSF, and then combine them.
We construct maps both with and without point source

subtraction. We subtract point sources listed in the Sec-
ond Fermi-LAT catalog (2FGL), which is based on 24
months of P7 V6 LAT observations.7 The PSF and ef-

5 http://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/.
6 HEALPix software and documentation can be found at

http://healpix.jpl.nasa.gov, and the IDL routines used in
this analysis are available as part of the IDLUTILS product at
http://sdss3data.lbl.gov/software/idlutils.

7 http://fermi.gsfc.nasa.gov/ssc/data/access/lat/2yr catalog,
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Figure 1. Map at 120-140 GeV showing regions with positive and negative excesses around the background.
Three most significant regions from [2] are shown with white circles, the remaining regions from [2] are
shown with green circles.

Region Power law parameters χ2 Prominent Significance
Features σ

REG 1 Γ = 3.4± 0.4; N100 = 4.3 ± 0.6 0.98 Line at 115 GeV 3.86
REG 2(overall) Γ = 2.2± 0.2; N100 = 7.1 ± 0.6 0.94 –
REG 2(60–110 GeV) Γ = 1.4± 0.8; N100 = 8.0 ± 2.0 2.12 Dip at 95 GeV -4.7
REG 2(110–200 GeV) Γ = 2.7± 0.5; N100 = 7.8 ± 1.4 0.29 –
REG 3 Γ = 3.6± 0.5; N100 = 2.3 ± 0.4 0.79 Line at 80 GeV 2.86

Table 1. Continuum fits for regions REG 1, REG 3, REG 2. We fit the background at overall (60-200 GeV)
or specified energy band using the power law (N(E) = N100(E/100 GeV−Γ) and show the most prominent
feature above this background together with its formal significance.

1 Introduction

It has been recently reported in [1] that the γ-ray emission from the region around the Galactic
Center (GC) exhibits a line-like excess at the energies ∼ 130 GeV. An interest to this result is
based on the expectation that any signal of astrophysical origin at high energies would have a
broad (compared to the Fermi spectral resolution) spectral shape. Diffuse emission with the line-
like spectrum has therefore been considered as an exotic one, e.g. as a “smoking gun” for dark
matter annihilation [3]. The region of [1] was selected by maximizing signal-to-noise ratio for
the expected dark matter annihilation signal. The preprint of [1] was followed by [2] where the
claim was confirmed and it was demonstrated that a similar excess originates from several regions
of the size ∼ 3◦ around the Galactic plane. A number of works [2, 4–7] have discussed possible

– 2 –

Similar excesses found elsewhere 
(fluctuation?)
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6 A. MORSELLI ETC.

Fig. 4. – Dark matter annihilation 95% CL cross section upper limits into γγ for the Einasto
profile for a circular region of interest (ROI) with a radius RGC = 16◦ centered on the GC with
|b| < 5◦ and |l| > 6◦ masked.

3
.5. The Cosmic Ray Electron spectrum. – The experimental information available

on the Cosmic Ray Electron (CRE) spectrum has been dramatically expanded with a
high precision measurement of the electron spectrum from 7 GeV to 1 TeV by the Fermi
LAT [17], [18]. The spectrum shows no prominent spectral features and it is significantly
harder than that inferred from several previous experiments.

Recently the Fermi-LAT collaboration performed a direct measurement of the absolute
e+ and e− spectra, and of their fraction [34]. As the Fermi-LAT does not carry a magnet,
analysis took advantage of the fact that due to its magnetic field, the Earth casts a
shadow in electron or positron fluxes in precisely determined regions. As a result, this
measurement confirmed a rise of the positron fraction observed by PAMELA, between
20 and 100 GeV and determine for the first time that it continues to rise between 100
and 200 GeV (see figure 5).

These measurements show that a new component of e+ and e− are needed with a
peak at ∼ 1 TeV. The temptation to claim the discovery of dark matter from detection
of electrons and positrons from annihilation of dark matter particles is strong but there
are competing astrophysical sources, such as pulsars, that can give a strong flux of
primary positrons and electrons (see [15] and references therein). At energies between
100 GeV and 1 TeV the electron flux reaching the Earth may be the sum of an almost
homogeneous and isotropic component produced by Galactic supernova remnants and
the local contribution of a few pulsars with the latter expected to contribute more and
more significantly as the energy increases. If a single nearby pulsar give the dominant
contribution to the extra component a large anisotropy and a small bumpiness should
be expected; if several pulsars contribute the opposite scenario is expected.

[Fermi Coll, 1305.7173]

systematics under scrutiny

4-year data
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Positron Fraction “anomaly”

AMS-02 has recently released data of positron fraction up to 
energies of ~350 GeV.

Excess over “known” bkg, confirming previous PAMELA and 
Fermi-LAT measurements.

e+/(e++e-)

[AMS-02 Coll - PRL 110, 
141102 (2013)]
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the Dark Matter explanation of the excess is already strongly 
constrained by other measurements (e.g. gamma-rays)

so the astrophysical explanations look very likely

.where can positrons 
come from?

.

local astrophysical sources
(e.g. pulsars)

Dark Matter 
annihilations/decay

Positron Fraction “anomaly”



local astrophysical sources
(e.g. pulsars).
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the Dark Matter explanation of the excess is already strongly 
constrained by other measurements (e.g. gamma-rays)

so the astrophysical explanations look very likely

I want to insist on the DM interpretation and 
see how far we can get 

.where can positrons 
come from?

.Dark Matter 
annihilations/decay

Positron Fraction “anomaly”
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Correlations among DM signals
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Interpretation of AMS-02 data

possible interpretation as DM, 
without upsetting the anti-p flux

DMDM → τ+τ−

100 101 10210 7

10 6

10 5

10 4

10 3

10 2

10 1

Ekin [ GeV ]

Φ
(p̄
)[
G
eV

−
1 m

−
2 s

−
1 s
r
−
1 ]

PAMELA
anti-p data

AMS
e+ data

MDM = 1TeV

�σannv� = 2.5× 10−23 cm3s−1

positron fraction anti-protons

[DS, Riotto, Xue - 1304.1336]
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cosmic-ray propagation is a very complex phenomenon, affected 
by several uncertainties

before claiming any signal, bkg should be under control

e+ and anti-p fluxes (both signal & background) closely related: 
propagation from source to detection within the same environment

crucial to use consistently the same propagation setup for all 
particle species involved in the analysis.

The Importance of Being Propagated
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annihilation channels?

only leptonic annihilation channels are still allowed
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ALL channels produce hadrons (due to EW corrections)
        can easily upset anti-p data

Interpretation of AMS-02 data: channels

DMDM → qq̄, �+�−,W+W−, ZZ, hh, . . .

Ex.
exclusion by

PAMELA anti-p data

Model-independent analysis of AMS-02 data
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Interpretation of AMS-02 data: Best Fits

use only data with E>15 GeV (not affected by solar modulation)
number of dof: 36-6=30
e+e- gives even higher χ2

102 103 104
0

50

100

150

MDM [GeV ]

χ
2

µ+µ− τ+τ−

χ2
min/dof

.
only good fit to AMS-02:

DM of ~ 1 TeV 
annihilating into taus
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positrons-antiprotons Correlations
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we simulated projected (mock) data for anti-p, consistent with 
understanding of detector features from outside the collaboration

3 years of AMS-02 anti-p data would be enough to rule out 
almost competely the DM interpretation of the positron rise

3σ best-fit contours for DM DM → τ+τ−
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Constraints from other Data-sets

Fermi-LAT diffuse gamma-ray constraints
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best-fit regions for other halo profiles are mostly excluded

3σ
5σ

[Fermi-LAT Coll.- 1205.6474]
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Tension with e++e - Fermi-LAT data, showing no drop up to ~1 TeV
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FIG. 6: The same as in Figs. 1, 2, 4 and 5 but for a diffusion zone half-width of L = 8 kpc, and for broken power-law spectrum
of electrons injected from cosmic ray sources (dN

e
−/dE

e
− ∝ E−2.65

e
below 100 GeV and dN
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e
− ∝ E−2.3

e
above 100

GeV). The cross sections are the same as given in the caption of Fig. 5. With this cosmic ray background, the dark matter
models shown can simultaneously accommodate the measurements of the cosmic ray positron fraction and the overall leptonic
spectrum.
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FIG. 7: The predicted cosmic ray positron fraction (left) and electron+positron spectrum (right) from the sum of all pulsars
throughout the Milky Way, for an injected spectrum of dN

e
±/dE

e
± ∝ E−1.55

e
± exp(−E

e
±/600GeV) and a diffusion zone half-

width of L = 4 kpc (top), and for an injected spectrum of dN
e
±/dE

e
± ∝ E−1.65

e
± exp(−E

e
±/600GeV) and a diffusion zone

half-width of L = 8 kpc (bottom). For normalization, we have assumed that 16% of the pulsars’ total energy goes into high
energy electron-positron pairs. The error bars shown represent the positron fraction as measured by AMS (black, left) and
PAMELA (red, left), and the electron+positron spectrum as measured by Fermi and AMS-01 (black, right). In each case, we
have adopted a propagation model that provides a good fit to the various secondary-to-primary ratios as described in the text.
The expected backgrounds are shown as black dotted lines.

[Cholis,Hooper - 1304.1840]

Need somewhat exotic annihilation channels (                                           ),
perhaps with a break in the injection spectrum of primary electrons

DM DM → φφ → 2µ+2µ−

Constraints from other Data-sets

[Cirelli et al. - 0809.2409v2]

positron fraction e++e -

Wait for AMS release of e++e -...
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Conclusions Part I

Interpretation of AMS-02 recent results

If excluded, much less interest in e+ as a channel for DM searches 
(huge astro bkg)

Wait for more data (AMS, Fermi-LAT...) to clarify the situation

Complementarity: 
robust conclusions on the nature of DM should come from correlations 
of different signatures among different expts.

we are on the verge of ruling out, once for all,
the DM origin  of the positron excess.
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Collider Searches

Part  II

Collider Searches
(in LHC we trust...)
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Collider Searches

DM in a collider is like a neutrino (missing ET)

if stabilized by a Z2 symmetry             DM produced in pairs

Difficult search, unless correlating MET with other handles 
(ISR jets/photons, displaced vertices...)

Need new ideas

Some trivial considerations:
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Mono-jet/Mono-photon
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Figure 1: Dark matter production in association with a single jet in a hadron collider.

3.1. Comparing Various Mono-Jet Analyses

Dark matter pair production through a diagram like figure 1 is one of the leading channels

for dark matter searches at hadron colliders [3, 4]. The signal would manifest itself as an excess

of jets plus missing energy (j + /ET ) events over the Standard Model background, which consists

mainly of (Z → νν)+ j and (W → �invν)+ j final states. In the latter case the charged lepton � is
lost, as indicated by the superscript “inv”. Experimental studies of j + /ET final states have been

performed by CDF [22], CMS [23] and ATLAS [24, 25], mostly in the context of Extra Dimensions.

Our analysis will, for the most part, be based on the ATLAS search [25] which looked for mono-

jets in 1 fb−1 of data, although we will also compare to the earlier CMS analysis [23], which used

36 pb−1 of integrated luminosity. The ATLAS search contains three separate analyses based on

successively harder pT cuts, the major selection criteria from each analysis that we apply in our

analysis are given below.3

LowPT Selection requires /ET > 120 GeV, one jet with pT (j1) > 120 GeV, |η(j1)| < 2, and events

are vetoed if they contain a second jet with pT (j2) > 30 GeV and |η(j2)| < 4.5.

HighPT Selection requires /ET > 220 GeV, one jet with pT (j1) > 250 GeV, |η(j1)| < 2, and events

are vetoed if there is a second jet with |η(j2)| < 4.5 and with either pT (j2) > 60 GeV or

∆φ(j2, /ET ) < 0.5. Any further jets with |η(j2)| < 4.5 must have pT (j3) < 30 GeV.

veryHighPT Selection requires /ET > 300 GeV, one jet with pT (j1) > 350 GeV, |η(j1)| < 2, and

events are vetoed if there is a second jet with |η(j2)| < 4.5 and with either pT (j2) > 60 GeV

or ∆φ(j2, /ET ) < 0.5. Any further jets with |η(j2)| < 4.5 must have pT (j3) < 30 GeV.

In all cases events are vetoed if they contain any hard leptons, defined for electrons as |η(e)| < 2.47
and pT (e) > 20 GeV and for muons as |η(µ)| < 2.4 and pT (µ) > 10 GeV.

The cuts used by CMS are similar to those of the LowPT ATLAS analysis. Mono-jet events

are selected by requiring /ET > 150 GeV and one jet with pT (j1) > 110 GeV and pseudo-rapidity

|η(j1)| < 2.4. A second jet with pT (j2) > 30 GeV is allowed if the azimuthal angle it forms with

the leading jet is ∆φ(j1, j2) < 2.0 radians. Events with more than two jets with pT > 30 GeV are

vetoed, as are events containing charged leptons with pT > 10 GeV. The number of expected and

observed events in the various searches is shown in table I.

3 Both ATLAS and CMS impose additional isolation cuts, which we do not mimic in our analysis for simplicity and
since they would not have a large impact on our results.
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Figure 7: Comparison of CMS 90% CL upper limits on the dark matter-nucleon cross section

versus dark matter mass for the vector operator with CDF [54], SIMPLE [55], CDMS [21],

COUPP [56], Super-K [26] and IceCube [25] and for the axial-vector operator with CDF [54],

XENON100 [18], CoGeNT [19] and CDMS [21, 22]
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function of the number of extra dimensions and the production of Unparticles. These

constraints are an improvement over previous results.
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✓ constrain DM-quarks interactions 
    and translate into limits on 
    DM-nucleon cross-section

✓ complementary/
    competitive with 
    direct detection

✓ no astrophysical 
    uncertainties
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(say, 10 TeV)

effective
low-energy 
description

LHC can access regions beyond 
the validity of the eff. description

need to use EFT carefully and consistently

(    ~1 TeV)Λ
E

MZ New States

EFT  OK

Effective Field Theory Description

Integrate out the UV physics 
connecting DM-SM and describe 
interactions with eff. ops.:

1

Λ2
(χ̄ΓAχ)(q̄ΓAq)



the momentum transfer in the relevant process must be

           measures the badness of the truncation of the tower of 
effective ops to the lowest dimensional ones

Usually, lowest order is OK. Situation can be different at LHC.
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EFT Validity
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EFT Validity
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[ATLAS-CONF-2012-147]

Standard lore
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Figure 9: The 90% CL lower limits on M∗ for different masses of χ. Observed and expected limits includ-
ing all but the theoretical signal uncertainties are shown as dashed black and red solid lines, respectively.
The grey and blue bands around the expected limit are the ±1 and 2σ variation expected from statistical
fluctuations and experimental systematic uncertainties on SM and signal processes. The impact of the
theoretical uncertainties is shown by the thin red dotted ±1σ limit lines around the observed limit. The
M∗ values at which WIMPs of a given mass would result in the required relic abundance are shown as
rising green lines (taken from [22]), assuming annihilation in the early universe proceeded exclusively
via the given operator. The shaded light-grey regions in the bottom right corners indicate where the ef-
fective field theory approach breaks down [22]. The plots are based on the best expected limits, which
correspond to SR3.
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2→2 process

Actual limits can be stronger
(depending on the process)

below this bound, the contribution of 
higher-dim ops become important

Λ > 2mχ
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Q2
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the transfer momentum is larger 
for larger DM mass
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heavy 
mediator
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jet, photon eff. operator

jet, photon DM
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1.In what regions of the parameter space {Λ, mDM} is the effective 
description accurate/reliable? 

2.What is the difference between interpreting data with an effective
operator and with its UV completion?
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Ratio ~ 1: negligible contribution from higher-dim ops.
Accurate cross sections can be extracted without considering the cutoff on 
the momentum transfer.

EFT works better for larger Λ and smaller mDM
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Cross sections are measured experimentally with ~O(10%) accuracy.
Worry about EFT validity is justified.

The precise definition of cutoff scale is somewhat arbitrary (Λ/2, 2Λ?)
          O(1) variations.
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rtotUV/eff ≡ σUV
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direct exclusion bounds from negative searches of heavy mediators?

mono-jet data can place stringent 
bounds on heavy mediator masses

error of using EFT (truncated at dim-6) 
instead of full theory

√
s = 8TeV

√
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stronger limits from direct 
searches of heavy mediators

without resorting to an explicit model,
info about the validity of EFT 

can be extracted 

take this into account when 
placing bounds

Conclusions Part II

LHC searches for DM using effective 
operators must be handled with care

use explicit UV completions
rather than EFT
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Conclusions

The current situation on DM is very confusing... 
but exciting times ahead 

Huge and diverse efforts to detect the (WIMP) Dark Matter 

Discovery in 5-10 years, or abandon the WIMP paradigm...
(axion revival?)

....or perhaps after LHC Run-II: 
less motivation to look for DM at the weak scale?

.Golden  Age  of  Dark  Matter  searches
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Direct Detection
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Figure 2: Model-independent residual rate of the single-hit scintillation events, mea-
sured by the new DAMA/LIBRA experiment in the (2 – 4), (2 – 5) and (2 – 6) keV
energy intervals as a function of the time. The residuals measured by DAMA/NaI and
already published in ref. [4, 5] are also shown. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment. The exper-
imental points present the errors as vertical bars and the associated time bin width
as horizontal bars. The superimposed curves represent the cosinusoidal functions be-
haviours A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained by
best fit over the whole data, that is: (0.0215± 0.0026) cpd/kg/keV, (0.0176± 0.0020)
cpd/kg/keV and (0.0129±0.0016) cpd/kg/keV for the (2 – 4) keV, for the (2 – 5) keV
and for the (2 – 6) keV energy intervals, respectively. See text. The dashed vertical
lines correspond to the maximum of the signal (June 2nd), while the dotted vertical
lines correspond to the minimum. The total exposure is 0.82 ton×yr.
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[DAMA Coll - 0804.2741]

8σ observation of 
annual modulation

CoGeNT
(Ge)

2.7σ annual 
modulation

Direct Detection: hints

Annual modulation seen (     ):8σ

DAMA Coll., 0804.2741, 2008

DAMA/Libra CoGeNT
‘irreducible excess of bulk 

events below 3 KeVee’

CoGeNT coll., 1106.0650

Ge

4

FIG. 4: Rate vs. time in several energy regions (the last bin
spans 8 days). A dotted line denotes the best-fit modulation.
A solid line indicates a prediction for a 7 GeV/c2 WIMP in
a galactic halo with Maxwellian velocity distribution. Back-
ground contamination and/or a non-Maxwellian halo can shift
the amplitude of this nominal modulation (see text). Dotted
and solid lines overlap for the bottom panels.

radon levels by a factor ∼4 [24]. Muon-coincident events
constitute a few percent of the low-energy spectrum [1],
limiting a muon-induced modulated amplitude to <<1%
[6]. Rejection of veto-coincident events does not alter the
observed modulation. Radon displacement via pressur-
ized LN boil-off gas is continuously maintained at 2 l/min
within an aluminum shell encasing the lead shielding [25].
A radon-induced modulation would be expected to affect
a much broader spectral region than observed [26].

The CDMS collaboration has recently claimed [7] to
exclude a light-WIMP interpretation of CoGeNT and
DAMA/LIBRA observations. Uncertainties affecting
this claim are discussed in [17, 27]. Observations from
XENON10 [16] and XENON100 [8] have been used to
claim a similar rejection of light-WIMP scenarios. Un-
certainties affecting these searches are examined in [18].

In conclusion, presently available CoGeNT data favor
the presence of an annual modulation in the low-energy
spectral rate, for events taking place in the bulk of the
detector only. While its origin is presently unknown, the
spectral and temporal information are prima facie con-

gruent when the WIMP hypothesis is examined: in par-
ticular, the WIMP mass region most favored by a spectral
analysis (Fig. 2) generates predictions for the modulated
amplitude in agreement with observations, modulo the
dependence of this assertion on the choice of astrophysi-
cal parameters and halo velocity distribution [21–23, 28].
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[CDMS - 1304.4279]

CDMS
(Si)

3 events, <3σ

[CRESST - 1109.0702]

CRESST
(CaWO4)

G. Angloher et al.: Results from 730 kg days of the CRESST-II Dark Matter Search 9

account the more detailed information of the individual
event multiplicities in order to clarify the contributions of
the two types of neutron sources to the total background.
We will, however, see that the result is compatible with
the simple estimates of the limiting cases given here.

An independent aspect of the neutron background con-
cerns the corresponding recoil energy spectrum. Within
our narrow accepted energy range, the energy spectra
induced by the two types of neutron events are found
to be very similar, according to the calibration data
discussed above. The spectrum can be parametrized by
a simple exponential dNn/dE ∝ exp (−E/Edec). We
determine the parameter Edec from a fit to the spec-
trum obtained in the AmBe neutron calibration run. In
the energy range between 12 keV to 40 keV we obtain
Edec = (23.54± 0.92) keV.

This similarity in the spectra induced by neutrons from
the two quite different sources (in agreement with Monte
Carlo results [5]) indicates how the Pb/Cu shielding sur-
rounding the detectors will moderate an incoming neu-
tron flux regardless of its origin. The primary spectrum of
the neutrons is washed out by inelastic scatterings in the
shielding. This finding supports our use of the results of
the neutron calibration to estimate the effects of a gen-
eral neutron background. The only exception to this ar-
gument might be a neutron-producing contamination in
close vicinity of the detectors. In this case, we would ex-
pect a recoil spectrum reaching to much higher energies
and fewer singles for a given number of coincidences. In
this case, the application of our above calibration results
would lead to a conservative neutron background estimate.

4.4 Lead Recoil Background

To illustrate the lead recoil background from 210Po decay,
Fig. 8 displays the data set of a different detector mod-
ule as in Fig. 6. Compared to Fig. 6, a more prominent
population of 206Pb recoils below the tungsten band is
visible, with a rather long tail extending down to the ac-
ceptance region. Since the lead band and the acceptance
region overlap considerably, a leakage of some 206Pb events
into the acceptance region cannot be excluded.

For an estimate of this background, we follow a sim-
ilar strategy as for the α-background. We define a refer-
ence region for each detector module which contains pre-
dominantly 206Pb recoils, and model the spectral energy
density dNPb/dE in this region. This model is then ex-
trapolated into the energy range of the acceptance region.

As a reference region, we choose the lead recoil band
at energies above the acceptance region, where a possible
WIMP signal cannot contribute. In some detector modules
with wider bands, the lead band still overlaps with the
oxygen band around the lower edge of this energy range.
In this case, we additionally restrict the reference region
to the lower part of the lead band without overlap with
the oxygen band in order to be independent of possible
neutron-induced events on oxygen. The event distribution
of the Pb recoils peaks at the full lead recoil energy of
103 keV and the upper boundary of the reference region

Fig. 8. (Color online) The data of detector module Ch51,

shown in the light yield vs. recoil energy plane. Again, the

shaded areas indicate the bands, where alpha (yellow), oxygen

(violet), and tungsten (gray) recoil events are expected. Ad-

ditionally highlighted are the acceptance region (orange), the

region where lead recoils with energies between 40 and 90 keV

are expected (green), and the events observed in these regions.

The highlighted lead recoil region (green) serves as a reference

region for estimating the
206

Pb recoil background.

module nPb
ref

Ch05 17

Ch20 6

Ch29 14

Ch33 6

Ch43 12

Ch45 15

Ch47 7

Ch51 12

total 89

Table 3. Observed counts nPb
ref in the lead reference regions of

the detector modules.

is set at 90 keV so that it covers the low energy tail. An
example of the resulting reference region is highlighted
in green in Fig. 8. Table 3 summarizes the counts nPb

ref
observed in the reference region of each detector module.

Fig. 9 presents the energy spectrum of the events found
in the 206Pb reference regions of all detector modules, but
includes also lead recoils with higher energies to illustrate
the peak at the full nominal recoil energy of 103 keV. In
the energy range of the reference region (below 90 keV),
the tail of the distribution can be modeled by an expo-
nential decay on top of a constant contribution:

dNPb

dE
(E) = APb ·

�
CPb + exp

�
E − 90 keV

EPb
decay

��
. (1)

For a first rough estimate of the recoil background,
we simply fit such a function to the spectrum of Fig. 9.

Direct Detection: hints

Annual modulation seen (     ):8σ
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composite target like CaWO4, the total scattering rate is dominated by recoils of tungsten. However,
in a real experiment with a finite energy threshold other nuclei can be relevant, as tungsten recoils
may not be energetic enough to be detected. Fig. 1 shows the contribution of the three types of nuclei
in CaWO4 to a recoil spectrum measured in the energy interval from 10 to 40 keV. WIMPs with a
mass below 10 GeV would not be able to produce visible tungsten recoils above threshold, most of the
observable recoils would be on oxygen and some on Ca. For a small range of WIMP masses above 10
GeV, Ca is most important while for WIMP masses above 20 GeV tungsten recoils dominate.

Figure 1: Relative contribution of the three types of recoil nuclei in CaWO4 as a function of the WIMP
mass. The calculation assumes that recoils above 10 keV can be measured.

2 Detection Principle and Setup

The low-temperature calorimeters consist of a target crystal with a superconducting phase transition
thermometer on its surface. The thermometer is made of a tungsten film evaporated onto the target
crystal. Its temperature is stabilized within the transition from the superconducting to the normal
conducting state, which occurs at temperatures of about 10mK. A typical width of the transition is
about 1mK. A small temperature rise, e.g. from a WIMP–nucleus scattering event, of typically some
µK, leads to an increase of resistance of some µΩ, which is measured with a SQUID (Superconducting
Quantum Interference Device). A weak thermal coupling of the thermometer to the heat bath restores
the equilibrium temperature again after an interaction. In CRESST-II, 300 g scintillating CaWO4

crystals are used as target. In these crystals a particle interaction creates mostly phonons which are
detected by the phase transition thermometer. In addition, a small fraction of 1 to 2% of the deposited
energy is transformed into scintillation light and detected in a separate cryogenic detector, optimized for
light detection. The thermal signal measures the energy deposited in the scintillating target crystal with
high accuracy, while the amplitude of the corresponding light signal depends on the type of interaction.
Nuclear recoils from WIMP or neutron scattering events emit substantially less scintillation light than
fully ionizing interactions, e.g. γ or β interactions. As the overwhelming part of the background consists
of β and γ interactions, this phonon/light technique provides a very effective method of background
suppression.

For a particular class of background events, it is desirable that all the inside of the detector housing
is scintillating. These are events from surface alpha decays. The main source of such backgrounds is the

2

67 events, ~4σ
PS: CDMS-Si 2013

CDMS
3 events seen on Si, 

with 0.41 exp’d background
(a bit less than 3!)

Si

 positive hints (signals)
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Fluxes

Fluxes of cosmic rays received at Earth:                                          

where the number density                   is the solution of the transport eq.:

energy spectrum 
of stable particle i

∂ni

∂t
= Q(r, z, p)� �� �

source

+∇ ·
�
D∇ni� �� �
diffusion

− Vcni� �� �
convection

�
+

∂

∂p
p2Dpp

∂

∂p

1

p2
ni

− ∂
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�
ṗni −

p

3
(∇ ·Vc)ni

�
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τsp
ni
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spallation

− 1

τf
ni

� �� �
fragmentation

halo profile

dΦi/dE ≡ βini/(4π)

ni(r, z, p)

Q(r, z, E) ∝ [ρDM(r, z)]2�σannv�
dNi

dE

.
Particle Physics enters into:

 energy spectrum 
 cross section

.
Astrophysics enters into:

 propagation parameters;
 DM halo profile. �σannv�

dNi/dE
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Halo Profiles
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Electroweak Corrections
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The final state of DM annihilations can 
radiate γ,Z,W.

It is a SM effect, affecting the final 
fluxes importantly.

EW interactions connect all SM particles  
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Importance of EW corrections

EW corrections to DM annihilations are important in 3 cases:

1.when the observed fluxes get the largest contribution from low-energy 
regions of the spectra, largely populated by the products of the EW rad.

2.when some species are absent without EW corrections
(e.g.  antiprotons from                  );

3.when  σ(2 →3), with soft gauge boson emission, is comparable or even 
dominant with respect to σ(2 →2):

DM Majorana fermion/real scalar and SM singlet;

DM Majorana fermion/real scalar in an SU(2)L-multiplet.

χχ → �+�−

[Ciafaloni, Cirelli, Comelli, DS, Riotto, Urbano - 1107.4453]

[Ciafaloni, Cirelli, Comelli, DS, Riotto, Urbano - 1104.2996]

[Ciafaloni, Comelli, DS, Riotto, Urbano - 1202.0692]

[DS, Monin, Thamm, Urbano - 1301.1486]

[Ciafaloni, Comelli, Riotto, Sala, Strumia, Urbano, 1009.0224]
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Propagation Methods

Fits of our reference propagation model to anti-p PAMELA data

solid/dashed = with/without correcting for solar modulation
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Propagation Methods

Method 1

✘  fluxes of different species are treated as uncorrelated;
✓ deal with astrophys. uncert. in a simple and conservative way.

Method 2

then marginalize over A, p parameters.

✘  not generic;
✓ consistent propagation of all species, for both signal and bkg.

Propagate signal and bkg with our own propagation model, 
which provides a good fit to several data-sets (e-+e+, anti-p, B/C).

(i = e+, e−, p̄)Φbkg
i (E,Ai, pi) = Ai E

pi [Φbkg
i (E)]reference

Signal: propagate with “MED” propagation model
Bkg:     reference one with floating normalizations and slopes



method 1 1.9 0.7
method 2 2.4 1.0

τ+τ−µ+µ−

A. De Simone        

Interpretation of AMS-02 data: Best Fits

use only data with E > 15 GeV (not affected by solar modulation)
number of dof: 36-6=30 (method 1), 36-2=34 (method 2)
e+e- gives even higher χ2
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min/dof .

only good fit to AMS-02:
DM of ~ 1 TeV 

annihilating into taus

method 2method 1
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Method 1

Method 2

Interpretation of AMS-02 data: Best Fits

3σ best-fit contours for DM DM → τ+τ−

method 2 is more constrained            smaller contours 
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positrons - antiprotons Correlations

3 years of AMS-02 anti-p data would be enough to rule out 
almost competely the DM interpretation of the positron rise

1 year

3 years

we simulated projected (mock) data for anti-p, consistent with 
understanding of detector features from outside the collaboration

Method 1

Method 2

[DS, Riotto, Xue - 1304.1336]
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Constraints from other Data-sets

Method 1

Method 2

taking into account Fermi-LAT diffuse gamma-ray constraints
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best-fit regions for other halo profiles are mostly excluded
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[Fermi-LAT Coll.- 1205.6474]


