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A B S T R A C T
The aim of this paper is to introduce, analyse and test in practice a new mathematical model
describing the interplay between biological tissue atrophy driven by the diffusion of a biological
agent, with applications to neurodegenerative disorders. This study introduces a novel mathemat-
ical and computational model comprising a Fisher-Kolmogorov equation for species diffusion
coupled with an elasticity equation governing mass loss. These equations intertwine through a
logistic law dictating the reduction of the medium’s mass. This model is applied to the onset and
development of Alzheimer’s disease. Here, the equations describe the propagation of misfolded
𝜏-proteins and the ensuing brain atrophy characteristic of the disease. To address numerically the
inherited complexities, we propose a Discontinuous Galerkin method for spatial discretization,
while time integration relies on the Crank-Nicolson method. We present the mathematical model,
explore its characteristics, and present the proposed discretization. Furthermore, convergence re-
sults are presented to verify the model’s implementation, accompanied by simulations illustrating
the application scenario of the onset of Alzheimer’s disease.

1. Introduction
Population dynamics is increasingly employed in biology to describe the evolution of various phenomena, including

the progression of neurodegenerative diseases [44] and the development of tumors [47]. In some cases, the spread of
biological agents can cause changes in mass within the affected tissues. The integration of population dynamics systems
with models of growth or atrophy allows the description of such phenomena employing coupled multiphysics models.
For instance, neurodegenerative diseases arise from the damage and degeneration of the neurons in the regions of the
brain associated with cognitive functions [13].

In the context of neurodegenerative diseases, the underlying causes often involve the gradual buildup of damaged
protein agglomerations, which cause the eventual degeneration of neurons. After sustaining damage, it is theorized
that the protein gains the capacity to migrate between neurons, induce misfolding of other healthy proteins, and
aggregate with them [20, 23, 24]. This process is known as prion-like behavior and is used to model the spreading of the
misfolded proteins. In the literature, we can find different approaches to model protein spreading in neurodegenerative
diseases. One major class includes kinetic growth and fragmentation models, which employ a set of ordinary differential
equations to study the local interaction of aggregates of different sizes [29]. Alternative approaches employ network
diffusion models and graph theory, used to study the diffusion at the organ level[42]. A third widely employed class of
approaches builds on reaction-diffusion continuum models, employing systems of partial differential equations[44].

In the literature, this last class of approaches comprises three possible models: the Fisher-Kolmogorov (FK)
equation, the Heterodimer model, and the Smoluchowski model [42, 44]. The FK model is a nonlinear reaction-
diffusion equation in one variable, modeling the relative concentration of the agent [44, 42, 6, 53]. It is widely used
for its simplicity, even though it does not take into account the healthy protein dynamics. The heterodimer model is
more complex as it accounts for two different configurations of proteins: healthy and misfolded ones. In this model, the
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rates of aggregation and conversion of the proteins are taken into account, as well as the clearance and production of
misfolded and healthy proteins [44, 8]. However, this model cannot capture the size of the misfolded proteins aggregate,
or their nucleation and fragmentation [42]. Finally, the Smoluchowski model is the more complex approach but allows
to study the kinetics of protein aggregates of different sizes [10] while involving a large number of parameters to be
calibrated [42].

To study the atrophy of the brain during the development of neurodegenerative diseases, these propagation models
can be coupled with a model of loss of mass. The coupling is achieved by introducing a measure of the volume loss, the
relative rate of which is somewhat proportional to the total exposure of the tissue to the misfolded proteins [9, 27]. In
this work, we introduce a multiphysics model to investigate tissue atrophy driven by the agent spread, with a focus on
applications to Alzheimer’s disease. Specifically, for the spreading of the misfolded proteins, we adopt an FK model.
Indeed, the FK equation is the simplest choice for modeling the problem, and it has already been used in literature of
atrophy modelling [9, 53]. The novelty of the model relies on a new constitutive equation for the inelastic component of
the stress tensor used to model tissue atrophy. Other works focus on the coupling between FK equation with elasticity,
such as [53], where the authors introduced a linear atrophy law. On the contrary, we propose a logistic law, avoiding
the eventual decay of tissue mass to zero.

In literature, numerical implementations commonly use a continuous finite element method (FEM). Another
approach can be found in [6, 8], which employs the discontinuous Galerkin (DG) method on polyhedral meshes. DG
methods provide numerous advantages with respect to the classical conforming FEM formulations. First, it empowers
us to adjust approximation parameters locally, such as the polynomial degree 𝑝 and the element diameter ℎ. This
feature enables the easy handling of meshes with non-conforming elements [34], which is impossible when employing
continuous finite elements. Additionally, the DG method allows the possibility of using polygonal mesh elements,
which could be incredibly useful in brain applications, where the irregularity of the domain boundary and internal
interfaces require the use of a large number of faces to guarantee an appropriate description. Due to these advantages,
particularly connected with the proposed application field, we propose a DG discretization approach for the space
discretization of our model. The proposed method is coupled with the Crank-Nicolson method for time integration,
and we consider a semi-implicit approach to treat the nonlinear terms in the FK equation and the coupling between
species concentration and medium mass reduction.

To demonstrate the practical capabilities of the proposed model, we consider its application in the modeling of the
onset of Alzheimer’s disease. This particular illness stands as one of the predominant forms of dementia, accounting
for approximately 60%-70% of its cases [19]. Alzheimer’s disease is characterized by the agglomeration of protein
fragments, specifically 𝛽-amyloid, forming extracellular deposits called neuritic plaques, the central core of which
contains 𝛽-amyloid, while the surrounding corona contains degenerating neurons, primarily axons [55], and twisted
strands of 𝜏-protein, leading to intraneuronal neurofibrillary tangles, which consist in the abnormal accumulation of 𝜏
aggregates, forming filamentous structure within neurons [57, 20]. Observations indicate that the accumulation of this
pathological material begins up to twenty years before the onset of the first symptoms of the disease [20, 21].

The remaining part of the paper is organized as follows. In Section 2, we introduce the mathematical model. In
Section 3, we outline the most important features of the DG method for space discretization and introduce useful
definitions necessary to our analysis. In Section 4, we derive the semi-discrete formulation of our problem by applying
the DG discretization on space. In Section 5 we introduce the discretization in time and the two possible treatments of
the nonlinear terms. In Section 6, we verify the validity of the numerical model through a convergence test performed
on a system of decoupled equations and we also verify its robustness in the case of coupled equations with a simulation
on three-dimensional domains. In Section 7, we present simulations performed applying our model to the atrophy of the
brain induced by Alzheimer’s disease. To do so, we consider the case in which we assume the atrophy to be an infinite
process. In Section 8, we present our conclusions, a possible extension of our work to the case of finite deformation
applying a nonlinear elasticity equation, and discuss future developments.

2. Multiphysics coupled model of tissue atrophy and biological agent diffusion
In this section, we introduce a multiphysics model to investigate tissue atrophy driven by the spread of a biological

agent, with a focus on applications to Alzheimer’s disease. The novelty of the model relies on a new constitutive
equation for the inelastic component of the stress tensor used to model tissue atrophy. This method, based on the usage
of polytopal elements, facilitates the discretization of complex domains. Specifically, we adopt the FK equation to
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model the spreading of the species concentration. Tissue atrophy is characterized through a morpho-elastic framework,
which combines the effects of mass loss and tissue elasticity to determine the resulting tissue morphology, employing
a multiplicative decomposition of the deformation gradient into an elastic and a growth-related component [12], where
the latter depends on the evolution of tissue loss [41, 53]. The model connects the morpho-elastic response to the agent
concentration by defining an evolution law for inelastic strain, regulated by the concentration of the agent through a
logistic-type differential equation. The strong formulation of the coupled model reads

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪
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⎩

𝐽 𝜕𝑐
𝜕𝑡

= ∇𝑋 ⋅ (𝐽𝐅−1𝐃𝐅−𝑇∇𝑋𝑐) + 𝛼𝐽𝑐(1 − 𝑐) in Ω × (0, 𝑇 ],

�̇� = 1
𝜏
(𝑔 + 1)

(

1 − 1
𝛽
(𝑔 + 1)

)

in Ω × (0, 𝑇 ],

−∇𝑋 ⋅ 𝐏 = 𝟎 in Ω × (0, 𝑇 ],

(𝐽𝐅−1𝐃𝐅−𝑇∇𝑋𝑐) ⋅ 𝐧 = 0 on 𝜕Ω × (0, 𝑇 ],
𝐏(𝐮)𝐧 = 𝟎 on Γ𝐮𝑁 × (0, 𝑇 ],
𝐮 = 𝐮𝐷 on Γ𝐮𝐷 × (0, 𝑇 ],
𝑐(𝐱, 0) = 𝑐0 in Ω,
𝑔(𝐱, 0) = 𝑔0 in Ω,

(1)

and is derived as follows.

2.1. Modeling the biological agent dynamics
We characterize the spreading of the agent by the FK equation [38, 49], which is frequently used in literature

to model the propagation of a favored gene in population dynamics, as it serves as the simplest reaction-diffusion
equation that incorporates two critical effects: dispersion (diffusive term) and proliferation (reactive term) [47], [44].
We introduce the relative concentration of the agent as 𝑐 = 𝑐(𝐱, 𝑡) ∶ Ω𝑡 × [0, 𝑇 ] → ℝ. The FK equation for the relative
concentration 𝑐 = 𝑐(𝐱, 𝑡) can be formulated as follows:

⎧

⎪

⎨

⎪

⎩

𝜕𝑐
𝜕𝑡 = ∇ ⋅ (𝐃∇𝑐) + 𝛼𝑐(1 − 𝑐) in Ω𝑡 × (0, 𝑇 ],
(𝐃∇𝑐) ⋅ 𝐧 = 0 on 𝜕Ω × (0, 𝑇 ],
𝑐(𝐱, 0) = 𝑐0(𝐱) in Ω𝑡.

(2)

Here 𝐧 is the normal unit vector to the Neumann boundary, and 𝑐0(𝐱) is the initial condition, which gives us the
value and distribution of the concentration of the agent at the initial time 𝑡 = 0. The diffusion tensor 𝐃(𝐱) describes
the directions and velocity of the agent spreading in the tissue. We assume the diffusion tensor to be symmetric and
positive definite. In equation (2), 𝛼 = 𝛼(𝐱) is the reaction coefficient, modeling misfolding, clearance, and aggregation
of the biological agents.

Appropriate boundary conditions complement the FK equation. Specifically, we impose a homogeneous Neumann
boundary condition that indicates the absence of flux of the agents across the boundary.
Remark 1. For all 𝐱 ∈ Ω𝑡, 𝑡 ∈ [0, 𝑇 ], 0 ≤ 𝑐0(𝐱) ≤ 1 and 𝑐0(𝐱) ∈ 𝐻1(Ω𝑡) and taking homogeneous Neumann
boundary conditions on the all boundary 𝜕Ω𝑡, it is possible to prove that there exists a unique solution of (2) such that
0 ≤ 𝑐(𝐱, 𝑡) ≤ 1 ∀𝐱 ∈ Ω, ∀𝑡 > 0 a.e.. In particular this means that, starting from a positive concentration, the solution
propagates towards a stable equilibrium 𝑐(𝐱, 𝑡) = 1 with 𝑡 → +∞ [17].

Since we will consider an atrophy process we will consider a reference configuration Ω, a current configuration Ω𝑡and a deformation 𝝓. In particular, equation (2) is written in the current configuration Ω𝑡. However, when considering
finite deformations, we need to solve (2) in the reference configuration Ω. Then, the FK equation can be rewritten in a
Lagrangian setting as

⎧

⎪

⎨

⎪

⎩

𝐽 𝜕𝑐
𝜕𝑡 = ∇𝑋 ⋅ (𝐽𝐅−1𝐃𝐅−𝑇∇𝑋𝑐) + 𝛼𝐽𝑐(1 − 𝑐), in Ω × (0, 𝑇 ]

𝑐(𝐗, 0) = 𝑐0(𝐗), in Ω
𝐽𝐅−1𝐃𝐅−𝑇∇𝑋𝑐 ⋅ 𝐧 = 0, on 𝜕Ω × (0, 𝑇 ]

(3)
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𝐗Ω 𝐱 Ω𝑡
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Figure 1: Graphic scheme of the reference domain Ω and the current domain Ω𝑡 with the deformation 𝝓.

where 𝐅 is the deformation gradient, 𝐽 is the determinant of the deformation gradient and ∇𝑋 the gradient operator in
the reference system of coordinates 𝐗. The complete derivation of (3) can be found in Appendix A, while the definition
of Ω,Ω𝑡 and 𝐅 will be introduced in the following section (2.2).
2.2. Morpho-elasticity of tissue atrophy

In this section, we introduce the morpho-elastic model for tissue atrophy, assuming that the size of the tissue
undergoing a pathological loss of mass is much larger than the characteristic size of a cell. Therefore, we describe the
tissue as a continuum elastic body, where an active mass modulation induces the deformation.

We assume that the tissue occupies a domain Ω ⊂ ℝ𝑑 at 𝑡 = 0, which is assumed as the reference configuration,
with 𝑑 = 2, 3. The function that maps the reference domain to the current configuration Ω𝑡 at time 𝑡 is the deformation
𝝓 ∶ Ω × (0, 𝑇 ] → ℝ𝑑 . We also introduce the displacement field 𝐮, defined as the function 𝐮(𝑡, 𝐗) = 𝝓(𝑡, 𝐗) − 𝐗. By
𝐗 ∈ Ω, we indicate the generic point in the reference configuration. In contrast, we indicate with 𝐱 the corresponding
point in the current configuration at time 𝑡 so that 𝐱 = 𝝓(𝐗, 𝑡). The deformation of the body can be described through
the deformation gradient 𝐅 = ∇𝐗𝝓, where ∇𝐗 denotes the gradient operator with respect to the referential coordinates.

To model the mass reduction, we exploit the framework of morpho-elasticity [12]. We consider a multiplicative
decomposition of the deformation gradient [5] so that

𝐅 = 𝐅e𝐆, (4)
where 𝐅e represents the local elastic distortion of the material, while 𝐆 describes the local inelastic distortion due to
the growth or atrophy of the elastic body. We next describe the mechanics of tissue atrophy and discuss the constitutive
assumptions. Usually, mass loss takes place on a much longer time scale than the elastic deformations’ time scale.
Therefore, we can assume quasi-static deformations and neglect inertial effects. Hence, the balance of the linear
momentum reads

⎧

⎪

⎨

⎪

⎩

−∇𝐗 ⋅ 𝐏 = 𝟎 in Ω × (0, 𝑇 ],
𝐏(𝐮)𝐧 = 𝟎 on Γ𝐮𝑁 × (0, 𝑇 ],
𝐮 = 𝐮𝐷 on Γ𝐮𝐷 × (0, 𝑇 ].

(5)

where 𝐏 is the first Piola-Kirchhoff stress tensor, ∇𝐗⋅ is the divergence operator in the reference configuration.
Additionally, we define Γ𝐮𝑁 as the Neumann boundary region where we assume we have no traction (i.e. homogeneous
Neumann boundary conditions), while Γ𝐮𝐷 represents the portion of the boundary where we impose Dirichlet boundary
conditions 𝐮𝐷, needed to block rigid motion. As usual, we assume Γ𝐮𝐷 ∪ Γ𝐮𝑁 = 𝜕Ω and Γ𝐮𝐷 ∩ Γ𝐮𝑁 = ∅.

In what follows, we describe the tissue as a hyperelastic material, i.e. we postulate the existence of a strain energy
density Ψ(𝐗, 𝐅). We will omit the explicit dependence on 𝐗 and 𝐅 whenever convenient. Standard thermodynamic
arguments [4] allows us to write

𝐏 = 𝜕Ψ
𝜕𝐅

.
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By following the standard theory of morpho-elasticity [5, 12], the strain energy density Ψ(𝐗, 𝐅) of the material can
be written as

Ψ(𝐗, 𝐅, 𝑡) = (det𝐆(𝐗, 𝑡)) Ψ0(𝐅𝐆−1(𝐗, 𝑡)),

where Ψ0(𝐅𝑒) represents the strain energy density of the material in its relaxed state, i.e. the stress vanishes if there is
no elastic distortion, so that

𝜕Ψ0
𝜕𝐅𝑒

|

|

|

|𝐅𝑒=𝐈
= 𝟎. (6)

In this work we will assume to have an isotropic mass loss, i.e.
𝐆 = (1 + 𝑔)𝐈. (7)

The expression of the Piola-Kirchhoff stress tensor becomes

𝐏 = det(𝐆)
𝜕Ψ0
𝜕𝐅𝑒

𝐆−𝑇 . (8)

In the following paragraph we present the theoretical framework of the case of small deformations.
2.2.1. Evolution law for the inelastic tensor 𝐆

The evolution law for the inelastic tensor 𝐆 introduced in equation (4) must be constitutively provided. We assume
that the atrophy of the tissue is isotropic, with 𝐆 = (1+𝑔)𝐈. The scalar variable 𝑔 = 𝑔(𝐗, 𝑡) accounts for the local mass
reduction triggered by the local concentration of the biological agent. Specifically, the mass density per unit reference
volume at time 𝑡 in the reference configuration is given by

𝜌𝑡(𝐗, 𝑡) = 𝜌0(𝐗) det𝐆(𝐗, 𝑡),

where 𝜌0 is the mass density per unit volume in the relaxed state. In this model, we assume that no mass change occurs
if the agent’s concentration 𝑐(𝐱, 𝑡) is below a critical threshold 𝑐cr. Tissue atrophy takes place when the concentration
𝑐 is above such a critical threshold. To mimic this behavior, we introduce the following logistic-type equation for the
evolution of 𝑔(𝑡)

⎧

⎪

⎨

⎪

⎩

�̇� = 1
𝜏
(1 + 𝑔)

(

1 −
1 + 𝑔
𝛽

)

in (0, 𝑇 ],

𝑔(𝐱, 0) = 0 in Ω,
(9)

where

𝛽 =

{

1 if 𝑐 ≤ 𝑐𝑐𝑟,
1 − 𝛾 𝑐−𝑐𝑐𝑟

1−𝑐𝑐𝑟
if 𝑐 > 𝑐𝑐𝑟.

(10)

The parameter 𝜏 in equation (9) represents the characteristic time of tissue atrophy, and 𝛾 ∈ (0, 1) is a parameter at
our disposal, modeling the maximum atrophy induced by the pathology. Moreover, note that 1 − 𝛾 in equation (10)
represents the minimal value of 𝛽, with 𝛽 modeling the relative mass remained after the atrophy process. There are
other possibilities to model the evolution of 𝑔(𝑡). For example, in [53], the authors proposed an linear atrophy law,
however this leads to an exponential decay of tissue mass to zero. In contrast, the logistic equation proposed in our
manuscript avoids this issue by introducing nonlinearity, ensuring that 𝑔 > −𝛾 > −1, i.e., the mass density does not
approach zero as 𝑡 increases.
Remark 2. (Stability analysis) We compute the equilibria of equation (9) by imposing the right-hand side of the
equation equal to 0, and find 𝑔 + 1 = {𝛽, 0}. Now we observe that by evaluating the derivative 𝜕�̇�

𝜕𝑔 in 𝑔 = 𝛽 − 1 we
obtain:

1
𝜏

(

1 − 2
𝛽
(1 + 𝑔)

)

|

|

|𝑔=𝛽−1
= −1

𝜏
< 0,
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which implies that 𝑔 = 𝛽 − 1 is a stable equilibrium for the logistic equation. Furthermore, we observe that, when
𝑐 ≤ 𝑐𝑐𝑟, the stable equilibrium 𝑔 = 𝛽 − 1 = 0. In fact, we do not have atrophy caused by the biological agent.
When, instead, 𝑐 > 𝑐𝑐𝑟, the stable equilibria become 𝑔 = 𝛽 − 1 = −𝛾 𝑐−𝑐𝑐𝑟

1−𝑐𝑐𝑟
, which varies with the increase of the

concentration of the agent. In particular, when 𝑐 = 1, 𝑔 = 𝛽 − 1 = −𝛾 , meaning that 𝛾 represents the absolute value
of the maximum shrinkage that we can obtain. Indeed, the choice of a logistic function to describe the dynamic of 𝑔
allows us to introduce a natural bound to mass loss, 𝛽 − 1 < 𝑔 < 1, while for a simpler model, such as a linear mass
reduction, we would have predicted that 𝑔 → −1, i.e. a complete mass loss over time, which is unphysical.

Now, coupling together equations (3), (9) and (5) we recover the strong formulation of the coupled problem (1).

Remark 3. Since 0 ≤ |𝑔| ≤ 𝛽 − 1 ≤ |𝛾|, then, for small values of 𝛾 we are in the small deformation regime, and
therefore the linear (12) and non-linear (7) formulations are cosistent, as expected.

2.3. Weak formulation
Now we derive the variational formulation of problem (1). To begin with, we introduce functional spaces tailored

for the solutions of the equations. To address the solution of the parabolic differential FK equation, we define the
spaces: 𝑊 = 𝐻1(Ω). Turning to the solution 𝑔 of the ODE (9), we introduce the space 𝑄 = 𝐻1(Ω). Additionally, for
the solution of the elasticity equation (5), we define 𝐕 = 𝐇1(Ω,ℝ𝑑), and 𝐕0 = 𝐇1

Γ𝐮𝐷
(Ω,ℝ𝑑) ∶= {𝐯 ∈ 𝐇1(Ω,ℝ𝑑) ∶

𝐯|Γ𝐮𝐷 = 0}. Furthermore, we utilize the conventional definition of the 𝐿2(Ω) scalar product, represented as (⋅, ⋅)Ω with
the associated norm denoted by || ⋅ ||Ω. This definition extends componentwise for vector-valued and tensor-valued
functions [16]. The weak formulation of the problem described in System (1) becomes:
∀𝑡 ∈ (0, 𝑇 ] find 𝑐(𝐱, 𝑡) ∈ 𝑊 , 𝑔(𝐱, 𝑡) ∈ 𝑄 and 𝐮(𝐱) ∈ 𝐕0 such that:

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

(

𝐽 𝜕𝑐(𝐱,𝑡)
𝜕𝑡 , 𝑤

)

Ω
+ 𝑎𝑐(𝑐(𝐱, 𝑡), 𝑤) − 𝑟𝑐𝐿(𝑐(𝐱, 𝑡), 𝑤) + 𝑟𝑐𝑁 (𝑐(𝐱, 𝑡), 𝑐(𝐱, 𝑡), 𝑤) = 0 ∀𝑤 ∈ 𝑊 ,

(�̇�(𝐱, 𝑡), 𝑝)Ω = 𝑟𝑔𝐿(𝑔, 𝑝) − 𝑟𝑔𝑁 (𝑔, 𝑔, 𝑝) + 𝐹𝑔(𝑝) ∀𝑝 ∈ 𝑄,
𝑎𝐸(𝐮, 𝐯) = 𝟎 ∀𝐯 ∈ 𝐕0,
𝑐(𝐱, 0) = 𝑐0(𝐱) in Ω,
𝑔(𝐱, 0) = 0 in Ω,

(11)

where:
𝑎𝑐(𝑐, 𝑤) = (𝐽𝐅−1𝐃𝐅−𝑇∇𝑐,∇𝑤)Ω, 𝑟𝑐𝐿(𝑐, 𝑤) = (𝐽𝛼𝑐,𝑤)Ω ,

𝑟𝑐𝑁 (𝑣, 𝑐, 𝑤) = (𝐽𝛼(𝑣𝑐), 𝑤)Ω , 𝑟𝑔𝐿(𝑔, 𝑝) =
(

1
𝜏

(

1 − 2
𝛽(𝑐)

)

𝑔, 𝑝
)

Ω
,

𝑟𝑔𝑁 (𝑔, 𝑝, 𝑞) =
(

1
𝜏𝛽(𝑐)

𝑔𝑝, 𝑞
)

Ω
, 𝐹𝑔(𝑝) =

1
𝜏

((

1 − 1
𝛽(𝑐)

)

, 𝑝
)

Ω
,

𝑎𝐸(𝐮, 𝐯) =
(

𝐏(𝐮),∇𝑋𝐯
)

Ω ,

For all 𝑐, 𝑤, 𝑣 ∈ 𝑊 , 𝑔, 𝑝, 𝑞 ∈ 𝑄 and 𝐮, 𝐯 ∈ 𝐕.
2.3.1. Linearization of the mechanics of tissue atrophy

Let 𝜀 be max𝐗∈Ωmax𝑡∈(0, 𝑇 ] ‖𝐮(𝐗, 𝑡)‖, being ‖ ⋅ ‖ the Euclidean norm. The vector field 𝐮1 is the normalized
counterpart of 𝐮, i.e. 𝐮(𝐗, 𝑡) = 𝜀𝐮1(𝐗, 𝑡), where 𝜀 is a real positive number assumed small. Therefore, we can take a
series expansion of 𝐆 (7) in 𝜀, assuming 𝐆 to be a small perturbation of the identity, i.e.

𝐆 = 𝐈 + 𝜀𝐆𝟏 + 𝑜(𝜀). (12)
This definition of 𝐆 is aligned with (7), taking 𝜀𝐆𝟏 = 𝑔𝐈. Using the expansion (12) of 𝐆 we obtain:

det𝐆 = det(𝐈 + 𝜀𝐆𝟏 + 𝑜(𝜀)) = 1 + 𝜀 tr𝐆𝟏 + 𝑜(𝜀2),
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𝐆−1 = 𝐈 − 𝜀𝐆𝟏 + 𝑜(𝜀),

𝐅𝐆−1 = (𝐈 + 𝜀∇𝐮1)(𝐈 − 𝜀𝐆𝟏) + 𝑜(𝜀) = 𝐈 + 𝜀(∇𝐮1 −𝐆𝟏) + 𝑜(𝜀).

Performing a Taylor expansion on (8), the Piola-Kirchhoff stress tensor can be approximated as:

𝐏 = (1 + 𝜀 tr𝐆1)

⎛

⎜

⎜

⎜

⎜

⎜

⎝

𝜕Ψ0
𝜕𝐅𝑒

|

|

|𝐅𝑒=𝐈
⏟⏞⏞⏟⏞⏞⏟

0

+
𝜕2Ψ0
𝜕𝐅𝑒𝜕𝐅𝑒

|

|

|𝐅𝑒=𝐈
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

ℂ

∶ 𝜀(∇𝐮1 −𝐆1)

⎞

⎟

⎟

⎟

⎟

⎟

⎠

(𝐈 − 𝜀 tr𝐆1)𝑇 + 𝑜(𝜀) =

= 𝜀ℂ ∶ (∇𝐮1 −𝐆𝟏) + 𝑜(𝜀) = ℂ ∶ (∇𝐮 − 𝑔𝐈) + 𝑜(𝜀) = ℂ ∶ 𝐄𝐞 + 𝑜(𝜀)

(13)

where the term of order 0 in 𝜀 vanishes because of (6) and ℂ represents the fourth-order elasticity tensor, with

𝐶𝑖𝑗ℎ𝑘 =
𝜕2Ψ0

𝜕𝐹𝑒𝑖𝑗𝜕𝐹𝑒ℎ𝑘

|

|

|

|

|𝐅𝑒=𝐈
, 𝐶𝑖𝑗ℎ𝑘 = 𝐶𝑗𝑖ℎ𝑘 = 𝐶𝑖𝑗𝑘ℎ = 𝐶ℎ𝑘𝑖𝑗 .

In (13), we have neglect the remainder 𝑜(𝜀) and we take𝐄𝐞 =
∇𝐮−𝑔𝐈+(∇𝐮−𝑔𝐈)𝑇

2 . For an isotropic material, it is well-known
that 𝐏 = ℂ ∶ 𝐄𝐞 = 2𝜇𝐄𝐞 + 𝜆(tr(𝐄𝐞))𝐈, which gives

𝐏 = 2𝜇
(

∇𝐮 + ∇𝐮𝑇
2

)

+ 𝜆∇ ⋅ 𝐮𝐈 − 2𝜇
(

𝑔𝐈 + (𝑔𝐈)𝑇
2

)

− 𝜆 tr
(

𝑔𝐈 + (𝑔𝐈)𝑇
2

)

𝐈.

Under this assumption the Piola-Kirchhoff tensor simplifies into

𝐏 = 2𝜇
(

∇𝐮 + ∇𝐮𝑇
2

)

+ 𝜆∇ ⋅ 𝐮𝐈 − (2𝜇 + 𝑑𝜆)𝑔𝐈, (14)

where 𝑑 is the space dimension.
Defining 𝐄(𝐮) = 1

2 (∇𝐮+∇𝐮𝑇 ), the symmetric part of the gradient of the displacement, we can write the elasticity
equation as:

−∇ ⋅ 𝐏 = −2∇ ⋅ (𝜇𝐄(𝐮)) − ∇ ⋅ (𝜆∇ ⋅ 𝐮𝐈) + ∇ ⋅ ((2𝜇 + 𝑑𝜆)𝑔𝐈)
= −2∇ ⋅ (𝜇𝐄(𝐮)) − ∇(𝜆∇ ⋅ 𝐮) + ∇((2𝜇 + 𝑑𝜆)𝑔) = 𝐟𝐮.

We remark that the local change of volume due to atrophy is given by det𝐆. In the linear elastic setting introduced in
this section we get det𝐆 = 1+tr 𝑔𝐈+𝑜(𝜀) = 1+3𝑔+𝑜(𝜀). Thus, 3𝑔 serves as an indicator of the local volume change.

In a linear deformation regime, we can neglect the difference between the current domain Ω𝑡 and the reference
domain Ω, therefore, we assume Ω ≃ Ω𝑡, 𝜕Ω ≃ 𝜕Ω𝑡. In what follows we will derive the DG numerical formulation
of the model in the linearized case. Indeed, the majority of the test cases will be performed under the assumption of
linear elasticity since we have small deformations, therefore the assumption is valid. While, for the test case in which
we consider a nonlinear elasticity, we will implement continuous elements for the elasticity. The implementation of a
numerical DG method for the non linear elasticity equation is under study and will be subject of future works.

3. Discontinuous Galerkin formulation
Let 𝒯ℎ a partition of the domain Ω using polygonal or polyhedral elements 𝐾 ∈ 𝒯ℎ. Here, |𝐾| denotes the measure

of each element, ℎ𝐾 represents the diameter of each element, and ℎ = max𝐾∈𝒯ℎ
ℎ𝐾 < 1. The interfaces of each element

are the (𝑑 − 1)-dimensional intersections of adjacent facets. We distinguish two cases:
• case 𝑑 = 3, in which the interfaces are triangles, the set of which we denote by ℱ ℎ;
• case 𝑑 = 2, in which the interfaces are line segments, the set of which we denote by ℱ ℎ.
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Specifically, the set of interfaces ℱℎ comprises the union of boundary faces ℱ 𝐵
ℎ , lying on the boundary, and all interior

faces ℱ 𝐼
ℎ . We can further categorize the set of boundary faces ℱ 𝐵

ℎ into interfaces where Dirichlet conditions are
applied, ℱ 𝐷

ℎ , and interfaces where Neumann boundary conditions are applied, ℱ 𝑁
ℎ . We also assume that 𝒯ℎ is aligned

with Γ𝐷 and Γ𝑁 , implying that any element in ℱ 𝐵
ℎ is contained within either Γ𝐷 or Γ𝑁 .

We introduce the trace operators on the interior faces ℱ 𝐼
ℎ . We also employ the notation 𝑞+ and 𝑞− to signify traces

of functions on the face 𝐹 ∈ ℱ 𝐼
ℎ , in common between the elements 𝐾+ and 𝐾−, respectively, for a generic function

𝑞. For a scalar-valued function 𝑞, a vector-valued function 𝐯 and a tensor-valued function 𝝉 we define:
• Average operator:{{𝑞}} = 1

2 (𝑞
+ + 𝑞−), {{𝐯}} = 1

2 (𝐯
+ + 𝐯−) and {{𝝉}} = 1

2 (𝝉
+ + 𝝉−)

• Jump operator:[[⋅]] on𝐹 ∈ ℱ 𝐼
ℎ : [[𝑞]] = 𝑞+𝐧++𝑞−𝐧−, which returns a vector quantity, [[𝐯]] = 𝐯+⋅𝐧++𝐯−⋅𝐧−,which

returns a scalar quantity and [[𝝉]] = 𝝉+𝐧+ + 𝝉−𝐧−, which returns a vector quantity.
• Tensorial-jump operator:[[[𝐯]]] = 1

2 (𝐯
+ ⊗ 𝐧+ + 𝐧+ ⊗ 𝐯+) + 1

2 (𝐯
− ⊗ 𝐧− + 𝐧− ⊗ 𝐯−), which returns a tensorial

quantity.
On 𝐹 ∈ ℱ 𝐷

ℎ , we set the following trace operators for the test functions as {{𝑞}} = 𝑞, {{𝐯}} = 𝐯, {{𝝉}} = 𝝉 and
[[[𝐯]]] = 1

2 (𝐯⊗𝐧+𝐧⊗𝐯). Additionally, for the trial functions we define the traces operator on the faces of the Dirichlet
boundary as [[𝑝]] = (𝑝−ℎ𝐷)𝐧, [[𝐮]] = (𝐮−𝐡𝐃) ⋅𝐧, [[𝝉]] = (𝝉−𝝉𝐷)𝐧 and [[[𝐯]]] = 1

2 ((𝐯−𝐡𝐃)⊗𝐧+𝐧⊗ (𝐯−𝐡𝐃)), with ⊗
defined as 𝐚⊗ 𝐛 ∶= 𝐚𝐛𝑇 meaning (𝐚⊗ 𝐛)𝑖𝑗 ∶= 𝑎𝑖𝑏𝑗𝐞𝑖 ⊗ 𝐞𝑗 , and ℎ𝐷, 𝐡𝐃 and 𝝉𝐷 are the Dirichlet boundary conditions
of ℎ,𝐡 and 𝝉 , respectively. The average and jump operators are essential to ensure the communication of the solution
between neighboring elements [65]. We refer the reader to Appendix (B) for the derivation of the DG formulation.

We define the penalty functions 𝜂 ∶ ℱℎ → ℝ and 𝜉 ∶ ℱℎ → ℝ+ defined face-wise as:

𝜂 =

⎧

⎪

⎨

⎪

⎩

𝜂0max{{𝑑𝐾}𝐻 , {𝛼}𝐻}
𝑝𝑐2

{ℎ𝐾}𝐻
, 𝑜𝑛 𝐹 ∈ ℱ 𝐼

ℎ ,

𝜂0max{𝑑𝐾 , 𝛼}
𝑝𝑐2

ℎ𝐾
, 𝑜𝑛 𝐹 ∈ ℱ 𝐷

ℎ ,
𝜉 =

⎧

⎪

⎨

⎪

⎩

𝜉0{ℂ̃𝐾
𝐸 }𝐻

𝑝𝐮2

{ℎ𝐾}𝐻
, 𝑜𝑛 𝐹 ∈ ℱ 𝐼

ℎ ,

𝜉0ℂ̃𝐾
𝐸
𝑝𝐮2

ℎ𝐾
, 𝑜𝑛 𝐹 ∈ ℱ 𝐷

ℎ ,
(15)

where {⋅}𝐻 denotes the harmonic average operator on 𝐹 ∈ ℱ 𝐼
ℎ , {ℎ𝐾}𝐻 = 2ℎ𝐾+ℎ𝐾−∕(ℎ𝐾+ + ℎ𝐾− ), with ℎ𝐾+

and ℎ𝐾− are the sizes of the neighboring elements 𝐾+ and 𝐾− ∈ 𝒯ℎ respectively [68]. In (15) 𝜂0 and 𝜉0 are
constants chosen sufficiently large to guarantee the stability of the methods, 𝑑𝐾 and ℂ̃𝐾

𝐸 are the norms of the diffusion
tensor �̃� = 𝐅−1𝐃𝐅−𝑇 and of the fourth-order elasticity tensor ℂ restricted on the element 𝐾 . They are defined as
𝑑𝐾 ∶= ‖

√

�̃�|𝐾‖2 and ℂ̃𝐾
𝐸 ∶= ‖

√

ℂ𝐸|𝐾‖
2 for any 𝐾 ∈ 𝒯ℎ, 𝛼 is the reaction coefficient of the FK equation, and 𝑝𝑐

and 𝑝𝐮 are the polynomial degree of the concentration and displacement solutions, respectively. The penalty functions
appear in a stability term of the DG formulation, see Appendix (B), and they are used to ensure the continuity of the
final solution.
We define: 𝑊 𝐷𝐺

ℎ ∶= {𝑤 ∈ 𝐿2(Ω) ∶ 𝑤
|𝐾

∈ ℙ𝑝𝑐 (𝐾) ∀𝐾 ∈ 𝒯ℎ}, 𝑄𝐷𝐺
ℎ ∶= {𝑞 ∈ 𝐿2(Ω) ∶ 𝑞

|𝐾
∈ ℙ𝑝𝑔 (𝐾) ∀𝐾 ∈ 𝒯ℎ}

and 𝐕𝐷𝐺
ℎ ∶= {𝐯 ∈ 𝐿2(Ω;ℝ𝑑) ∶ 𝐯

|𝐾
∈ [ℙ𝑝𝐮 (𝐾)]𝑑 ∀𝐾 ∈ 𝒯ℎ}, where the space ℙ𝑝∗ (𝐾) is the space of the piecewise

polynomials of degree 𝑝∗ in the mesh element 𝐾 , for ∗= 𝑐, 𝑔,𝐮.

4. DG semi-discrete formulation
In this section we present the DG semi-discrete formulation of the weak problem (11), an example of a more detailed

derivation for the FK equation can be found in Appendix B. Setting ∫ℱℎ
=
∑

𝐹∈ℱℎ
∫𝐹 , we define the following bilinear

forms:
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• 𝒜𝑐 ∶ 𝑊 𝐷𝐺
ℎ ×𝑊 𝐷𝐺

ℎ → ℝ:

𝒜𝑐(𝑐ℎ, 𝑤ℎ) ∶=∫Ω
𝐽𝐅−1𝐃𝐅−𝑇∇ℎ𝑐ℎ ⋅ ∇ℎ𝑤ℎ d𝐗 + ∫ℱ 𝐼

ℎ ∪ℱ
𝐷
ℎ

𝜂[[𝑐ℎ]] ⋅ [[𝑤ℎ]]d𝑆

− ∫ℱ 𝐼
ℎ ∪ℱ

𝐷
ℎ

({{𝐽𝐅−1𝐃𝐅−𝑇∇ℎ𝑐}} ⋅ [[𝑤ℎ]] + [[𝑐ℎ]] ⋅ {{𝐽𝐅−1𝐃𝐅−𝑇∇ℎ𝑤ℎ}})d𝑆 ∀𝑐ℎ, 𝑤ℎ ∈ 𝑊 𝐷𝐺
ℎ

• 𝒜𝐸 ∶ 𝐕𝐷𝐺
ℎ × 𝐕𝐷𝐺

ℎ → ℝ:

𝒜𝐸(𝐮ℎ, 𝐯ℎ) ∶=∫Ω
(2𝜇𝜺(𝐮ℎ) ∶ 𝜺(𝐯ℎ) + 𝜆∇ℎ ⋅ 𝐮ℎ∇ℎ ⋅ 𝐯ℎ) d𝐗 + ∫ℱ 𝐼

ℎ ∪ℱ
𝐷
ℎ

𝜉[[[𝐮ℎ]]] ∶ [[[𝐯ℎ]]]d𝑆

− ∫ℱ 𝐼
ℎ ∪ℱ

𝐷
ℎ

({{2𝜇𝜺(𝐮ℎ) + 𝜆∇ℎ ⋅ 𝐮ℎ}} ∶ [[[𝐯ℎ]]] + [[[𝐮ℎ]]] ∶ {{2𝜇𝜺(𝐯ℎ) + 𝜆∇ℎ ⋅ 𝐯ℎ}})d𝑆 ∀𝐮ℎ, 𝐯ℎ ∈ 𝐕𝐷𝐺
ℎ ,

• ℬ𝐸 ∶ 𝑄𝐷𝐺
ℎ × 𝐕𝐷𝐺

ℎ → ℝ:

ℬ𝐸(𝑝ℎ, 𝐯ℎ) = ∫Ω
(2𝜇 + 𝑑𝜆)𝑝ℎ∇ℎ ⋅ 𝐯ℎ d𝐗 − ∫ℱ 𝐼

ℎ ∪ℱ
𝐷
ℎ

(2𝜇 + 𝑑𝜆){{𝑝ℎ𝐈}}∶[[[𝐯ℎ]]]d𝑆 ∀𝑝ℎ ∈ 𝑄𝐷𝐺
ℎ , 𝐯ℎ ∈ 𝐕𝐷𝐺

ℎ .

In the above definitions, ∇ℎ denotes the elementwise gradient [18]. Employing the aforementioned bilinear forms, we
derive the semi-discrete formulation of model (11) as follows:

For any 𝑡 ∈ (0, 𝑇 ] find 𝑐ℎ(𝑡) ∈ 𝑊 𝐷𝐺
ℎ , 𝑔ℎ(𝑡) ∈ 𝑄𝐷𝐺

ℎ and 𝐮ℎ(𝑡) ∈ 𝐕𝐷𝐺
ℎ such that:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

(

𝐽 �̇�ℎ, 𝑤ℎ
)

Ω +𝒜𝑐(𝑐ℎ, 𝑤ℎ) − 𝑟𝐿(𝑐ℎ, 𝑤ℎ) + 𝑟𝑁 (𝑐ℎ, 𝑐ℎ, 𝑤ℎ) = 𝟎 ∀𝑤ℎ ∈ 𝑊 𝐷𝐺
ℎ ,

(

�̇�ℎ, 𝑝ℎ
)

Ω = 𝑟𝑔𝐿(𝑔ℎ, 𝑝ℎ) − 𝑟𝑔𝑁 (𝑔ℎ, 𝑔ℎ, 𝑝ℎ) + 𝐹𝑔(𝑝ℎ) ∀𝑝ℎ ∈ 𝑄𝐷𝐺
ℎ ,

𝒜𝐸(𝐮ℎ, 𝐯ℎ) −ℬ𝐸(𝑔ℎ, 𝐯ℎ) = 𝟎 ∀𝐯ℎ ∈ 𝐕𝐷𝐺
ℎ ,

𝑐ℎ(0) = 𝑐0ℎ, 𝑔ℎ(0) = 0 in Ωℎ.

(16)

In Equation (16), 𝑐0ℎ is a suitable approximation of the initial conditions 𝑐0 in the discrete space 𝑊 𝐷𝐺
ℎ .

4.1. Algebraic formulation
Let {𝜙𝑗}

𝑁𝑐
𝑗=1, {𝑞𝑗}𝑁𝑔

𝑗=1, and {𝝍𝑗}
𝑁𝐮
𝑗=1 be suitable basis functions for the discrete spaces 𝑊 𝐷𝐺

ℎ , 𝑄𝐷𝐺
ℎ , and 𝐕𝐷𝐺

ℎ ,
respectively. Then we can write:

𝑐ℎ(𝐱, 𝑡) =
𝑁𝑐
∑

𝑗=1
𝐶𝑛(𝑡)𝜙𝑗(𝐱), 𝑔ℎ(𝐱, 𝑡) =

𝑁𝑔
∑

𝑗=1
𝑔𝑛(𝑡)𝑞𝑗(𝐱), 𝐮ℎ(𝐱, 𝑡) =

𝑁𝐮
∑

𝑗=1
𝑈𝑛(𝑡)𝝍𝑗(𝐱).

Many different choices of the basis functions can be adopted; however, in this work, we focus on classical Lagrange
basis functions [18, 58]. We denote by 𝐂 ∶= [𝐶𝑛]

𝑁𝑐
𝑛=1 ∈ ℝ𝑁𝑐 , 𝐠 ∶= [𝐺𝑛]

𝑁𝑔
𝑛=1 ∈ ℝ𝑁𝑔 and 𝐔 ∶= [𝑈𝑛]

𝑁𝐮
𝑛=1 ∈ ℝ𝑑𝑁𝐮 the

vector of the expansion coefficients and we define the following matrices: for 𝑖, 𝑗 = 1, ..., 𝑁𝑐 :
[𝐌𝑐]𝑖𝑗 = (𝜙𝑗 , 𝜙𝑖)Ω (Mass matrix);
[𝐀𝑐]𝑖𝑗 = 𝒜𝑐(𝜙𝑗 , 𝜙𝑖) (Stif fness matrix);
[𝐌𝛼]𝑖𝑗 = (𝛼𝜙𝑗 , 𝜙𝑖)Ω (Linear reaction matrix);

[�̃�𝛼(𝐂(𝑡))]𝑖𝑗 = (𝛼𝑐ℎ(𝑡)𝜙𝑗 , 𝜙𝑖)Ω (Nonlinear reaction matrix);

V. Pederzoli, M. Corti, D. Riccobelli, P. F. Antonietti: Preprint submitted to Elsevier Page 9 of 23



A coupled mathematical and numerical model for protein spreading and tissue atrophy applied to Alzheimer’s disease

We also define for 𝑖, 𝑗 = 1, ..., 𝑁𝑔:
[𝐌𝑔]𝑖𝑗 = (𝑞𝑗 , 𝑞𝑖)Ω (𝑔 −mass matrix);
[𝐌𝛽]𝑖𝑗 = 𝑟𝑔𝐿(𝑞𝑗 , 𝑞𝑖) (Linear term matrix);

[�̃�𝛽(𝐠(𝑡))]𝑖𝑗 = 𝑟𝑔𝑁 (𝑞𝑗 , 𝑔ℎ(𝑡), 𝑞𝑖) (Nonlinear term matrix);

and finally set, for 𝑖, 𝑗 = 1, ..., 𝑁𝐮:
[𝐌𝐸]𝑖𝑗 = (𝝍𝑗 ,𝝍𝑖)Ω (Elasticity mass matrix);
[𝐊𝐸]𝑖𝑗 = 𝒜𝐸(𝝍𝑗 ,𝝍𝑖) (Elasticity stif fness matrix);
[𝐁𝑔]𝑖𝑗 = ℬ𝐸(𝑞𝑗 ,𝝍𝑖) (𝑔 − displacement coupling matrix).

Moreover we define the forcing term 𝐅𝑔 = [𝐹𝑔(𝑞𝑗)]
𝑁𝑔
𝑗=1.

The algebraic form of (16) can be written as: Find 𝐂(𝑡) ∈ ℝ𝑁𝑐 , 𝐠(𝑡) ∈ ℝ𝑁𝑔 and 𝐔 ∈ ℝ𝑑𝑁𝐮 such that ∀𝑡 ∈ (0, 𝑇 ]
we have:

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝐌𝑐�̇�(𝑡) + 𝐀𝑐𝐂(𝑡) −𝐌𝛼𝐂(𝑡) + �̃�𝛼(𝐂(𝑡))𝐂(𝑡) = 0, 𝑡 ∈ (0, 𝑇 ],
𝐌𝑔 �̇�(𝑡) = 𝐌𝑔𝐠(𝑡) − �̃�𝑔(𝐠(𝑡))𝐠(𝑡) + 𝐅𝑔 𝑡 ∈ (0, 𝑇 ],
𝐊𝐸𝐔 − 𝐁𝑇

𝑔 𝐠 = 𝟎,
𝐂(0) = 𝐂0,
𝐠(0) = 𝐠0.

(17)

5. Fully discrete formulation
Now, let us present the fully discrete approximation of Equation (1). We apply the Crank-Nicolson method to

discretize temporal derivatives, and we consider a semi-implicit treatment of the nonlinear terms, ultimately outlining
the complete discrete formulation of our problem. To discretize the time evolution of (17) we define a partition of the
time interval [0, 𝑇 ] into 𝑁 intervals: 0 = 𝑡0 < 𝑡1 < ... < 𝑡𝑁 = 𝑇 and we assume a time step Δ𝑡 = 𝑡𝑛+1 − 𝑡𝑛, 𝑛 =
0, ..., 𝑁 − 1. Consequently, the fully discrete formulation of Problem (1) becomes: Given 𝐂(0) = 𝐂0 and 𝐠(0) = 𝐠0,
find 𝐂𝑛+1 ≃ 𝐂(𝑡𝑛+1), 𝐠𝑛+1 ≃ 𝐠(𝑡𝑛+1) and 𝐔𝑛+1 ≃ 𝐔(𝑡𝑛+1) ∈ ℝ𝑑𝑁𝐮 for 𝑛 = 1, ..., 𝑁 − 1:

⎧

⎪

⎨

⎪

⎩

𝐌𝑐𝐂𝑛+1 + Δ𝑡
2 (𝐀𝑐 −𝐌𝛼 + �̃�𝛼(𝐂∗))𝐂𝑛+1 = 𝐌𝑐𝐂𝑛 − Δ𝑡

2 (𝐀𝑐 −𝐌𝛼 + �̃�𝛼(𝐂∗))𝐂𝑛,
𝐌𝑔𝐠𝑛+1 +

Δ𝑡
2 (�̃�𝛽(𝐠∗) −𝐌𝛽)𝐠𝑛+1 = 𝐌𝑔𝐠𝑛 +

Δ𝑡
2 (𝐌𝛽 − �̃�𝛽(𝐠∗))𝐠𝑛 +

Δ𝑡
2 (𝐅

𝑛+1
𝑔 + 𝐅𝑛

𝑔),
𝐊𝐸𝐔𝑛+1 − 𝐁𝑇

𝑔 𝐠
𝑛+1 = 𝟎,

where 𝐂∗ = 3
2𝐂

𝑛 − 1
2𝐂

𝑛−1 and 𝐠∗ = 3
2𝐠

𝑛 − 1
2𝐠

𝑛−1 are a second-order linear extrapolation of the solution at time 𝑡𝑛+1.
This choice provides a semi-implicit approach that is linear at each time step. For the FK equation, this treatment of
nonlinearity guarantees good accuracy without needing a nonlinear iterative solver [6].

In Algorithm 1, we summarize the basic idea of the complete numerical solver. In particular, due to the coupling
strategy at the basis of the mathematical model, it is possible to construct an efficient staggered approach for time
integration. In particular, at any time 𝑡𝑛, it can be solved the FK equation first, using the deformation tensor 𝐅 computed
at the previous timestep 𝑡𝑛−1. Then the updated value 𝑐𝑛ℎ is used to derive 𝑔𝑛ℎ, which is then used in the elasticity problem
solver to derive 𝐮𝑛ℎ.

6. Numerical results
In this section, we present the results of a numerical convergence test on a system of decoupled equations conducted

to demonstrate the accuracy of the proposed method, and of simulations on a three-dimensional spherical domain aimed
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Algorithm 1 Numerical algorithm summarizing the basic steps of the numerical scheme. We report the references to
the problem in its strong formulation.
Input: 𝑐ℎ0 and 𝑔ℎ0

while 𝑡𝑛 ≤ 𝑇 do
Solve FK → 𝑐𝑛ℎ (2)
if 𝑐𝑛ℎ < 𝑐𝑐𝑟 then
𝛽 ← 1

else
𝛽 ← 𝛽(𝑐𝑛ℎ)

end if
Solve Logistic Law with parameter 𝛽 → 𝑔𝑛ℎ (9)
Use 𝑔𝑛ℎ to define the growth tensor and 𝐏(𝐮𝑛ℎ) (14)
Solve Elasticity Equation → 𝐮𝑛ℎ (5)
𝑡𝑛 → 𝑡𝑛+1

end while

Table 1
Parameters used in the test cases 1 and 2. These values have been found in the literature and the references are reported
in the table.

Parameters Values Reference Parameters Values Reference

𝑑 8.00 [mm2∕year] [9] 𝜆 505 [Pa] [7]
𝛼 0.90 [1∕years] [9] 𝜇 216 [Pa] [7]
𝛾 0.05 [−] 𝜏 1 [year]

to verify the robustness of the method with coupled equations. The numerical simulations are done using the FEniCS
finite element software [11]. This software allows us to perform numerical simulations on a 3-dimensional domain
with a mesh of tetrahedral elements.

From an algebraic point of view, we use the MUMPS solver to solve the FK and the logistic equation. Indeed,
MUMPS is a parallel direct solver [56] that allows solving the system with a high level of accuracy and efficiency.
In contrast, due to the large dimension of the elasticity problem whose solution is vectorial, a direct solver would
be inefficient; for this reason, we employ the iterative solver GMRES with a SOR preconditioner for the elasticity
equation.

To perform a convergence test we denote the 𝐿2 norm as ‖ ⋅ ‖𝐿2 on Ω, and the 𝐿2-norm on a set of faces ℱ
‖ ⋅ ‖2ℱ ∶=

∑

𝐹∈ℱ ‖ ⋅ ‖2
𝐿2(𝐹 )

. In the convergence test, we also evaluate the errors in DG-norm, defined as:

‖𝑐‖𝐷𝐺 = ‖

√

𝐽𝐅−1𝐃𝐅−𝑇∇ℎ𝑐‖ + ‖

√

𝜂[[𝑐]]‖ℱ 𝐼
ℎ ∪ℱ

𝐷
ℎ

∀𝑐 ∈ 𝐻1(𝒯ℎ),

‖𝐮‖𝐷𝐺 = ‖

√

ℂ𝐸[𝜺ℎ(𝐮)]‖ + ‖

√

𝜉[[[𝐮]]]‖ℱ 𝐼
ℎ ∪ℱ

𝐷
ℎ

∀𝐮 ∈ 𝐇1(𝒯ℎ,ℝ𝑑),

where we consider 𝐅 = 𝐈 and 𝐽 = det(𝐅) = 1 if we are in the inear elasticity framework. The DG-norm is the sum
of the 𝐻1-seminorm and the norm of jumps on the mesh faces. This is required in the error analysis of discontinuous
Galerkin formulations. For details on the topic, we refer to [65].
6.1. Test case 1: convergence analysis of a three-dimensional test case

In this test case, we perform a convergence analysis employing a manufactured exact solution considering the
simplified framework of linear elasticity. For this reason, we need to introduce forcing terms both for the FK equation
and for the elasticity equation, which will be disregarded for the other numerical test cases, as they don’t appear in the
model. We will also employ the parameters shown in Table 1. Notice that this set of parameters is consistent with the
forthcoming application of Section (7) [6, 7].
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We consider a cubic domain Ω = (0 m, 1 m)3 and a time interval [0, 0.1] [years] with a time step Δ𝑡 = 10−3 [years].
We impose as exact solution, the following manufactured solution:

𝑐(𝐗, 𝑡) = (cos(𝜋𝑋)cos(𝜋𝑌 )cos(𝜋𝑍) + 2)𝑒𝑡, 𝑔(𝐗, 𝑡) = 1.0∕(2𝑒𝑡∕𝜏 − 1.0),

𝐮(𝐗) =
⎡

⎢

⎢

⎣

−cos(2𝜋𝑋)cos(2𝜋𝑌 )
sin(2𝜋𝑋)sin(2𝜋𝑌 )

𝑍

⎤

⎥

⎥

⎦

,

from which we have to derive suitable forcing terms 𝑓𝑐 and 𝐟𝐮, while we consider homogeneous Neumann boundary
conditions for the concentration, and, for simplicity, Dirichlet boundary conditions for the elasticity equations, derived
from the manufactured exact solution. Additionally we choose the diffusion tensor as 𝐃 = 𝑑𝐈. We also choose 𝛽 = 1
for any 𝑡 ≥ 0. Due to this choice, since 𝛽 is constant and does not depend on the concentration 𝑐, the three equations
are naturally decoupled.

Figure 2 shows the computed errors in the 𝐿2 and 𝐷𝐺 norms of the errors as functions of the mesh size
ℎ = 0.8660, 0.4330, 0.2165, 0.1083, in logarithmic scale. We can see how the error’s norms follow the expected
trend of ℎ𝑝∗+1 for the 𝐿2-norms and of ℎ𝑝∗ for the 𝐷𝐺-norms as proven for the FK equation, and the linear elasticity
equation, with ∗= 𝑐,𝐮 [6, 7].
6.2. Test Case 2: simulation of coupled system on an idealized spherical geometry

In this section, we present the results obtained for a holed spherical domain Ω = {𝐗 ∈ ℝ3 ∶ 0.052 ≤
𝑋2 + 𝑌 2 + 𝑍2 ≤ 0.12} in the framework of linear elasticity. We define the outer boundary as the Neumann’s
boundary Γ𝑁 ∶= {𝐗 ∈ ℝ3 ∶ 𝑋2 + 𝑌 2 + 𝑍2 = 0.12} and the inner boundary as the Dirichlet’s boundary:
Γ𝐷 ∶= {𝐗 ∈ ℝ3 ∶ 𝑋2 + 𝑌 2 + 𝑍2 = 0.052}. The goal of the test case is to provide a verification of the coupled
model solver in a simplified geometrical setting.

Again, we choose 𝐃 = 𝑑𝐈 and we employ the parameters presented in Table 1. As for the initial condition, 𝑐0(𝐗), we
assume the biological agent causing the atrophy is primarily concentrated in a small portion of the domain. Specifically,
we use a Gaussian-type distribution to represent this initial state

𝑐(𝐗, 0) = 𝐴 exp

[

−1
2

(

|𝐗 − 𝐗𝟎|

0.05

)2
]

,

where 𝐴 ≃ 0.4 represents the amplitude, and the center 𝐗𝟎 is chosen to be (0.05, 0.05, 0.05). Finally we enforce
homogeneous Neumann boundary conditions to avoid the spreading of the agent outside the domain. For the
displacement we impose we impose homogeneous Neumann boundary conditions on Γ𝑁 (the outer boundary), as
we do not have any external stress, and homogeneous Dirichlet boundary conditions on Γ𝐷 (inner boundary), to block
the infinitesimal rigid displacement, see Figure 3. The solutions in Figure 4 are computed with mesh size ℎ = 0.094,
time interval Δ𝑡 = 0.05 years, and polynomial degree 𝑝∗ = 3, with ∗= 𝑐, 𝑔,𝐮. We show a section of the holed sphere
where we can see the initial concentration distribution and its evolution. At final time 𝑇 = 15 years, we can see
how both the concentration and the length reduction rate 𝑔 have reached their maximal value, 𝑐ℎ(𝐗, 𝑇 ) = 1.0 and,
|𝑔ℎ(𝐗, 𝑇 )| = 𝛾 = 0.05, in agreement with what is expected from the model.

7. Simulations on a real brain geometry
In this section, we present the simulation by applying our model to the problem of the onset of brain atrophy induced

by Alzheimer’s disease. In the following, we assume that the brain undergoes only small deformations, therefore we
are still in the linear elasticity framework. It is important to note that the brain is composed of extremely soft material,
even compared to other biological soft tissues [2]. Although nonlinear elasticity might initially appear to be a more
appropriate framework for modeling such soft tissues, in this case, the mechanical deformations primarily represent the
atrophy induced by Alzheimer’s disease. Throughout the disease, the brain’s loses approximately 1%-2% of its volume
per year for the entire brain [3]. Consequently, the resulting atrophy remains relatively small, even after a decade.

We perform our simulations on the real geometry of a brain constructed from the MRI images of project OASIS
[43]. The segmentation of the brain geometrical structure is performed using Freesurfer [64] starting from the union
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(d) Displacement 𝐮 convergence in DG-norm.
Figure 2: Test case 1: computed 𝐿2 (left) and 𝐷𝐺 (right) errors as functions of the mesh-size ℎ, with ℎ =
0.8660, 0.4330, 0.2165, 0.1083 and polynomial degree of the basis functions 𝑝𝑐 and 𝑝𝐮 = 1, 2, 3, for the Test Case 1. The
top panels show the results for the approximate concentration, while bottom panels show the results for the approximate
displacement. All the errors are computed at final time 𝑇 = 0.1 years. Logarithmic scales are used for all axes. The triangles
indicate different convergence rates. The lines have been computed by interpolating the values of the error norms for each
value of the mesh-size ℎ.

Table 2
Parameters used in the test case of Section 7. The references associated with the reference values are reported in the table.

Parameters Values Reference Parameters Values Reference

𝑑𝑒𝑥𝑡 8.00 [mm2∕year] [9] 𝜆 2700 [Pa] [51, 52]
𝑑𝑎𝑥𝑛 80.00 [mm2∕year] [9] 𝜇 300 [Pa] [51, 52]
𝛼 0.90 [1∕year] [9] 𝜏 1 [year]
𝛾 0.05 [−]

of T1 weighted and T2 weighted MRI images. The construction of the final mesh, composed of 142 658 elements, is
performed using the SVMTK library [60]. For this simulation, we consider a transversely isotropic diffusion tensor in
the form 𝐃 = 𝑑𝑒𝑥𝑡𝐈 + 𝑑𝑎𝑥𝑛(𝐧⊗ 𝐧), where the versor 𝐧 locally represents the axonal directions inside the brain [9, 6].
The reconstruction of the axonal directions is performed from diffusion-weighted medical images by using Freesurfer
and Nibabel [59] as explained in [60].

We impose homogeneous Neumann boundary conditions for the concentration on the whole boundary 𝜕Ω.
Concerning the displacement, we impose homogeneous Dirichlet conditions on the brain stem and homogeneous
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Figure 3: An external representation of the mesh (left) and a visualization of the ventricles boundary in purple and of the
skull in transparency (right).
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Figure 4: Test Case 2: concentration, atrophy rate, and norm of the displacement with 𝜏 = 1 year at time 𝑡 = 0, 4, 10, 15
years, from left to right, obtained with polynomial degree 𝑝𝑐 = 𝑝𝑔 = 𝑝𝐮 = 3.

Neumann conditions on the remaining boundary [9, 69]. (see Figure 5). The physical parameters used are taken from
the literature and are listed in Table (2), together with the literature reference specification.

The results of the simulations are reported in Figure 6, which shows us the results for times 𝑡 = 0, 12, 15 and
20 years in a section of the brain. At time 𝑡 = 12 years, we can observe how the atrophy starts when the relative
concentration of the misfolded proteins exceeds the critical value 𝑐𝑐𝑟𝑖𝑡. We can observe the presence of a seeding of
misfolded 𝜏-proteins located in the amygdala [13, 67]. The proteins spread in all directions according to the axonal
directions. The variable 𝑔 activates later, and the displacement field varies accordingly. At the final time, 𝑇 = 20 years,
the concentration of proteins reaches its maximum value in the whole domain, and we can observe a shrinkage of the
cortical surface. The dynamic of the relative concentration over the span of 20 years is observed to be coherent with
the Braak staging theory [20]. Moreover, the results are coherent with other works in literature on the topic both in
terms of prion spreading [44, 6], loss of mass, and atrophy development [9, 53]. We have also observed that the values
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Figure 5: An external representation of the mesh (left), a visualization of the brain stem in purple (center), where we
impose homogeneous Dirichlet boundary conditions, and a visualization of the amygdala in blue (right), where the initial
concentration of 𝜏-proteins is collocated.
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Figure 6: Test Case Section 7. Patterns of tau protein concentration 𝑐, atrophy rate 𝑔, and displacement 𝐮 in Alzheimer’s
disease simulation at times 𝑡 = 0, 12, 15, 20 years. Results obtained using mesh size ℎ = 6.23 × 10−3 m and polynomial
degree 𝑝𝑐 = 𝑝𝑔 = 𝑝𝐮 = 3.

of the magnitude of the displacement at final time 𝑇 = 20 years is small, i.e. maximum value equal to 0.003, which
further supports the hypothesis of small deformations.

8. Conclusions and further developments
In this work, we have presented a multiphysics model for studying tissue atrophy caused by the spreading of a

biological agent, with a specific application to Alzheimer’s disease. The agent’s spread and aggregation have been
modeled using the Fisher-Kolmogorov equation, incorporating both dispersion and proliferation effects. Tissue atrophy
has been described through a morpho-elastic framework, where mass loss and tissue elasticity together shape the
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Table 3
Parameters used in the test case of Section 8. The references associated with the reference values are reported in the table.

Parameters Values Reference Parameters Values Reference

𝑑 8.00 [mm2∕year] [9] 𝜆 2700 [Pa] [51, 52]
𝛼 0.90 [1∕year] [9] 𝜇 300 [Pa] [51, 52]
𝛾 0.20 [−] 𝜏 1 [year]

resulting tissue morphology. The model integrates the morpho-elastic response with the agent’s concentration by
introducing an evolution law for inelastic strain, governed by the agent concentration through a logistic-type differential
equation.

For the construction of the discrete model, we have employed a DG method. We considered a Crank-Nicolson
method for the time derivatives discretization and a semi-implicit treatment of the non-linear term. We have assessed
the validity of the DG method via two convergence tests, discussing the results with respect to the theoretical outcomes.
Secondly, we have validated our method in the coupled case by conducting simulations on a holed-spherical domain.
Moreover, we have applied the model to the simulation of Alzheimer’s disease on a real brain geometry, where we
have observed outcomes consistent with the anticipated biological behavior of prion-like protein diffusion and tissue
atrophy.

In the context of neurodegenerative diseases, such as Alzheimer’s disease, the model presented in this work is
overly simplified, and it would require further development to more precisely represent the onset of the disease. Firstly,
concerning protein spreading modeling, a more complex model can be used to capture the diffusion of protein’s
aggregate of different dimensions, such as the Smoluchowski model [44, 62]. Moreover, this model could capture
intermediate states, called oligomers, that seem to be the ones with the highest level of toxicity and so highly correlated
with atrophy. Moreover, this could help represent the effects of eventual pharmacological therapy, which can only act
on a certain size of oligomeric structures.

Secondly, different atrophy dynamics should be considered. Indeed, the proposed logistic dynamic would have an
increase in the atrophy rate in the case of a decrease in the value of 𝑐. This property would cause the formation of
new mass, which is unphysical. On this side, one could consider the implementation of machine learning strategies to
derive a consistent dynamic of the atrophy rate. Indeed, deriving the deformations due to the loss of mass from magnetic
resonance images and the associated tau protein concentrations derivable from positron emission tomography (PET),
we can learn the functional relation between the quantities, constructing the atrophy rates in a data-driven setting.
A more detailed mechanistic model of atrophy could be valuable, for example, by incorporating thermodynamic
constraints to derive admissible evolution laws, as done in [46]. Nonetheless, a machine learning approach would
also be beneficial in this context. Data-driven model discovery is an active area of research in solid mechanics, and its
techniques could be meaningfully applied within the framework of our study to select the most appropriate evolution
law for Alzheimer’s disease-induced atrophy [45].

Concerning the elasticity law, more suitable nonlinear hyperelastic or viscoelastic models can be used to fit brain
deformations more accurately, such as the Ogden model, which has been proved to be the best to represent the brain
tissue elastic properties [2]. Indeed, while the small elasticity assumption for the whole brain holds due to the relatively
low mean value of the atrophy parameter 𝑔, some brain regions may experience more significant volume loss. Finally,
Robin boundary conditions could be analyzed to take into account the connective tissues that provide support to the
brain.

From a numerical point of view, inverse uncertainty quantification strategies can be adopted to calibrate the
physical parameters starting from medical images. In particular, PET with appropriate tracers can be used to derive
the distribution of misfolded tau protein concentrations in the brain [66]. Then, longitudinal PET studies have been
proven to be useful to calibrate the reaction and diffusion parameters in the FK law in Alzheimer’s applications [61].

In the next session we present the first numerical results in the framework of non-elasticity model applied to a cubic
domain.
8.1. Extension to nonlinear elasticity

As a first step toward the extension to non-linear elasticity, we also perform a simulation incorporating a nonlinear
constitutive law for tissue elasticity. In this case, we use discontinuous elements for both the agent’s concentration
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Figure 7: An external representation of the mesh (left) and a visualization of the Dirichlet’s boundary in purple and of the
Neumann’s boundary in transparency (right).

and the atrophy variable 𝑔, while opting for continuous elements to discretize the displacement field. We consider the
following hyperelastic energy:

Ψ0(𝐅𝐸) =
𝜇
2
(𝐅𝐸 ∶ 𝐅𝐸 − 3 − 2 log(det 𝐅𝐸)) +

𝜆
2
(det 𝐅𝐸 − 1)2.

As before, we consider the tensor 𝐆 = (1 + 𝑔)𝐈. Since small deformations are no longer necessary, we can set the
parameter 𝛾 (representing the maximum volume loss when the concentration of misfolded tau proteins equals 1) to
reach values around 20%. In this case, we have a variation of the volume of the order of 𝑂((1 + 𝑔)3). Under such a
hypothesis, we do not assume that the current configuration Ω𝑡 ≡ Ω, the reference configuration.

We consider a cubic domain, denoted as Ω = (0 dm, 1 dm)3, to be dimensionally coherent with the brain geometry.
The parameters are detailed in [6, 7] for the concentration and elasticity equations, as presented in Table 3. Additionally,
we enforce a 𝑐𝑐𝑟𝑖𝑡 = 0.8. Moreover, we define the initial condition as a Gaussian function, ensuring the concentration
starts below the critical value:

𝑐(𝐗, 0) =
√

2𝜋 exp

[

−1
2

(𝐗 − 𝐗𝟎
0.15

)2
]

,

where 𝐗𝟎 = [0.5 0.5 0.5]⊤dm. We take 𝑔(𝐗, 0) = 0 as the initial condition for the atrophy field.Finally, we impose
homogeneous Dirichlet’s boundary conditions on Γ𝐮𝐷 = [0, 1]× [0, 1]×{𝑍 = 1} along with homogeneous Neumann’s
conditions on Γ𝐮𝑁 = 𝜕Ω ⧵ Γ𝐮𝐷, as shown in Figure 7.

We perform the simulations using discontinuous elements for the FK and the logistic equation as in Equation (16)
and continuous elements for the nonlinear elasticity equation. In particular, for this simulation, we fix the polynomial
degree of the discretization 𝑝𝑐 = 𝑝𝑔 = 𝑝𝐮 = 2. The domain is discretized by means of a structured tetrahedral mesh
of 48 000 cells (ℎ = 0.027 dm. The mesh is reported in Figure 7. Concerning the time discretization, we consider a
timestep Δ𝑡 = 10−3 years and a final time 𝑇 = 10 years.

The results are shown in Figure 8. As expected, we observe that over the years, the biological agent production
and diffusion cause the mass loss, initially concentrated in the middle of the cube. After 7 years, we can observe a
first macroscopic shrinking of the domain, whose boundaries start deforming. At the final time 𝑇 = 10 years, the
maximum theoretical value of the atrophy rate 𝑔 has been reached in almost all the domain, and the maximum of
the deformation is of the order of 20% of the cube edge length. The development of a numerical discretization of the
nonlinear elasticity equation with the DG method will be the object of future research. This method would require
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Figure 8: Test Case Section 8. Patterns of concentration 𝑐, atrophy rate 𝑔, and displacement 𝐮 at times 𝑡 = 0, 2, 7, 10 years.

a detailed derivation of the interface integrals, also associated with stabilization provided by the penalty terms, and
the corresponding tangent derivatives to implement the Newton iterations that guarantee convergence. In this context,
incremental load strategies could be beneficial [63]. However, it allows the extension to polyhedral meshes, which can
be used to reduce the computational costs of three-dimensional realistic simulations.
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A. Appendix A: FK equation in reference configuration
In the current configuration Ω the Fisher-Kolmogorov equation for the concentration of misfolded proteins reads:

𝜕𝑐
𝜕𝑡

= ∇ ⋅ (𝐃∇𝑐) + 𝛼𝑐(1 − 𝑐).

The integral of a function 𝑓 in the current configuration is equal to the integral of the same function multiplied for the
determinant of the deformation gradient in the reference configuration:

∫𝑡

𝑓𝑑𝐱 = ∫0

𝐽𝑓𝑑𝐗. (18)

Now we consider the partial derivatives:
𝜕
𝜕𝑥𝑖

= 𝜕
𝜕𝑋𝑗

𝜕𝑋𝑗

𝜕𝑥𝑖

We define (∇𝑋)𝑗 as 𝜕
𝜕𝑋𝑗

, while 𝜕𝑋𝑗
𝜕𝑥𝑖

is the 𝑖𝑗 component of the inverse of the deformation gradient 𝐅−𝑇 . Indeed, we
obtain that:

∇ = 𝐅−𝑇∇𝑋 . (19)
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Now we need to define the divergence operator (∇⋅ ) in the reference configuration. We consider the volume integral
over a portion  of the current configuration of the divergence of a function 𝐯 and we apply the divergence theorem:

∫𝑡

∇ ⋅ 𝐯 𝑑𝐱 = ∫𝜕𝑡

𝐯 ⋅ 𝐧 𝑑𝑠.

Now we apply the Nanson’s formula [1]:

∫𝜕𝑡

𝐯 ⋅ 𝐧 𝑑𝑠 = ∫𝜕0

𝐯 ⋅ (𝐽𝐅−𝑇𝐍) 𝑑𝑆,

then we apply the divergence theorem:

∫𝜕0

𝐯 ⋅ (𝐽𝐅−𝑇𝐍) 𝑑𝑆 = ∫𝜕0

(𝐽𝐅−1𝐯) ⋅ 𝐍 𝑑𝑆 = ∫0

∇𝑋 ⋅ (𝐽𝐅−1𝐯) 𝑑𝑆. (20)

From equations (19), (20) we recovered the expression of the divergence and gradient operators:
∇ ⋅ (𝐃∇𝑐) = ∇𝑋 ⋅ (𝐽𝐅−1𝐃𝐅−𝑇∇𝑋𝑐).

With this new expression and with equation (18), we can recover the formulation of the continuous problem in the
reference configuration:

𝐽 𝜕𝑐
𝜕𝑡

= ∇𝑋 ⋅ (𝐽𝐅−1𝐃𝐅−𝑇∇𝑋𝑐) + 𝛼𝐽𝑐(1 − 𝑐).

B. Appendix B: Derivation of the DG discrete formulation
In this section, we present a more detailed derivation of the DG discretization of our problem. Firstly, we recall that

we have defined a partition 𝒯ℎ of the domain Ω composed of triangular elements 𝐾 ∈ 𝒯ℎ. We also recall the definition
of the average and jump operator and of the discrete spaces 𝑊 𝐷𝐺

ℎ , 𝑄𝐷𝐺
ℎ and 𝐕𝐷𝐺

ℎ presented in Section (3). We start
by considering the FK problem presented in system (3). We multiply the first equation for a test function 𝑤ℎ ∈ 𝑊 𝐷𝐺

ℎand we integrate it over the partition 𝒯ℎ:
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽 𝜕𝑐
𝜕𝑡

𝑤ℎ𝑑𝐗 −
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝐅−1𝐃𝐅−𝑇Δ𝑐ℎ𝑤ℎ𝑑𝐗 −
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝛼𝑐ℎ𝑤ℎ𝑑𝐗 +
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝛼𝑐2ℎ𝑤ℎ𝑑𝐗 =

=
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝑓𝑤ℎ𝑑𝐗.
(21)

Now we apply the divergence theorem to the second term of equation (21):

−
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝐅−1𝐃𝐅−𝑇Δ𝑐ℎ𝑤ℎ𝑑𝐗 =
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ ⋅ ∇𝑤ℎ𝑑𝐗 −
∑

𝐾∈𝒯ℎ
∫𝜕𝐾

𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ ⋅ 𝐧𝑤ℎ𝑑𝑆.

Now, recalling the definition of the jump operator in Section (3), we observe that for two neighboring elements 𝐾1 and
𝐾2 the sum of their boundary integral over their common boundary 𝜕𝐾12 is:

∫𝜕𝐾12

𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ ⋅ 𝐧12𝑤ℎ𝑑𝑆 + ∫𝜕𝐾12

𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ ⋅ 𝐧21𝑤ℎ𝑑𝑆 = ∫𝜕𝐾12

[[𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ𝑤ℎ]]𝑑𝑆, (22)

with 𝐧12 and 𝐧21, such that 𝐧12 = −𝐧21, the outer normals to the elements 𝐾1 and 𝐾2 respectively. From some
computations we can derive the following equality [54]:

[[𝑐𝑤]] = [[𝑐]]{{𝑤}} + {{𝑐}}[[𝑤]]. (23)
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Applying (23) to (22), we obtain:

∫𝜕𝐾12

[[𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ𝑤ℎ]]𝑑𝑆 = ∫𝜕𝐾12

[[𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ]]{{𝑤ℎ}}𝑑𝑆 + ∫𝜕𝐾12

{{𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ}}[[𝑤ℎ]]𝑑𝑆.

We observe that for a solution 𝑐 ∈ 𝐶1(Ω) the first integral is equal to 0. Equation (21) then becomes:
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽 𝜕𝑐
𝜕𝑡

𝑤ℎ𝑑𝐗 +
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ ⋅ ∇𝑤ℎ𝑑𝐗 −
∑

𝐹∈ℱ 𝐼
ℎ

∫𝜕𝐹
{{𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ}}[[𝑤ℎ]]𝑑𝑆

−
∑

𝐹∈ℱ 𝐵
ℎ

∫𝐹
𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ ⋅ 𝐧𝑤ℎ𝑑𝑆 −

∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝛼𝑐ℎ𝑤ℎ𝑑𝐗 +
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝛼𝑐2ℎ𝑤ℎ𝑑𝐗 =
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝑓𝑤ℎ𝑑𝐗

Since we have homogeneous Neumann boundary conditions the integral over the boundary faces is null. The discrete
problem now reads: Find 𝑐ℎ ∈ 𝑊 𝐷𝐺

ℎ such that:
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽 𝜕𝑐
𝜕𝑡

𝑤ℎ𝑑𝐗 +
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ ⋅ ∇𝑤ℎ𝑑𝐗 −
∑

𝐹∈ℱ 𝐼
ℎ

∫𝜕𝐹
{{𝐽𝐅−1𝐃𝐅−𝑇∇𝑐ℎ}}[[𝑤ℎ]]𝑑𝑆

−
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝛼𝑐ℎ𝑤ℎ𝑑𝐗 +
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝛼𝑐2ℎ𝑤ℎ𝑑𝐗 =
∑

𝐾∈𝒯ℎ
∫𝐾

𝐽𝑓𝑤ℎ𝑑𝐗 ∀𝑤ℎ ∈ 𝑊 𝐷𝐺
ℎ

Additionally, to ensure symmetry the problem we subtract the term:
∑

𝐹∈ℱ 𝐼
ℎ

∫𝐹
[[𝑐ℎ]]{{𝐽𝐅−1𝐃𝐅−𝑇∇𝑤ℎ}}𝑑𝑆.

This formulation is then called Symmetric Interior Penalty (SIP) [65]. Moreover, we add a stabilization term:
∑

𝐹∈ℱ 𝐼
ℎ

𝜂[[𝑐ℎ]] ⋅ [[𝑤ℎ]]𝑑𝑆,

where 𝜂 is a penalty, defined as in the first definition of (15), term suitably chosen. In a very similar way, it is also
possible to recover the DG discretization for the logistic equation and for the elasticity equation.

C. Appendix C: Dependence of atrophy function on the parameter 𝛽
To show the role of 𝑔 = 𝑔(𝑡), we have also reported three different graphs of the function for different values of 𝛽,

see Figure (9). Please note that these behaviors are local both in space and time since the parameter 𝛽 strongly depends
on the concentration’s values, but here we consider 𝛽 to be constant to give an idea of what the behavior of the atrophy
𝑔 is.
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