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1 HOLOMORPHIC FUNCTIONS

WEEK 1

1 Holomorphic functions

1.1 Introduction:complex numbers, complex plane

We define the following structure

C := {z := (x, y) | x, y ∈ R}

and endowed C with the following operations

(x1, y1) + (x2, y2) := (x1 + x2, y1 + y2)

(x1, y1) · (x2, y2) := (x1x2 − y1y2, x1y2 + y1x2)

with neutral element (0, 0) for addition and (1, 0) for multiplication.

Lemma 1.1. The set (C,+, ·) satisfies the axioms of a field with multiplication inverse

z = (x, y) 6= (0, 0), z−1 =

(
x

x2 + y2
,
−y

x2 + y2

)
so that

z · z−1 = (1, 0).

We will use the following short-cut

1 := (1, 0), i := (0, 1), 0 := (0, 0)

so that we can write any complex number in the form

z = 1 · x+ iy, x, y ∈ R.

Note that i2 = (0, 1) · (0, 1) = (−1, 0) = −(1, 0) = −1.

We also define the real part and imaginary part of a complex number z = x+ iy as follows

Re(z) := x, Im(z) = y,

and the operation of complex conjugation

− :C→ C
z → z̄ := x− iy.

Then we have the following elementary properties

Re(z) =
z + z̄

2
, Im(z) :=

z − z̄
2i

z · w = z̄ · w̄
z ± w = z̄ ± w̄
z̄ = z.
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1.1 Introduction:complex numbers, complex plane 1 HOLOMORPHIC FUNCTIONS

Another important map is the modulus

| | : C→ R≥0,

defined as

|z| =
√
zz̄ =

√
x2 + y2, z = x+ iy

with the properties for any z, w ∈ C

|z| ≥ 0, and |z| = 0 if and only if z = 0

|z w| = |z| |w|
|z + w| ≤ |z|+ |w| .

The distance between two complex number z1 = x1 + iy1, z2 = x2 + iy2 is then given by

d(z1, z2) = |z1 − z2| =
√
x1 − x2)2 + (y1 − y2)2.

Polar coordinates. A nonzero complex number z ∈ C can be represented by the standard
rectangular coordinates z = x+ iy or polar coordinates r > 0 and φ ∈ [0, 2π) by

z = x+ iy =
√
x2 + y2

(
x√

x2 + y2
+

iy√
x2 + y2

)
= r(cosφ+ i sinφ),

r = |z| cosφ =
Re(z)

|z|
, sinφ =

Im(z)

|z|
.

The angle φ is denoted as the argument of the complex number, namely arg(z) = φ(mod2π).

Exercise 1.2 (Euler’s formula). For z = x+ iy show that

ex+iy = ex(cos y + i sin y).

From Euler’s formula, it follows that any complex number z = x + iy can be written in
the form

z = x+ iy = |z|(cosφ+ i sinφ) = |z|eiφ, φ = argz.

Exercise 1.3. Show that a linear map A : R2 → R2 that is a rotation of an angle φ with
respect to the origin and a dilatation by ρ can be represented in an orthonormal basis in R2

in the form

A = ρ

(
cosφ − sinφ
sinφ cosφ

)
.

Show that such transformation can be represented in the form z → λz for z ∈ C for a suitable
λ. Calculate λ.

Solution. A rotation in R2 by an angle φ is given by the matrix

(
cosφ − sinφ
sinφ cosφ

)
, and a

dilation by ρ is simply given by ρ

(
1 0
0 1

)
. Combining the two operations one gets the matrix

A.

Setting λ = ρ(cosφ+ i sinφ) then the map z → λz is equivalent to

(
x
y

)
→ A

(
x
y

)
.
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1.2 Sequences, series, and convergence 1 HOLOMORPHIC FUNCTIONS

Exercise 1.4. Show that

z1 z2 = |z1||z2| eiφ1+iφ2 , φk = argzk, k = 1, 2,

arg(z1 z2) = arg(z1) + arg(z2) mod 2π.

Solution.

zk = |zk|(cosφk + i sinφk) = |zk|eiφk ,

so that

z1z2 = |z1||z2|eiφ1eiφ2 = |z1||z2|(cosφ1 + i sinφ1)(cosφ2 + i sinφ2)

= |z1||z2|[cosφ1 cosφ2 − sinφ1 sinφ2 + i(cosφ1 sinφ2 + cosφ2 sinφ1)]

= |z1||z2|(cos(φ1 + φ2) + i sin(φ1 + φ2)) = |z1||z2|eiφ1+iφ2

so that arg(z1z2) = φ1 + φ2 = argz1 + argz2 mod 2π.

As a consequence of the above exercise we have that for n integer

zn = (|z|eiφ)n = |z|neinφ = |z|n(cos(nφ) + i sin(nφ)).

1.2 Sequences, series, and convergence

The space (C, | . |) is a metric space which can be identified with R2 with the euclidean
distance.

Definition 1.5. A sequence {zn}n∈N converges to a point w ∈ C if for ε > 0 there exist a
n0 ∈ N such that n > n0, implies |zn − w| < ε. The limit is denoted as

lim
n→∞

zn = w .

A sequence of complex numbers {zn}n∈Z>0 is called Cauchy sequence if for given ε > 0 there
exist a n0 ∈ N such that |zn − zm| < ε for all n,m > n0.

It is not hard to see that {zn}n∈N is a Cauchy sequence if and only if {Rezn}n∈N and
{Imzn}n∈N are Cauchy sequences. It follows that since R2 is a complete metric space so is
C.

Lemma 1.6. The space (C, | |) is a complete metric space, namely every Cauchy sequence of
complex numbers converges to a complex number.

As for real numbers the converge of series is defined according to the converge of partial
sum, namely the series

∞∑
n=0

zn

converges iff the sequence of partial sums sn =
n∑
j=0

zj converges.

We also recall the Cauchy rule from real analysis: the series of real numbers
∑∞

n=0 bn,
bn ≥ 0 converges if lim supn→∞ |bn|1/n < 1 and diverges to +∞ if lim supn→∞ |bn|1/n > 1
(lim supn→∞ |an|1/n = limn→∞ sup{|an|1/n, |an+1|1/n+1, . . . }). Thefore the series

∑∞
n=0 |zn|

converges if
lim sup
n→∞

|zn|1/n < 1.
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1.3 Differentiation and holomorphic functions 1 HOLOMORPHIC FUNCTIONS

Exercise 1.7. Show that if the series
∑∞

n=0 |zn| converges, then the series
∑∞

n=0 zn converges
as well and ∣∣∣∣∣

∞∑
n=0

zn

∣∣∣∣∣ ≤
∞∑
n=0

|zn|.

If
∑∞

n=0 |zn| converges we say that
∑∞

n=0 zn is absolutely convergent.

1.3 Differentiation and holomorphic functions

Definition 1.8. A subset G of C is called a domain if it is open and path connected.

Next we will study the properties of complex functions

f : G→ C.

We will use the notation

z = x+ iy, f(z) = u(x, y) + iv(x, y),

where u(x, y) and v(x, y) are functions from R2 to R. We can also write

Re(f) = u, Im(f) = v.

As for real functions we can introduce the concepts of limit and continuity.

Definition 1.9. The function f has a limit c at a point z0 ∈ G ,

lim
z→z0

f(z) = c, z, z0 ∈ G,

if
∀ε > 0 ∃δ > 0 s.t.|z − z0| < δ, then |f(z)− c| < ε.

Let us make an example of a function f that does not have a limit.

Example 1.10. Let

f(z) =

 2xy
x2+y2

=
2 y
x

1+(ux )
2 z 6= 0

0 z = 0

The function does not have a limit at z = 0. Indeed the approach to zero along the line
y
x2

= k for any fixed k will give the limit 2k
1+k2

.

Definition 1.11. The function f is continuous at a point z0 ∈ G if the limit of f at z0 exists
and

lim
z→z0

f(z) = f(z0)

If f is continuous at every point z ∈ G then f is continuous in G.

The concept of continuity of f is clearly the concept of continuity for any map in a metric
space. For example the function f = u+ iv is continuous in G if u and v are continuous in G.
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1.4 Basic properties of complex differentiation 1 HOLOMORPHIC FUNCTIONS

Definition 1.12. Let G be a domain in C and f : G → C a complex function on G. The
function f is (complex) differentiable at a point z0 ∈ G iff the limit

f ′(z0) = lim
h→0

f(z0 + h)− f(z0)

h
(h 6= 0, z0 + h ∈ G)

exists and is finite. The limit is also denoted as
d

dz
f(z)|z=z0 .

The above definition implies that the limit is independent from the direction in the complex
plane in which h goes to zero.

Example 1.13. The function f(z) = z2 is differentiable. Indeed

f(z + h)− f(z)

h
=

(z + h)2 − z2

h
=

2zh+ h2

h
= 2z + h

and

lim
h→0

f(z + h)− f(z)

h
= 2z

so that f(z) = z2 is differentiable at any point of z ∈ C and f ′(z) = 2z.

Example 1.14. The function f(z) = zz̄ is not differentiable for z 6= 0. Indeed

f(z + h)− f(z)

h
=

(z + h)(z + h)− zz̄
h

=
zh̄+ z̄h+ hh̄

h
= z

h̄

h
+ z̄ + h̄

and

lim
h→0

h̄

h

does not exist. Indeed we can write h = ρeiφ so that
h̄

h
= e−2iφ which clearly does not have

a limit for h→ 0 since we can choose φ in an arbitrary way. So the function f(z) = zz̄ is not
differentiable for any z 6= 0. For z = 0 we can see that

lim
h→0

f(0 + h)− f(0)

h
= lim

h→0
h̄ = 0.

This means that the function f(z) = zz̄ is complex differentiable only at z = 0.

1.4 Basic properties of complex differentiation

The concept of complex differentiability shares several properties with real differentiability:
it is linear and obeys the product rule, quotient rule, and chain rule. The exercises below
describe these basic properties.

Exercise 1.15. Let G ⊆ C be an open set and f : G→ C, g : G→ C complex functions on
G, z0 ∈ G, a ∈ C∗. Suppose that the functions f , g are differentiable at the point z0. Then
the following functions f + g, af , fg are differentiable at the point z0 and

(f+g)′(z0) = f ′(z0)+g′(z0), (af)′(z0) = af ′(z0), (fg)′(z0) = f ′(z0)g(z0)+g′(z0)f(z0).
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1.5 Cauchy-Riemann equations 1 HOLOMORPHIC FUNCTIONS

Exercise 1.16. Let G ⊆ C be an open set and f : G→ C, g : G→ C complex functions on
G, z0 ∈ G. Suppose that the functions f , g are differentiable at the point z0 and g′(z0) 6= 0.
Then f/g is differentiable at the point z0 and

(
f

g
)′(z0) =

f ′(z0)g(z0)− g′(z0)f(z0)

g2(z0)
.

Exercise 1.17. Prove that if f is differentiable at a point z0 ∈ G then f is continuous at z0.

Exercise 1.18. (Chain Rule) Let G ⊆ C, B ⊆ C be open sets. Suppose that f : G→ C is
differentiable at z0 ∈ G, f(G) ⊆ B and g : B → C is differentiable at f(z0) ∈ B. Prove that
then the composition g ◦ f : G→ C is differentiable at z and

(g(f))′(z0) = g′(f(z0))f ′(z0).

Next we introduce the definition of holomorphic function.

Definition 1.19. A function f : G→ C defined on a domain G is called holomorphic in G if
it has a complex derivative at all points of the domain G. A holomorphic function f : C→ C
is called entire.

1.5 Cauchy-Riemann equations

We start observing that the function f(z) = z̄ does not have a complex derivative in the
sense of definition 1.12. However it is a differentiable function as seen as a function from
R2 → R2. Indeed in this case (x, y) → (u = x, v = −y) which is clearly a differentiable map
from R2 → R2. Clearly complex differentiation requires extra conditions on the functions
u(x, y) and v(x, y).

Theorem 1.20. (Cauchy–Riemann Theorem 1) If the function f : G → C, f(z) =
u(x, y) + iv(x, y), z = x + iy, is complex differentiable in z0 ∈ G then the functions u(x, y)
and v(x, y) have partial derivatives at (x0, y0) ∈ G and satisfy the following Cauchy–Riemann
equations:

(1.1)

{
∂u
∂x(x0, y0) = ∂v

∂y (x0, y0),

∂u
∂y (x0, y0) = − ∂v

∂x(x0, y0).

In this case, the derivative of f at z can be represented by the formula

(1.2) f ′(z0) =
∂u

∂x
(x0, y0) + i

∂v

∂x
(x0, y0) = −i∂u

∂y
(x0, y0) +

∂v

∂y
(x0, y0).

Proof. Assume that the function f is differentiable at z0 = x0 + iy0. Then we can chose
h = t ∈ R

f ′(z0) = lim
t→0

f(z0 + t)− f(z0)

t

= lim
t→0

u(x0 + t, y0)− u(x0, y0) + i(v(x0 + t, y0)− v(x0, y0))

t
= ux(x0, y0) + ivx(x0, y0) .
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1.6 Another perspective on complex differentiation 1 HOLOMORPHIC FUNCTIONS

We can also chose h = it ∈ iR so that

f ′(z0) = lim
t→0

f(z0 + it)− f(z0)

it

= lim
t→0

u(x0, y0 + t)− u(x0, y0) + i(v(x0, y0)− v(x0, y0 + t))

it
= −iuy(x0, y0) + vy(x0, y0).

Comparing the above two expressions of f ′(z0) we obtain (1.1).

1.6 Another perspective on complex differentiation

We start by recalling the concept of Fréchet differentiation.

Definition 1.21. (Differentiability for normed vector spaces). Let V and W be two normed
vector spaces. Then g : V → W is Fréchet differentiable at x ∈ V iff there exists a bounded
linear map L : V →W such that

lim
h→0

||g(x+ h)− g(x)− Lh||W
||h||V

= 0.

This notion of differentiability is called Frechet differentiability and the linear map L is

the Jacobian J(g) of g, namely Ljk = J(g)jk =
∂gk
∂xj

.

Remark 1.22. Note that g having partial derivatives is actually not enough for it to be

Fréchet differentiable. A sufficient condition is that the partial derivatives
∂gk
∂xj

exist and are

continuous in an open neighborhood.

If we consider the holomorphic function f = u + iv as a real map F : R2 → R2,

(
x
y

)
→(

u(x, y)
v(x, y)

)
, then the Jacobian of F takes the form

JF =

(
ux uy
vx vy

)
.

The Cauchy-Riemann (CR) equations imply that

(1.3) JF =

(
ux −vx
vx ux

)
.

Recalling that the multiplication of complex numbers x+ iy → (a+ ib)(x+ iy) = (ax− by) +
i(bx+ ay) can be lifted to a matrix acting on a 2-dimensional vector(

x
y

)
→
(
a −b
b a

)(
x
y

)
see exercise 1.3, we see from the above expression of JF that the linear map L = JF of
definition 1.21 is a C-linear map, namely the Jacobian JF is a rotation of an angle arg(f ′(z))
followed by a dilatation of |f ′(z)|. We summarize this consideration in the following theorem
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1.6 Another perspective on complex differentiation 1 HOLOMORPHIC FUNCTIONS

Theorem 1.23. A function f : C → C is complex differentiable if the associated map F :
R2 → R2 is Fréchet differentiable with the further restriction that the linear map L = JF is
C-linear, namely of the form (1.3). Furthermore

det(JF )(z) = u2
x + v2

x = |f ′(z)|2.

Next we want to represent the Cauchy-Riemann equations in a different form. Let f :
G→ C be a a complex valued function and suppose that fx and fy exist in G. We introduce
the Wirtinger derivatives that are defined as the following linear partial differential operators
of first order:

(1.4)
∂

∂z̄
f :=

1

2

(
∂

∂x
f + i

∂

∂y
f

)
,

∂

∂z
f :=

1

2

(
∂

∂x
f − i ∂

∂y
f

)
.

Lemma 1.24. If the function f = u + iv is holomorphic in a domain G ⊂ C, the Cauchy-
Riemann equations can be written in the form

(1.5)
∂

∂z̄
f = 0.

Proof. Let us calculate

∂

∂z̄
f =

1

2

(
∂

∂x
+ i

∂

∂y

)
(u+ iv) =

1

2
(ux + iuy) +

i

2
(vx + ivy) =

1

2
(ux − vy) +

i

2
(vx + uy).

Then the Cauchy-Riemann equations are equivalent to
∂

∂z̄
f = 0.

Therefore for a holomorphic function f in a domain G, the Cauchy-Riemann equations
can be interpreted as the independence from z̄ of the function f .

Example 1.25. Consider the function

f(z) =

 |z|4

z2
for z ∈ C\{0},

0 for z = 0.

Determine where it is differentiable. The function f is continuous in C. The function f =
|z|4

z2
=
z2z̄2

z2
= z̄2 for z 6= 0. Hence applying Lemma 1.24 we have

∂

∂z̄
f = 2z̄ 6= 0, for z 6= 0

that shows that f is not differentiable for z 6= 0. To calculate the derivative at z = 0 we apply
the definition and calculate the limit

lim
h→0

f(0 + h)− f(0)

h
= lim

h→0

h̄2

h
= 0

which implies that the function f is differentiable at z = 0.

The validity of the Cauchy Riemann equations in a point does not guarantee differentia-
bility in that point as the following example shows
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1.6 Another perspective on complex differentiation 1 HOLOMORPHIC FUNCTIONS

Example 1.26. Consider f : C→ C defined by

f(z) =

{
0, xy = 0,

1 + i, xy 6= 0.

Then u = Re(f) = H, v = Im(f) = H where

H(x, y) =

{
0, xy = 0,
1, xy 6= 0.

In this case the function f(z) is not complex nor real differentiable in (0, 0) since it is not
continuous in a neighbourhood of (0, 0). However the partial derivatives in (0, 0) do exist,
indeed

∂u

∂x
(0, 0) = lim

∆x→0

u(0 + ∆x, 0)− u(0, 0)

∆x
= lim

∆x→0

0− 0

∆x
= 0,

∂u

∂y
(0, 0) = lim

∆y→0

u(0, 0 + ∆y)− u(0, 0)

∆y
= lim

∆y→0

0− 0

∆y
= 0,

and the same relations hold for vx(0, 0) = 0, vy(0, 0) = 0. Therefore the Cauchy Riemann
equations are satisfied at z = 0, but the function is not continuous or differentiable at z = 0.

In the following we are going to give conditions for a functions f to be complex differen-
tiable.

Definition 1.27. The function f : G → C is a C1-complex valued function with f = u + iv
if u and v have continuous partial derivatives in G or equivalently if u and v are Fréchet
differentiable in G.

Definition 1.28. Let w(z) be a complex function in a neighbourhood of the point z = 0.
The function w(z) = o(z), if

lim
z→0

w(z)

z
= 0.

The function w(z) = O(z) if

lim
z→0

w(z)

z
= c, c 6= 0.

The following theorem shows that first partial derivatives give a linear approximation of
a C1 complex function in a neighbourhood of a point.

Theorem 1.29. If the function f : G → C, f(z) = u(x, y) + iv(x, y), z = x + iy, is a
C1-complex valued function in G then for any z0, z ∈ G with z in a neighbourhood of z0 we
have

(1.6) f(z)− f(z0) = (z − z0)fz(z0) + (z − z0)fz̄(z0) + o(z − z0).

Proof. Let us define u0 = u(x0, y0) and v0 = v(x0, y0), ∆u = u(x, y)− u(x0, y0), ∆z = z− z0,
∆x = x− x0, ∆y = y − y0. By the hypothesis of existence of partial derivatives we define

ε1(z, z0) :=
∆u− ux(z0)∆x− uy(z0)∆y

∆z
(1.7)

The goal is to show that limz→z0 ε1(z, z0) = 0. We observe that

∆u = u(x, y)− u(x, y0) + u(x, y0)− u(x0, y0)
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and by the continuity of first partial derivatives and the real mean value theorem there are
real numbers a and b (depending on z and z0) such that

∆u = uy(x, b)∆y + ux(a, y0)∆x

and therefore

ε1(z, z0) =
(ux(a, y0)− ux(x0, y0))∆x+ (uy(x, b)− uy(x0, y0))∆y

∆z

Evaluating the modulus we obtain

|ε1(z, z0)| ≤ |ux(a, y0)− ux(x0, y0)|+ |uy(x, b)− uy(x0, y0)|

which show, by continuity of the first partial derivative that that limz→z0 ε1(z, z0) = 0. We
conclude that

u(x, y)− u(x0, y0) = (x− x0)ux(x0, y0) + (y − y0)uy(x0, y0) + (z − z0)ε1(z, z0).

In a similar way we can obtain

v(x, y)− v(x0, y0) = (x− x0)vx(x0, y0) + (y − y0)vy(x0, y0) + (z − z0)ε2(z, z0)

where limz→z0 ε2(z, z0) = 0. Summing up the first equation with the second one multiplied
by i we obtain

f(z)− f(z0) = ∆u+ i∆v = ∆xfx(z0) + ∆yfy(z0) + (z − z0)(ε1(z, z0) + iε2(z, z0))

=
∆z + ∆z̄

2
fx(z0) +

∆z −∆z̄

2i
fy(z0) + (z − z0)ε(z, z0)

= ∆zfz(z0) + ∆z̄fz̄(z0) + (z − z0)ε(z, z0)

where ε = ε1 + iε2 and in the last identity we use (1.4). It then follows that (z− z0)ε(z, z0) =
o(z − z0) and we have the statement.

The above lemma expresses the linear approximation of the complex C1 function f in a
neighborhood of z0. Note that however the limit of the quantity

f(z)− f(z0)

z − z0
= fz(z0) +

(z − z0)

z − z0
fz̄(z0) +

o(z − z0)

z − z0

as z → z0 does not exist because (z−z0)
z−z0 does not have a limit.

Theorem 1.30. (Cauchy–Riemann Theorem 2) If the function f : G → C, f(z) =
u(x, y) + iv(x, y), z = x + iy, is a C1-complex valued function in a neighbourhood of a point
z0 ∈ G and the functions u(x, y) and v(x, y) satisfy the Cauchy–Riemann equations (1.1) at
z0 = x0 + iy0, then f is complex differentiable at z0.

Proof. To prove the statement we use Theorem 1.29 and the assumption that u and v satisfies
CR equations so that by lemma 1.24 fz̄(z0) = 0. Then using (1.6) we have

(1.8) f(z)− f(z0) = (z − z0)fz(z0) + (z − z0)fz̄(z0) + o(z − z0) = (z − z0)fz(z0) + o(z − z0).
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Now we observe that

fz =
1

2

(
∂

∂x
− i ∂

∂y

)
(u+ iv)

=
1

2
(ux + ivx) +

1

2
(−iuy + vy)

(1.1)
= ux + ivx.

The quantity

lim
z→z0

f(z)− f(z0)

z − z0
= ux(x0, y0) + ivx(x0, y0) +

o(z − z0)

z − z0

has a limit as z → z0 and therefore

f ′(z0) = lim
z→z0

f(z)− f(z0)

z − z0
= ux(z0) + ivx(z0) = fz(z0).

Geometric interpretation of Cauchy Riemann equations. Let f = u + iv be an
holomorphic function in C and let us consider the level curve

u(x, y) = c0, v(x, y) = c1, c0, c1 ∈ C.

Then the vectors ~∇u = (ux, uy) and ~∇v = (vx, vy) are orthogonal to each level surface
respectively. Now let us consider their scalar product and apply Cauchy Riemann equation

(~∇u, ~∇v) = uxvx + uyvy = uxvx − vxux = 0 .

Namely ~∇u and ~∇v are orthogonal to each other. It follows that ~∇u is tangent to the level
surface v(x, y) = c1 and ~∇v is tangent to the level surface u(x, y) = c0, (see figure 1).

Figure 1: The function f(z) = z2, and the level set of u(x, y) = x2 − y2 and v(x, y) = xy.

Mathematician of this section:
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2 INTEGRATION OF COMPLEX FUNCTIONS

Week 2

2 Integration of complex functions

2.1 Paths and contours on the plane

Let [α, β] ⊂ R be a closed interval of real numbers and G ⊂ C an open set.

Definition 2.1. A path is a continuous map

γ : [α, β]→ G.

We call γ(α) the initial point, and γ(β) the final point of the path γ. We say that γ is

• closed if γ(α) = γ(β);

• simple if γ does not intersect itself (except at the end points in case of a close path);

• smooth if the derivative γ′(t) exists and it is continuous on [a, b]:

γ′(t) = lim
ε→0

γ(t+ ε) + γ(t)

ε
, γ′+(a) = lim

t→a+
γ′(t), γ′−(b) = lim

t→b−
γ′(t).

where γ′+(a) and γ′−(b) are respectively the right and left derivatives.

Example 2.2. (a) Let a, b ∈ C be points on the complex plane. Then

γ(t) = (1− t)a+ tb, t ∈ [0, 1]

is called the line segment from a to b. This is frequently denoted by [a, b]. Observe that the
path γ̃(t) = ta+ (1− t)b (t ∈ [0, 1]) is the same line segment having the ”opposite direction”
from b to a.
(b) Let a ∈ C and r > 0. The path

γ(t) = a+ reit, t ∈ [0, 2π]

is called the positively oriented circle of radius r centered at a. This is frequently denoted by
S+
r (a). Observe that, e.g., the path γ1(t) = a+ r(cos(2πt) + i sin(2πt)) (t ∈ [0, 1]) represents

the same ”geometrical” circle with the same ”positive orientation”.
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A path
γ : [α, β]→ C

is piecewise smooth, if there exists a partition of [α, β]

t0 = α ≤ t1 ≤ t2 ≤ · · · ≤ tn = β

so that γ is smooth on each interval [tk, tk+1]. Denoting by γk the k− th smooth path defined
on the interval [tk−1, tk] we can write

γ = γ1 + γ2 + · · ·+ γn.

Definition 2.3. A curve is a piecewise smooth and simple path and a contour is a piecewise
smooth and close path.

Example 2.4. Let γ1 and γ2 be given by

γ1(t) = t, t ∈ [−1, 1]

and
γ2(t) = eπi(t−1), t ∈ [1, 2].

Then the contour γ = γ1 + γ2 is the semicircle shown in the figure.

Definition 2.5. Let γ1 : [α1, β1] → G be a path. A path γ2 : [α2, β2] → G is called a
reparametrization of γ1 iff there is a continuously differentiable function φ : [α1, β1]→ [α2, β2]
with φ′(t) > 0, φ(α1) = α2, φ(β1) = β2, such that γ1 = γ2 ◦ φ.

Taking φ(t) = t−α
β−α , every path can be reparametrized to the path with parameter interval

in [0, 1].

Remark 2.6. The condition φ′(t) > 0 (hence φ is increasing) and φ(α1) = α2, φ(β1) = β2

means that γ2 has the same orientation, initial and final points as γ1.

2.2 Integration of complex functions

Integral over the real segment. Let F : [α, β] → C be a continuous function, F (t) =
u(t) + iv(t). Define the integral of F over the real segment [α, β] to be∫ β

α
F (t)dt :=

∫ β

α
u(t)dt+ i

∫ β

α
v(t)dt,
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where integrals of u and v are the usual (real) Riemann integrals. Such defined integral
respects the usual properties of the Riemann integral. Note however that the integral of F
over [α, β] is a complex number!

Now we are ready to define the integral of a complex function along a path.

Definition 2.7. Let G ⊂ C be an open set, f : G→ C a continuous function and γ : [α, β]→
G a smooth path. Define the integral of f along γ to be∫

γ
f =

∫ β

α
f(γ(t))γ′(t)dt,

This is also frequently written
∫
γ f(z)dz.

Example 2.8. Let γ = S+
r (a). Then∫
γ
(z − a)ndz =

{
2πi if n = −1,
0 if n ∈ Z, n 6= −1.

Proof. We may write γ(t) = a+ reit (t ∈ [0, 2π]). Then γ′(t) = ireit. We obtain∫
γ
(z − a)ndz =

∫ 2π

0
(a+ reit − a)nireitdt

=

∫ 2π

0

(
reit
)n
ireitdt = irn+1

∫ 2π

0
ei(n+1)tdt

=

 i
∫ 2π

0 dt = 2πi if n = −1,

irn+1 ei(n+1)t

i(n+1)

∣∣∣2π
0

= 0 if n ∈ Z, n 6= −1,

by taking into account the periodicity ez = ez+2πni (z ∈ C, n ∈ Z).

Exercise 2.9. Let us consider the function f(z) = z̄ and compute the integral∫
γ=S+

1 (0)
f(z)dz .

We have using γ(t) = eit for t ∈ [0, 2π] that∫
S+
1 (0)

f(z)dz =

∫ 2π

0
f(γ(t))γ′(t)dt

=

∫ 2π

0
eitieitdt ==

∫ 2π

0
e−itieitdt = i

∫ 2π

0
dt = 2πi .

Now let us define the integral along a curve. If γ = γ1 +γ2, then we just need to integrate
along γ1 and γ2 and then add the result. If the curve γ has the form

γ = γ1 + γ2 + · · ·+ γn

then the integral of f along r γ is∫
γ
f =

∫
γ1

f +

∫
γ2

f + · · ·+
∫
γn

f .
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2.2 Integration 2 INTEGRATION OF COMPLEX FUNCTIONS

Exercise 2.10. Let f(z) = z3 and calculate the integral along the contour γ = γ1 +γ2 where
γ1(t) = t with t ∈ [−1, 1] and γ2 = eit, t ∈ [0, π].∫

γ
f =

∫
γ1

f +

∫
γ2

f.

∫
γ1

f =

∫ 1

−1
t3dt =

t4

4

∣∣∣∣1
−1

= 0∫
γ2

f =

∫ π

0
(eit)3ieitdt = i

∫ π

0
e4itdt = i

e4it

4i

∣∣∣∣π
0

= 0

so that ∫
γ
f = 0 .

Now we define a very useful concept, the lenght of a path.

Definition 2.11. The length of a smooth path γ : [α, β]→ G is defined by

L(γ) =

∫ β

α
|γ′(t)|dt,

If γ(t) = x(t) + iy(t) we have that

|γ′(t)| =
√

(x′(t))2 + (y′(t))2.

We can interpret γ(t) as the position of the particle at time t along the path γ and |γ′(t)| as
the speed of the particle. Let z0 = γ(t0), t0 ∈ [α, β]. If γ′(t0) 6= 0 then the tangent line at z0

along γ is in the direction of γ′(t0).

For a curve γ = γ1 + γ2 + · · ·+ γn we have that

L(γ) = L(γ1) + L(γ2) + · · ·+ L(γn).

We will use the length of the smooth piecewise path γ to estimate the contour integral of f
along γ. First we need the following exercise

Exercise 2.12. Prove that if F : [α, β]→ C is continuous then

(2.1)

∣∣∣∣∫ β

α
F (t)dt

∣∣∣∣ ≤ ∫ β

α
|F (t)|dt.

Lemma 2.13. (Estimation Lemma) Let G ⊂ C be an open set, f : G → C a continuous
function and γ : [α, β]→ G a curve. If supγ |f | ≤M then∣∣∣∣∫

γ
f

∣∣∣∣ ≤ML(γ).

Proof. Assume for simplicity that γ is a smooth simple path. Then, by using (2.1),∣∣∣∣∫
γ
f

∣∣∣∣ =

∣∣∣∣∫ β

α
f(γ(t))γ′(t)dt

∣∣∣∣ ≤ ∫ β

α
|f(γ(t))||γ′(t)|dt ≤M

∫ β

α
|γ′(t)|dt = ML(γ).
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2.3 General properties of complex integrals

A very simple consequences of the definition of integral of a complex function f along a curve
γ: ∫

γ
f =

∫ b

a
f(γ(t))γ′(t)dt

is that the integral is linear∫
γ
(λf + µg) = λ

∫
γ
f + µ

∫
γ
g (λ, µ ∈ C);

For any path γ : [a, b]→ G we may define the reverse path −γ : [a, b]→ G by

−γ(t) = γ(a+ b− t).

This is merely γ traversed in the opposite direction.

Exercise 2.14. Prove that ∫
−γ
f = −

∫
γ
f.

The above exercise says that the value of the integral does depend on the orientation
of the curve. We are going to show that it does not depend on the particular choice of
parametrization.

Lemma 2.15. Let G ⊂ C be an open set, f : G→ C a continuous function and γ : [α, β]→ G
a smooth path. Let γ̃ : [α̃, β̃] → G be a reparametrization of γ, namely γ = γ̃ ◦ φ with
φ : [α, β]→ [α̃, β̃], φ(α) = α̃, φ(β) = β̃ and φ′ > 0. Then∫

γ
f =

∫
γ̃
f.

Proof. By definition, ∫
γ
f =

∫ β

α
f(γ(t))γ′(t)dt.

By the real Chain Rule applied separately to real and imaginary parts of γ we obtain

γ′(t) = (γ̃(φ(t)))′ = γ̃′(φ(t))φ′(t).

Set s = φ(t) be a new variable. Then∫ β

α
f(γ(t))γ′(t)dt =

∫ β

α
f(γ̃(φ(t)))

{
γ̃′(φ(t))φ′(t)

}
dt =

∫ β̃

α̃
f(γ̃(s))γ̃′(s)ds =

∫
γ̃
f .
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The changing of variables in a complex integral over a real segment is justified by applying
the usual rule to its real and imaginary parts.

Lemma 2.16. (Curve Chain Rule) Let G ⊂ C be an open set, F : G→ C a differentiable
function and γ : [α, β]→ G a smooth path. Then

(F (γ(t)))′ = F ′(γ(t))γ′(t).

Proof. Set F = u+ iv and γ = γ1 + iγ2. Applying the real Chain Rule to real and imaginary
parts of F (γ(t)) and using the Cauchy–Riemann equations we obtain

(F (γ(t)))′ = (u(γ1(t), γ2(t)) + iv(γ1(t), γ2(t)))′

=
∂u

∂x
(γ(t))γ′1(t) +

∂u

∂y
(γ(t))γ′2(t) + i

∂v

∂x
(γ(t))γ′1(t) + i

∂v

∂y
(γ(t))γ′2(t)

=

(
∂u

∂x
(γ(t))− i∂u

∂y
(γ(t))

)
(γ′1(t) + iγ′2(t)) = F ′(γ(t))γ′(t).

Theorem 2.17. (Fundamental Theorem) Let G ⊂ C be an open set, f : G → C a
continuous function and γ : [α, β] → G a smooth path with initial point a = γ(α) and final
point b = γ(β). Suppose there is a differentiable function F : G→ C such that

F ′(z) = f(z) in G.

Then ∫
γ
f = F (b)− F (a).

In particular, if γ is a contour (close curve) then
∫
γ f = 0.

Proof. By the Curve Chain Rule we obtain∫
γ
f =

∫ β

α
f(γ(t))γ′(t)dt =

∫ β

α
F ′(γ(t))γ′(t)dt =

∫ β

α
(F (γ(t)))′dt = F (b)− F (a),

which is required.

Application of the Fundamental Theorem can save a lot of effort in computations.

Example 2.18. Let γ : [α, β]→ C be a curve. Then∫
γ
(z − a)ndz =

(γ(β)− a)n+1

n+ 1
− (γ(α)− a)n+1

n+ 1
(n ∈ N ∪ 0),

since (z − a)n =
(

(z−a)n+1

n+1

)′
in C. In particular,∫
S+
r (a)

(z − a)ndz = 0 (n ∈ N ∪ 0).
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Antiderivatives. The Fundamental Theorem suggests the following definition.

Definition 2.19. Let D ⊆ C be a domain and f : D → C a continuous function. We say
that f has an antiderivative in D iff there is a differentiable function F : D → C such that

F ′(z) = f(z) in D.

Example 2.20. Let n ∈ N, n ≥ 2. The function F (z) = z−n is an antiderivative of the
function f(z) = −nz−n−1 in any annulus Ar,R(0) := {z ∈ C : r < |z| < R} (0 < r < R <
+∞).

Exercise 2.21. The function f(z) = z−1 has no antiderivatives in an annulus Ar,R(0) :=
{z ∈ C : r < |z| < R} (0 < r < R < +∞).

Proof. It follows by the Fundamental Theorem from the fact that
∫
S+
ρ (0) z

−1dz = 2πi 6= 0 for

any ρ ∈ (r,R) (see Example 2.8).

2.4 Converse to the Fundamental Theorem

Let G ⊆ C be an open set. We recall that G is path connected, namely it consists of one
piece, if, for every a, b ∈ G, there is a continuos path γ : [α, β] → G with γ(α) = a and
γ(β) = b. In this case G is called a domain.

Theorem 2.22. Let D ⊆ C be a domain and f : D → C a differentiable function. If f ′(z) = 0
on D then f is constant on D.

Proof. Let a, b ∈ D and γ : [α, β] → D be a smooth path with γ(α) = a and γ(β) = b. By
the Contour Chain Rule

(f(γ(t)))′ = f ′(γ(t))γ′(t) = 0,

since f ′(z) = 0. Thus writing f = u + iv we conclude that (u(γ(t)))′ = 0 and (v(γ(t)))′ = 0
for all t ∈ [α, β]. From Analysis, we know this implies that u(γ(t)) and v(γ(t)) are constant
functions of t. Comparing the values at t = a and t = b we conclude that f(a) = f(b).

Remark 2.23. Clearly connectedness is needed. If a set G ⊂ C consists of “two pieces” then
we could let f to be equal 1 on one “piece” and 0 on another. Thus f ′ vanishes on G but f
would not be constant on G.

Converse to the Fundamental Theorem. According to Fundamental Theorem, if a
function has an antiderivative, then the integral does not depend on the path of integration.
We are going to show the converse, namely if the integral of a function does not depend on
the path of integration then the function has an antiderivative. Firstly we will prove the
following statement.

Lemma 2.24. Let D ⊆ C be a domain, z ∈ D, f : D → C a continuous function. Then

lim
h→0

1

h

∫
[z,z+h]

f = lim
h→0

1

h

∫
[z,z+h]

f(w)dw = f(z).

Here [z, z + h] is the segment from the point z to the point z + h which is assumed to be
contained in D.
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Proof. We observe that ∫
[z,z+h]

dw = (z + h)− z = h

Since D is open there exists ε0 > 0 such that Bε0(z) ⊂ D. Hence for any h ∈ Bε0(0) the line
segment [z, z + h] lies in D. Therefore

1

h

∫
[z,z+h]

f(w)dw − f(z) =
1

h

∫
[z,z+h]

f(w)dw − f(z)

h

∫
[z,z+h]

dw

=
1

h

∫
[z,z+h]

(f(w)− f(z))dw.

Then by the Estimation Lemma and continuity of f we obtain

|
∫

[z,z+h]

f(w)− f(z)

h
dw| ≤ 1

|h|
L([z, z + h]) sup

w∈[z,z+h]
|f(w)− f(z)| =

= sup
w∈[z,z+h]

|f(w)− f(z)| → 0 as h→ 0.

The construction of an antiderivative is described in the following lemma.

Lemma 2.25. Let D ⊆ C be a domain, f : D → C a continuous function. Assume that for
any path γ : [α, β]→ G the integral

∫
γ f depends only on the initial and final points of γ. Fix

a point a ∈ D. Define a function Fa : D → C by

(2.2) Fa(z) :=

∫
γa,z

f,

where γa,z : [α, β]→ D is a smooth path with initial point a and final point z. Then

F ′a(z) = f(z) in D,

that is Fa is an antiderivative of f in D.

Remark 2.26. The integral in (2.2) correctly defines a (single–valued) function Fa(z) from
D to C because, according to the assumption,

∫
γa,z

f depends only on the initial and final

points of the smooth piecewise path γa,z.

Proof. Let z be a point in D. Since D is open there exists ε0 > 0 such that Bε0(z) ⊂ D.
Hence for any h ∈ Bε0(z) the line segment [z, z + h] lies in D. Then

Fa(z + h) :=

∫
γa,z

f +

∫
[z,z+h]

f.

Thus
Fa(z + h)− Fa(z)

h
=

1

h

∫
[z,z+h]

f.

Hence by Lemma 2.24 we conclude that
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F ′a(z) = lim
h→0

Fa(z + h)− Fa(z)
h

= lim
h→0

1

h

∫
[z,z+h]

f = f(z)

in D, as required.

The theorem below summarizes relations between the existence of antiderivatives and
independence of the integral on the path of integration.

Theorem 2.27. (Converse to the Fundamental Theorem) Let D ⊆ C be a domain
and f : D → C a continuous function.

The following statements are equivalent:

(a) f has an antiderivative in D;

(b) For any smooth piecewise path γ : [α, β] → D,
∫
γ f depends only on the initial and

final points of γ;

(c) For any closed contour γ : [α, β]→ D, then
∫
γ f = 0.

Proof. The implication (a)⇒ (c) is already proved in the Fundamental Theorem.

In order to prove the implication (c) ⇒ (b), let a, b ∈ D. Suppose γ1, γ2 : [α, β] → D are
two smooth piecewise paths from a to b. Then γ := γ1 − γ2 is a closed contour. Hence

0 =

∫
γ
f =

∫
γ1

−
∫
γ2

f.

So
∫
γ1
f =

∫
γ2
f , which is (b).

Finally, the implication (b)⇒ (a) has been proved in Lemma 2.25.

2.5 Complex exponential, logarithm and power

In this section we study the complex exponential, logarithm and power functions. The log-
arithm and power functions are multivalued functions. The logarithmic function is defined
as the inverse of the exponential function. We start the section with the properties of the
exponential function.

The complex exponential. Let z = x+ iy. The complex exponential is the function

ez = ex+iy = ex(cos y + i sin y).

This function is holomorphic in the whole complex plane. Indeed decomposing it in real and
imaginary parts we see that

u(x, y) = ex cos y, v(x, y) = ex sin y

are real differentiable functions in R2 and the Cauchy-Riemann equations (1.1) are satisfied:

ux = ex cos y = vy, uy = −ex sin y = −vx, (x, y) ∈ R2.
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The differential of ez is then , using (1.1) and (1.2)

(ez)′ = ez.

Recall also that

(2.3) ez1+z2 = ez1ez2 ,

that can be verified using the addition formulas of trigonometric functions. The modulus of
the exponential function is

|ez| = |ex+iy| = |exeiy| = |ex||eiy| = ex.

Finally we observe that the exponential is a periodic function with period 2πi. In fact

(2.4) ez+2πi = ez.

Therefore the complex exponential is not a one to one function in sharp contrast with the
real exponential. From the definition we have

ez1 = ez2 , if and only if z1 = z2 + 2πin, n ∈ Z.

We can divide the complex plane in horizontal strips of height 2π

Sn = {x+ iy ∈ C s.t. (2n− 1)π ≤ y < (2n+ 1)π}, n = 0,±1,±2, . . . .

in such a way that in each strip the exponential is one to one. In this case if z1 and z2 belong
to the same strip Sn, then ez1 = ez2 implies z1 = z2.

The complex logarithm. We define

log z = log |z|+ i arg z.

Clearly arg z is a multivalued function because it is defined modulo 2πin with n ∈ Z. Observe
that the exponential function is the inverse of the logarithmic function

elog(z) = elog |z|+iarg(z)+2πin = |z|eiarg(z)e2πin = z,

while

log(ez) = log |ez|+ iarg(ez) = log |ex|+ iarg(exeiy) = x+ iarg(eiy) = x+ iy+2πiZ = z+2πiZ.

Example 2.28. Let us find the value of log(1).

log(1) = log |1|+ iarg(1) = {z ∈ C : z = 2πin, n ∈ Z}.

In a similar way

log(−1) = log | − 1|+ iarg(−1) = 0 + iπ + 2πin n ∈ Z.

To make the logarithmic a single valued function we need to make the arg(z) a single
valued function. We introduce the following definition.
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Figure 2: The real (left) and imaginary part (right) of the logarithmic function plotted as a
multivalued function.

Definition 2.29. We define Arg(z) the principal value of the argument as

Arg(z) = θ ←→ z = |z|(cos θ + i sin θ), θ ∈ (−π, π].

To make the logarithm a single valued function we restrict arg(z) to its principal branch
Arg(z). We define the principal branch Log of the logarithmic function

(2.5) Log(z) := log |z|+ iArg z, −π < argz ≤ π.

Clearly Log(z) is a discontinuous function on the negative real axis. Indeed let z± = x± iε,
with x < 0. As ε→ 0 the points z± tend to the same point x on the negative real axis, from
the upper and lower complex plane, but the argument Arg(z±) is as in the figure.

The logarithm gives

lim
ε→0

Log(z+) = lim
ε→0

[log |x+ iε|+ iArg(x+ iε)] = log |x|+ iπ

lim
ε→0

Log(z−) = lim
ε→0

[log |x− iε|+ iArg(x− iε)] = log |x| − iπ.

Therefore this function is not continuous anywhere on the negative real axis or the origin.
The negative real axis is called a branch cut for the logarithm and the origin is called a branch
point.

Definition 2.30.

Instead of chosing Arg(z) ∈ (−π, π] we could actually chose

Argβ(z) ∈ (−β,−β + 2π], β ∈ [0, 2π].
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This is also a choice of the branch for the multivalued argument function and therefore also
for the logarithmic. Notice that

Arg = Argβ=π.

Then the line eiβ[0,∞) is a branch cut for the function Argβ and the corresponding logarith-
mic. The branch point z = 0 is the same for all the choices of branch cuts.

Exercise 2.31. Show that Log(z) is a differentiable function in C\(−∞, 0].

Solution. The logarithmic is clearly a continuous function in its domain of definition. It
can be represented in the form

Logz = log |z|+ iArg(z) = u(x, y) + iv(x, y)

where now u(x, y) = 1
2 log(x2 + y2) and v = arctg yx . Clearly u and v are C1 functions in

C\(−∞, 0] and

ux =
x

x2 + y2
, vy =

1
x

1 + y2

x2

so that ux = vy and similarly one obtains uy = −vx and the Cauchy-Riemann equations are
satisfied. Therefore Log(z) is a complex differentiable function in its domain of definition The
differential is

(Logz)′ = ux + ivx =
x

x2 + y2
− i

y
x2

1 + y2

x2

=
x− iy
x2 + y2

=
z

zz
=

1

z
.

Complex powers. With the logarithmic, we are able to define complex powers of complex
numbers. Let α be a nonzero complex number. For z 6= 0 we define the α-th power zα as

zα = eα log z = eα log |z|+iαarg(z).

The multivaluedness of the argument arg(z) means that generically there will be an infinite
number of values of zα and the value of each branch of the logarithm gives a branch of the
complex power. To make more manifest the multivaluedness we write

zα = eαLog(z)+2πiαn, n ∈ Z

where Log(z) has been defined in (2.5). Depending on the value of α there is one, finitely
many or infinitely many values of e2πiαn. In particular when α ∈ Z such definition of complex
power agrees with the usual integer powers of z because in this case e2πiαn = 1.

When α /∈ Z to make the complex power a single valued function we need to choose a
branch and we define the principal branch to be

zα = eαLog(z), −π < arg(z) ≤ π.

As for the logarithmic, the function zα for α not an integer is not continuos on the negative
real axis. Defining z± = x± iε, with x > 0, we have

lim
ε→0

zα+ = lim
ε→0

eαLog(z+) = |x|αeiπα
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Figure 3: The real part of the square root function plotted as a multivalued function. The
first sheet corresponds to the choice −π < arg(z) ≤ π.

and
lim
ε→0

zα− = lim
ε→0

eαLog(z−) = |x|αe−πiα.

In particular for α = 1/2 the values of the function
√
z on the two side of the branch cut

(−∞, 0] differ by a sign.

The power zα is holomorphic in the same domain where Log is holomorphic and by the
chain rule we have

d

dz
zα =

d

dz
eαLog(z) = eαLog(z)α

z
= zα

α

z
, z ∈ C\(−∞, 0].

Exercise 2.32. Calculate a branch cut of the function f(z) =
√
z(z − 1).

Complexity of functions. Let us recall the complexity of numbers: N ⊂ Z ⊂ Q ⊂ R. To
pass from the rational numbers Q to the real, one has to consider irrational numbers: these
are the transcendental numbers like π and the algebraic numbers that are roots of polynomial
equations with integer coefficients, like x2 − 2 = 0 that gives x = ±

√
2. Note that not

all algebraic numbers are irrational (for example the roots of x2 − 4 = 0 are not irrational
numbers). An analogous classification roughly holds for complex functions:

• polynomials pn(z) = anz
2 + an−1z

n−1 + · · ·+ a1z + a0, where aj ∈ C;

• rational functions f(z) =
pn(z)

qm(z)
, where pn and qm are polynomials;

• algebraic functions f(z) that are solutions of a polynomial equation in two variables
P (z, w) = 0 with complex coefficients. For example f(z) =

√
z is the solution of

w2− z = 0 that gives w = ±
√
z. Algebraic functions are usually multivalued functions.

• Transcendental functions are solutions to linear differential equations in the complex
domain. For example f(z) = ez is the solution of the equation f ′(z) = f(z). Note that
the inverse of a transcendental function is transcendental as the logarithmic, and the
sum of two transcendental functions like ez + e−z = 2 cosh(z) is also transcendental.

• New transcendental functions are solutions to nonlinear differential equations in the
complex domain.
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Week 3

3 Cauchy’s theorems

In this section we continue to study the integral of a complex differentiable function and in
particular the property of independence of the integral from the path of integration. We first
need to introduce the concept of homotopy.

3.1 Homotopy

Definition 3.1. Let D ⊆ C be a domain. Two closed paths γ0, γ1 : [α, β] → D are called
homotopic in D if there exists a continuous map H = H(t, s) : [α, β]× [0, 1]→ D such that

(a) H(t, 0) = γ0(t) and H(t, 1) = γ1(t) (t ∈ [α, β]);

(b) H(α, s) = H(β, s) (s ∈ [0, 1]).

We write γ0∼γ1 in D.

A similar definition holds when the curves are open.

Definition 3.2. Let D ⊆ C be a domain. Two paths γ0, γ1 : [α, β]→ D with

a = γ0(α) = γ1(α), b = γ0(β) = γ1(β)

are called homotopic with fixed end-points if there exists a continuous map H = H(t, s) :
[α, β]× [0, 1]→ D such that

(a) H(t, 0) = γ0(t) and H(t, 1) = γ1(t) (t ∈ [α, β]);

(b) H(α, s) = a, H(β, s) = b (s ∈ [0, 1]).

The idea of these definitions is that the path γ0 can be continuously deformed to γ1

without passing outside of the domain D. Or, in other words, as s changes from 0 to 1, we
have a family of paths that continuously (”without cutting”) change its shape from γ0 to γ1

without leaving D. Note that the paths can be self–intersecting!

Exercise 3.3. Prove that the homotopy of two closed paths in a domain D is an equivalence
relation.

Definition 3.4. A set G ⊂ C is called convex iff, for every a, b ∈ G, the line segment [a, b] is
contained in G. Clearly every open convex set is connected.

Definition 3.5. We say that a set D ⊆ C is a starshaped domain iff D is open and there
exists a point a ∈ D, called a star–center of D, such that for any z ∈ D one has that the
segment [a, z] ⊂ D.

Exercise 3.6. Let D ⊂ C be a convex domain. Then any two closed paths γ0, γ1 : [α, β]→ D
are homotopic in D.

Proof. Define the linear homotopy between γ0 and γ1 by

H(t, s) := (1− s)γ0(t) + sγ1(t).
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Since D is convex, H maps [α, β]× [0, 1] into D. Since γ0, γ1 : [α, β]→ D are continuous, so
is H. Clearly H(t, 0) = γ0(t), H(t, 1) = γ1(t) (t ∈ [α, β]) and H(α, s) = H(β, s) as s ∈ [0, 1].
Thus γ0 ∼ γ1 in D.

Exercise 3.7. Prove that:
(a) a starshaped domain is a domain (i.e. prove that any starshaped domain is connected);
(b) C is a starshaped domain;
(c) a convex domain is a starshaped domain (cf. Definition 3.4);
(d) C \ (−∞, 0] is a starshaped domain with a star–center 1;
(e) C \ {0} is not a starshaped domain.

Exercise 3.8. Let D ⊂ C be a domain. Let a, b ∈ C and r,R > 0 be such that:

(a) Br(a) ⊂ BR(b) (but not necessarily Br(a) ⊂ D);

(b) A := {z ∈ C : |z − b| ≤ R, |z − a| ≥ r} ⊂ D.

Prove that the positively oriented circles S+
R (b) and S+

r (a) are homotopic in D.

Hint. Consider the linear homotopy between S+
R (b) and S+

r (a).

Let D ⊆ C be a domain and a ∈ D a fixed point. Denote by γa : [α, β]→ D the constant
path

γa(t) := {a}.

Obviously γa is a closed smooth path in D with |γ′(t)| = 0.

Definition 3.9. We say that a closed path γ : [α, β] → D is homotopic to a point in D if
there is a point a ∈ D such that γ ∼ γa in D.

Definition 3.10. A domain D ⊆ C is called simply connected if every closed path γ : [α, β]→
D is homotopic to a point in D.

Intuitively simply connected means that the domain ”has no holes”. An equivalent defini-
tion of simply connected domain, is to request that any two curves with the same end points
are homotopic.

Exercise 3.11. Let D ⊆ C be a domain and γ : [α, β] → D a closed path. Let a ∈ D be a
given point. Assume that γ ∼ γa in D. Prove that γ ∼ γb in D for any other point b ∈ D.

Exercise 3.12. Prove that:
(a) a convex domain is simply connected;
(b) a starshaped domain is simply connected.

According to Theorem 2.27 a continuous function f has an antiderivative iff
∫
γ f = 0

for any closed contour γ. Cauchy’s Theorems put forward conditions under which
∫
γ f = 0

when there is no initial reason to have an antiderivative. Instead, differentiability of f will
be assumed.

We first recall Stoke theorem from real analysis.

Theorem 3.13. Stoke theorem. Let P (x, y) and Q(x, y) be continuously differentiable
functions in a connected domain G ⊂ R2. Let D ⊂ G be a simply connected domain with
the closure D ⊂ G compact and bounded and such that the boundary ∂D := D\D consists of
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piece-wise smooth paths. Let the orientation of ∂D be such that the domain D remains on
the left while moving along the oriented boundary. Then

(3.1)

∫
∂D

(P (x, y)dx+Q(x, y)dy) =

∫
D

(Qx − Py)dxdy.

Proof of Stokes theorem. We give a sketch of the proof by restricting to the case in which the
domain D is a rectangle. The general proof consists in showing that the domain D can be
approximated by a covering of rectangles and then by applying the cancellation of integrals
over common boundaries oppositely oriented. See Marsden, pp.99–113 for the full proof.

Figure 4: The rectangular domain D.

Let D be a rectangle like in the figure 4 with boundary ∂D = γ1 +γ2 +γ3 +γ4 and . Then∫
D

(Qx − Py)dxdy =

∫ y2

y1

(∫ x2

x1

Qx(x, y)dx

)
dy −

∫ x2

x1

dx

∫ y2

y1

Py(x, y)dy

=

∫ y2

y1

[Q(x2, y)−Q(x1, y)]dy −
∫ x2

x1

dx[P (x, y2)− P (x, y1)]

=

∫
γ2+γ4

Qdy +

∫
γ1+γ3

Pdx

=

∫
∑4
j=1 γj

(Pdx+Qdy) =

∫
∂D

(Pdx+Qdy)

where in the identity in the last line we use the fact that Pdx is constant along γ2 + γ4 and
Qdy is constant along γ1 + γ3. �

Now let us apply Stoke theorem to the complex differentiable function f = u+ iv in the
same setting as Stoke theorem.

Corollary 3.14. Let f : G → C be a complex function, f = u + iv and u, v continuous
differentiable functions, D ⊂ G a simply connected domain with piece-wise smooth oriented
boundary. Then

(3.2)

∫
∂D

fdz = 2i

∫
D

∂f

∂z
dxdy
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where we recall that
∂

∂z
:=

1

2

(
∂

∂x
+ i

∂

∂y

)
.

Proof. The above formula is a direct application of Stokes theorem:∫
∂D

fdz =

∫
∂D

(u+ iv)(dx+ idy) =

∫
∂D

(udx− vdy) + i

∫
∂D

(vdx+ udy)

(3.1)
= −

∫
D

(vx + uy)dxdy + i

∫
D

(ux − vy)dxdy

= i

∫
D

(
∂

∂x
+ i

∂

∂y

)
udxdy − i\

∫
D

(
∂

∂x
+ i

∂

∂y

)
vdxdy

= 2i

∫
D

1

2

(
∂

∂x
+ i

∂

∂y

)
(u+ iv)dxdy

= 2i

∫
D

∂f

∂z
dxdy.

We are now ready to prove a weak form of Cauchy theorem.

Theorem 3.15. (Cauchy Theorem) Let G ⊆ C be a simply connected domain and f :
G→ C a complex differentiable function. Let γ : [α, β]→ G be a (closed) contour. Then∫

γ
fdz = 0.

Proof. We prove a weak version of the theorem by assuming that f is continuously complex
differentiable. Then the proof is a simple application of Stokes theorem, in particular we use
the equation (3.2). For any closed path γ in G we define by Int(γ) ⊂ G the domain whose
boundary is γ. Then by applying (3.2) we obtain∫

γ
f(z)dz = −

∫
Int(γ)

fz̄dxdy = 0

where in the last identity we use the Cauchy Riemann equations (1.1) written in the compact
form fz̄ = 0.

Remark 3.16. The Cauchy theorem under the assumption that f is continuously differen-
tiable was proved by Cauchy himself, while it was proved by Goursat assuming only differen-
tiability of f .

Exercise 3.17. Prove that
∫
S1(0) e

z2dz = 0.

An important consequence of Stokes theorem is the invariance of the integrals under
homotopic change of the contour.

Theorem 3.18. (Deformation Theorem ) Let G ⊆ C be a domain and f : G → C a C1

complex differentiable function. Let γ0, γ1 : [α, β] → G be two homotopic closed contours in
G or two homotopic curves in G such that γ0(α) = γ1(α) = a and γ0(β) = γ1(β) = b. Then

(3.3)

∫
γ0

f(z)dz =

∫
γ1

f(z)dz.

28 December 29, 2024



3.2 Cauchy Integral Formula 3 CAUCHY’S THEOREMS

Proof. We consider the case in which γ0 and γ1 are curves (open piece-wise smooth paths).
The case in which γ0 and γ1 are contours is left as an exercise (not easy). Let us assume that
γ0 and γ1 do not intersect except at the end points. Since the curves γ0 and γ1 are homotopic
there is a continuous map H : [α, β]× [0, 1]→ G that maps γ0 into γ1. Let D be the image of
the rectangle [α, β]× [0, 1] through H. The domain D ⊂ G is compact since H is continuous
and [α, β] × [0, 1] is compact and the boundary of D is γ0 − γ1, (see figure 5). We conclude
that D does not have holes and it is simply connected.

Figure 5: The contours γ0 and γ1 and the domain D.

Then by Stokes theorem and Cauchy theorem∫
γ0

f(z)dz −
∫
γ1

f(z)dz =

∫
γ0−γ1

f(z)dz =

∫
∂D

f(z)dz
Cauchy Th

=

∫
D
fz̄dxdy = 0,

because when f is holomorphic in G, then fz̄ by Cauchy Riemann equations (1.1).

Exercise 3.19. Let γ : [α, β] → C be a close smooth contour encircling the point z = 0.
Show that ∫

γ

dz

z
= 2πi.

Exercise 3.20. Prove that C \ {0} is not simply connected.

Remark 3.21. When we consider a complex holomorphic function f : D → C and D simply
connected, by Cauchy Theorem 3.15 ∫

γ
f(z)dz = 0

for any closed contour γ in D. By the converse of the Fundamental theorem 2.27, it also
follows that f has an antiderivative F in D. To arrive to this conclusion it is essential that
D is simply connected.

3.2 Cauchy Integral Formula

The Cauchy Integral Formula shows that the values of a differentiable function on a disc is
determined completely by its values on the boundary circle of the disc
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Theorem 3.22. (Cauchy Integral Formula) Let D ⊆ C be a domain and f : D → C
complex differentiable function. Let B̄R(a) ⊂ D. Then for any z ∈ BR(a) one has

(3.4) f(z) =
1

2πi

∫
S+
R (a)

f(w)

w − z
dw.

Proof. Observe that the function

g(w) :=
f(w)

w − z
is differentiable in D \ {z}. Choose 0 < ε < R − |z − a|. By the Deformation Theorem and
Exercise 3.8 ∫

S+
ε (z)

g =

∫
S+
R (a)

g ⇔
∫
S+
ε (z)

f(w)

w − z
dw =

∫
S+
R (a)

f(w)

w − z
dw.

By Example 2.8 we know that∫
S+
ε (z)

f(w)− f(z)

w − z
dw =

∫
S+
R (a)

f(w)

w − z
dw − 2πif(z).

By the Estimation Lemma we obtain

|
∫
S+
ε (z)

f(w)− f(z)

w − z
dw| ≤ L(S+

ε (z)) sup
w∈Sε(z)

|f(w)− f(z)|
|w − z|

= 2πε sup
w∈Sε(z)

|f(w)− f(z)|
ε

→ 0 as ε→ 0.

We conclude that

0 = lim
ε→0

∫
S+
ε (z)

f(w)− f(z)

w − z
dw =

∫
S+
R (a)

f(w)

w − z
dw − 2πif(z).

which gives the statement of the theorem.

Remark 3.23. Observe that if z ∈ D \ B̄R(a) then

1

2πi

∫
S+
R (a)

f(w)

w − z
dw = 0.

This follows from the Cauchy Theorem because f(w)
w−z is differentiable in BR+ε(a), for suffi-

ciently small ε > 0.
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What can be said If the function f is not holomorphic? The answer is the following
generalized Cauchy integral formula

Theorem 3.24. (Cauchy-Pompeiu integral formula). Let D ⊂ G ⊂ C be domains
and D simply connected and bounded by a simple close curve, f : G→ C and f = u+ iv with
u, v continuous differentiable functions in G. Then we have the generalized Cauchy formula
for z ∈ D

(3.5) f(z) =
1

2πi

∫
∂D

f(ζ)

ζ − z
dζ − 1

π

∫∫
D

∂f

∂ζ

ζ − z
dA(ζ)

where dA(ζ) is the area measure in the coordinate ζ.

Proof. For ε > 0 we consider a small disk around Bε(z) ⊂ D and the region Dε = D\Bε(z)
with boundary ∂D ∪ S−ε (z). By Stoke theorem formula (3.2) we consider the integral in the
region Dε. This is possible because even if Dε is not simply connected we can split it in two
simply connected regions. Then we have

∫
∂D

f(ζ)

ζ − z
dζ −

∫
S+
ε (z)

f(ζ)

ζ − z
= 2i

∫∫
Dε

∂f

∂ζ

ζ − z
dA(ζ)

For the integral along S+
ε (z) we make the change ζ − z = εeiθ∫

S+
ε (z)

f(ζ)

ζ − z
=

∫ 2π

0

f(z + εeiθ)

εeiθ
iεeiθdθ = i

∫ 2π

0
f(z + εeiθ)eiθdθ → 2πif(z)

and ε → 0 by the continuity of f . Regarding the area integral, we verify that the integral
over the disk Bε(z) goes to zero:∣∣∣∣∣∣

∫∫
Bε(z)

∂f

∂ζ

ζ − z
dA(ζ)

∣∣∣∣∣∣ =

∣∣∣∣∣∣
∫ ε

0

∫ 2π

0

∂f

∂ζ

reiθ
ireiθdrdθ

∣∣∣∣∣∣ ≤ 2πMε

where we use the continuity of
∂f

∂ζ
in a bounded region, that implies there exist M > 0 such

that ∣∣∣∣∂f∂ζ
∣∣∣∣ < M, ∀ζ ∈ D.
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So we have obtained ∫
∂D

f(w)

w − z
dw − 2πif(z) = 2i

∫∫
D

∂f

∂ζ

ζ − z
dA(ζ).

which is equivalent to the statement of the theorem.

Theorem 3.25. (Liouville Theorem) Let f : C→ C be a bounded differentiable function.
Then f is constant.

Proof. Since f is bounded there exists a constant M ∈ (0,+∞) such that |f(z)| ≤M for all
z ∈ C. Fix a, b ∈ C. Let R ∈ (0,+∞) such that R > |a|, |R > |b|. By the Cauchy Integral
Formula

f(a)− f(b) =
1

2πi

∫
S+
R (0)

f(w)

w − a
dw − 1

2πi

∫
S+
R (0)

f(w)

w − b
dw =

1

2πi

∫
S+
R (0)

f(w)(a− b)
(w − a)(w − b)

dw.

Hence by the Estimation Lemma

|f(a)− f(b)| ≤ 2πR

2π
sup

w∈SR(0)

|f(w)||a− b|
|w − a||w − b|

≤ RM |a− b|
(R− |a|)(R− |b|)

.

Therefore

|f(a)− f(b)| ≤ lim
R→+∞

RM |a− b|
(R− |a|)(R− |b|)

= 0⇒ f(a) = f(b).

The Cauchy Integral Formula might be extremely useful in computations.

Example 3.26. In order to evaluate the integral∫
S+
1 (0)

ew

w
dw

we may use (3.4) with f(w) := ew and z := 0 Clearly f is differentiable in C. Then∫
S+
1 (0)

ew

w
dw = 2πi e0 = 2πi.

Example 3.27. Evaluate ∫
γ

ew + w

w + 2
dw,

where (a) γ = S+
1 (0); (b) γ = S+

3 (0).

Solution. Note that the integrand ew+w
w+2 is differentiable in C \ {−2}.

(a) It is clear that S+
1 (0) is homotopic into a point in C \ {−2}. Thus by the Deformation

Theorem ∫
S+
1 (0)

ew + w

w + 2
dw = 0.

(b) We may use (3.4) with f(w) := ew + w and z := −2. Clearly f is differentiable in C and
we obtain ∫

S+
3 (0)

ew + w

w + 2
dw = 2πi(e−2 − 2).
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Example 3.28. Evaluate ∫
S+
1 (i)

dw

w2 + 1
.

Solution. Observe that
1

w2 + 1
=

1

(w − i)(w + i)
.

Set f(w) := 1
w+i and let z := i. Thus f is differentiable in C \ {−i}. Hence by the Cauchy

Integral Formula ∫
S+
1 (i)

dw

w2 + 1
=

∫
S+
1 (i)

f(w)

w − i
= 2πif(i) = π.

In the same way we compute that ∫
S+
1 (−i)

dw

w2 + 1
= −π.

Remark 3.29. Note that in Cauchy’s Integral Formula the function f , not the integrand
f(w)/(w − z), is holomorphic. If z ∈ BR(a) then the integrand is holomorphic only on
BR(a) \ {z}, so we can not use Cauchy’s Theorem to conclude that the integral is zero.

Mathematicians of this section:

• Baron Augustin-Louis Cauchy (21 August 1789 – 23 May 1857), French mathematician

• Joseph Liouville (24 March 1809 – 8 September 1882), French mathematician

• Sir George Gabriel Stokes (13 August 1819 – 1 February 1903) was an Irish physicist
and mathematician.

• Dimitrie D. Pompeiu (4 October 1873 – 8 October 1954) was a Romanian mathemati-
cian.
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Week 4

4 Taylor and Laurent series

4.1 Analytic functions

In this section we introduce analytic functions, namely complex functions defined by power
series. We will then show that such functions are infinitely many times differentiable.

4.1.1 Revision on convergence of series of complex and real numbers

Let us recall from Section 1 that the space (C, | . |) is a complete metric space. As for real
numbers the converge of series is defined according to the converge of partial sum, namely
the series

∞∑
n=0

zn

converges iff the sequence of partial sums sn =
n∑
j=0

zj converges, namely the limn→∞ sn = S is

finite. Alternatively being C a complete metric space the notion of convergence is equivalent
to {sn}n∈N being a Cauchy sequence, namely for all ε > 0 there is a n0 > 0 such that for all
n > m > n0

|sn − sm| = |
n∑

j=m

zj | < ε

The series
∑∞

n=0 zn is called absolutely convergent if
∞∑
n=0
|zn| converges. We also recall the

Cauchy-Hadamard formula from real analysis: the series of real numbers
∑∞

n=0 bn, bn ≥ 0
converges if

(4.1) lim sup
n→∞

b1/nn < 1,

and diverges to +∞ if lim supn→∞ b
1/n
n > 1 and it is undefined if lim supn→∞ b

1/n
n = 1.

(Remember that lim supn→∞ b
1/n
n = limn→∞ sup{b1/nn , b

1/n+1
n+1 , . . . }).

Alternatively using the ration test if

lim sup
n→∞

bn+1

bn
< 1,

then the series converges and it diverges if lim supn→∞
bn+1

bn
> 1.

Therefore the series
∑∞

n=0 |zn| converges if

lim sup
n→∞

|zn|1/n < 1 or lim sup
n→∞

|zn+1|
|zn|

< 1.
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4.1.2 Series of complex holomorphic functions

We consider a series of holomorphic functions in a domain D

f1(z), f2(z), . . . , fn(z), . . . z ∈ D

and their partial sum

sn(z) =
n∑
j=0

fj(z).

We say that the series
∑∞

j=0 fn(z) converges point-wise to a function f(z), if the sequence of
partial sums {sn(z)}n∈N converges to a function f(z) with z ∈ D. This means that for each
z ∈ D and ∀ε > 0 there is a natural number n0 = n0(ε, z) such that for all n > n0(ε, z)

|sn(z)− f(z)| < ε.

The series converges uniformly inD if ∀ε > 0 there is a natural number n0 = n0(ε) independent
from z such that for all n > n0(ε)

|sn(z)− f(z)| < ε. ∀z ∈ D.

The series
∑∞

j=0 fn(z) is said to converge absolutely in D if

∞∑
j=0

|fn(z)|

converges for all z ∈ D.

Definition 4.1. Let D ⊆ C be a domain. A function f : D → C is said to be analytic at a
point z0 ∈ D iff for some ball Br(z0) ⊆ D there is a power series

∞∑
n=0

an(z − z0)n

that converges absolutely for all |z − z0| < r and

(4.2) f(z) =

∞∑
n=0

an(z − z0)n, z ∈ Br(z0).

A function f : D → C is said to be analytic in a domain D iff f is analytic at every point
z ∈ D.

Theorem 4.2. Consider the power series

(4.3)

∞∑
n=0

an(z − z0)n ,

where (an)n=+∞
n=0 is a sequence of complex numbers, and let 0 ≤ R ≤ +∞ be its radius of

convergence given by

(4.4)
1

R
= lim sup

n→∞
|an|1/n.
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Then the following properties are satisfied:

(a) if |z − z0| < R then the series (4.3) converges absolutely;

(b) if |z − z0| > R then the series (4.3) is absolutely divergent;

(c) if r ∈ (0, R) then the series (4.3) converges absolutely and uniformly on Br(z0).

Proof. We first prove (c). Fix r > 0 and let |z − z0| ≤ r < R. Then

|
∞∑
n=0

an(z − z0)n| ≤
∞∑
j=0

|aj |rj .

By the Cauchy-Hadamard rule (4.1) the series
∑∞

j=0 |aj |rj converges if

lim sup
j→∞

(|aj |rj)1/j =
r

R
< 1,

that is true because r < R. Let us now consider the partial sums sn(z) =
∑n

j=0 aj(z − z0)j .
For all ε > 0 there is a n0 > 0 such that for all n,m > n0, n > m, we have that

|sn(z)− sm(z)| ≤
n∑

j=m

|aj |rj < ε, ∀z ∈ Br(z0),

because
∑∞

j=0 |aj |rj is a convergent series and in particular a Cauchy sequence. Let fix
m > n0. Given z ∈ Br(z0) chose n > n0 sufficiently large (and possibly depending on z) so
that

|f(z)− sn(z)| <
∞∑
j=n

|aj |rj < ε .

Then for m > n0 (and now m independent from z)

|f(z)− sm(z)| ≤ |f(z)− sn(z)|+ |sm(z)− sn(z)| < 2ε,

which shows the uniform convergence
∑∞

j=0 aj(z − z0)j for every |z − z0| ≤ r < R.
Next we prove (b). The series clearly diverges absolutely for |z−z0| > R, let say |z−z0| = R+δ,
δ > 0, because the series

∞∑
j=0

|aj ||z − z0|j =
∞∑
j=0

|aj ||R+ δ|j

is divergent. We have thus proved (b) and (c). To prove (a) we observe that given z such
that |z − z0| < R, there is r > 0, (depending on z) such that |z − z0| < r < R and repeating
the argument in (a) we conclude that the series (4.3) is absolutely convergent.

Remark. Ratio Test. Alternatively, if the limit limn→+∞(|an+1|/|an|) exists, then the

radius of convergence satisfies the relation 1
R = limn→+∞

|an+1|
|an| .

Example 4.3. Let f(z) =
∑∞

n=0
zn

rn , r > 0. This is the geometric series that converges for
|z| < r.

Exercise 4.4. Find the radius of convergence of each of the following power series:

a)
∑∞

n=0
znn2

2n , b)
∑∞

n=1
272n(z−2)3n

n2 , c)
∑∞

n=1
(z−5)n

nn , d)
∑∞

n=1
zn

2

nn .
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Finally we state without proof the following result that will be used.

Theorem 4.5. Let
∑

n≥0 an(z − z0)n and
∑

j≥0 bj(z − z0)j be convergent power series in
Br(z0), r > 0. Then their sum and their product are a convergent power series in Br(z0). In
particular ∑

n≥0

an(z − z0)n
∑
j≥0

bj(z − z0)j
j+n=m

=
∑
m≥0

(z − z0)m
m∑
n=0

anbm−n.

From the above theorem it follows that if f(z) and g(z) are analytic functions in Br(z0)
their sum and product are also analytic functions Br(z0).

We introduced complex analytic functions defined by a power series. Now we show that
such functions have an infinite number of complex derivatives. Then we will show that any
complex differentiable function has also an infinite number of complex derivatives and it is
analytic.

Lemma 4.6. Suppose the power series
∑∞

n=0 anz
n has radius of convergence R > 0, then the

power series
∞∑
n=0

nanz
n−1

has the same radius of convergence. Let us define

f(z) =

∞∑
n=0

anz
n, g(z) =

∞∑
n=0

nanz
n−1,

Then

f ′(z) = lim
h→0

f(z + h)− f(z)

h
= g(z), ∀z ∈ BR(0) .

Proof. Let R′ be the radius of convergence of
∑∞

n=0 nanz
n−1, then

1

R′
= lim sup

n→∞
|nan|1/(n−1) = lim sup

n→∞
n

1
n−1

(
|an|

1
n

) n
n−1

=
1

R

because lim supn→∞ n
1

n−1 = 1. Next let us calculate the derivative of f(z). We have

f(z + h)− f(z) =

∞∑
n=0

an [(z + h)n − zn] =

∞∑
n=0

an

[
n∑
k=0

(
n

k

)
zn−khk − zn

]

= h

∞∑
n=0

an

[
nzn−1 +

n∑
k=2

(
n

k

)
zn−khk−1

]

so that

lim
h→0

f(z + h)− f(z)

h
= lim

h→0

∞∑
n=0

an

[
nzn−1 +

n∑
k=2

(
n

k

)
zn−khk−1

]
=

∞∑
n=0

nanz
n−1 = g(z).
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Next we generalize the above result to any number of derivative. Namely any analytic
function is infinitely many times differentiable.

Theorem 4.7. Suppose the power series
∑∞

n=0 an(z− z0)n has radius of convergence R > 0.
Then the function f : BR(z0)→ C defined by

f(z) :=
∞∑
n=0

an(z − z0)n

is infinitely many times differentiable in BR(z0) and for any k ∈ N the formula

(4.5) f (k)(z) :=
∞∑
n=k

{n(n− 1) . . . (n− k + 1)} an(z − z0)n−k z ∈ BR(z0)

holds. For instance f (n)(z0) = n!an.

Recall, that a (complex) polynomial of degree n is a function of the form

pn(z) = anz
n + an−1z

n−1 + · · ·+ a1z1 + a0,

where a1, . . . , an ∈ C and an 6= 0. Clearly every polynomial is analytic in C. Examples of
analytic functions are

1

1− z
=
∞∑
n=0

zn (|z| < 1), exp(z) =
∞∑
n=0

zn

n!
(|z| <∞),

sin(z) =
∞∑
n=0

(−1)nz2n+1

(2n+ 1)!
(|z| <∞), cos(z) =

∞∑
n=0

(−1)nz2n

(2n)!
(|z| <∞),

Now let us prove that the coefficients an of a power series expansion of an analytic function
are uniquely defined.

Theorem 4.8. Let r ∈ (0,+∞), z0 be a point in C, and (an)n=+∞
n=0 , (bn)n=+∞

n=0 be sequences
of complex numbers. Assume that

∞∑
n=0

an(z − z0)n =
∞∑
n=0

bn(z − z0)n z ∈ Br(z0)

(we suppouse that the series are convergent for any z ∈ Br(z0).

Then an = bn for all n ∈ N ∪ {0}.

Proof. Define f : Br(z0)→ C by

f(z) =
∞∑
n=0

an(z − z0)n =
∞∑
n=0

bn(z − z0)n (|z − z0| < r)

Then by theorem 4.7 f (n)(z0) = n!an, f
(n)(z0) = n!bn which implies an = bn.
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4.2 Taylor Series Theorem

Using the Cauchy Integral Formula we can now prove that every differentiable complex func-
tion is infinitely many times differentiable and analytic.

Theorem 4.9. (Taylor Series Theorem) Let D ⊆ C be a domain and f : D → C
differentiable function. Then f is analytic in D and for any ball BR(z0) ⊆ D the power series
expansion

(4.6) f(z0 + h) =
∞∑
n=0

f (n)(z0)

n!
hn (|h| < R)

is valid. Further, if r ∈ (0, R) then

(4.7) f (n)(z0) =
n!

2πi

∫
S+
r (z0)

f(w)

(w − z0)n+1
dw.

Remark 4.10. i) Power series expansion (4.6) is called the Taylor series expansion of f at
z0.
ii) By the Deformation Theorem the integral in the right hand side of (4.7) does not depend
on r ∈ (0, R).

Proof. Fix z0 ∈ D and a ball BR(z0) ⊆ D. Choose h such that z0 + h ∈ BR(z0) and r such
that |h| < r < R. By the Cauchy Integral Formula applied at the point z0 + h ∈ Br(z0) we
know that

f(z0 + h) =
1

2πi

∫
S+
r (z0)

f(w)

w − (z0 + h)
dw.

By the (complex) geometric sum formula

(4.8)
1

1− q
= 1 + q + q2 + · · ·+ qm +

qm+1

1− q

applied with q := h
w−z0 we obtain

1

w − (z0 + h)
=

1

w − z0

1

1− h
w−z0

=
1

w − z0

{
1 + h

w−z0 + h2

(w−z0)2
+ · · ·+ hm

(w−z0)m + hm+1

(w−z0)m(w−(z0+h))

}
.

Therefore

f(z0 + h) =
1

2πi

∫
S+
r (z0)

f(w)

w − (z0 + h)
dw

=
1

2πi

∫
S+
r (z0)

f(w)
{

1
w−z0 + h

(w−z0)2
+ · · ·+ hm

(w−z0)m+1 + hm+1

(w−z0)m+1(w−(z0+h))

}
dw

=

m∑
n=0

anh
n +Am,
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where

an =
1

2πi

∫
S+
r (z0)

f(w)

(w − z0)n+1
dw and Am =

1

2πi

∫
S+
r (z0)

f(w)hm+1

(w − z0)m+1(w − (z0 + h))
dw.

We are going to show that limm→∞Am = 0.

Indeed, f is differentiable in BR(z0) and hence continuous on Sr(z0). So f is bounded on
Sr(z0) (because Sr(z0) is compact). This means that there exists M > 0 such that

|f(w)| ≤M (w ∈ Sr(z0)).

Now |h| < r, |w−z0| = r and |w−(z0 +h)| ≥ ||w−z0|−|h|| = r−|h|. Then by the Estimation
Lemma

|Am| ≤
1

2π

M |h|m+1

rm+1(r − |h|)
L(Sr(z0))︸ ︷︷ ︸

2πr

=
Mh

r − |h|

(
|h|
r

)m
.

Since |h| < r we conclude that limm→∞Am = 0.

Therefore

lim
m→∞

(
f(z0 + h)−

m∑
n=0

anh
n

)
= 0.

This means that f is analytic at z0 with the power series expansion

f(z0 + h) =

∞∑
n=0

anh
n,

and this expansion is valid for all |h| < R. The coefficients an of the expansion are

an =
1

2πi

∫
S+
r (z0)

f(w)

(w − z0)n+1
dw

where r is such that |h| < r. However the restriction |h| < r is unnecessary by the Remark

4.10. To complete the proof we simply observe that an = f (n)(z0)
n! by Theorem 4.7.

Remark 4.11. The Taylor Series Theorem states, in particular, that every differentiable
complex function is infinitely many times differentiable and analytic. A corresponding notion
of analyticity can be similarly introduced for real functions. However, the following example
demonstrates that for real functions existence of all higher order derivatives does not imply

analyticity. Let f : R→ R be defined as f(x) = e−
1
x2 for x 6= 0 and f(x) = 0 for x = 0. Then

f is infinitely many times differentiable and in particular at x = 0

f (n)(0) = 0 (n ∈ N ∪ {0}).

However f 6≡ 0 in a neighbourhood of x = 0 and therefore f is not analytic at x = 0.

Example 4.12. The Taylor series of exp(z) about z0 = 0 is given by

exp(z) =

∞∑
n=0

1

n!
zn (z ∈ C).

Indeed the required expansion can be obtained by using (4.6) and exp(n)(0) = 1. Since
exp(z) is differentiable for every z ∈ C, the radius of convergence of the series is R = +∞.
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In practice, we determine the radius of convergence of the Taylor series of a differentiable
function as the radius of the largest ball contained in the domain of differentiability of the
function.

Example 4.13. Find the Taylor expansion of the function f(z) = 1
1+z2

about z0 = 3i.

Solution. One can obtain the required expansion by computing the derivatives f ′(n)(3i)
explicitly. However it might be more efficient to represent f as partial fractions

1

1 + z2
=

1

2i

(
1

z − i
− 1

z + i

)
.

Then we compute

f (n)(z) =
1

2i

(
(−1)nn!

(z − i)n+1
− (−1)nn!

(z + i)n+1

)
.

hence
1

1 + z2
=
∞∑
n=0

(−1)n

2i

(
1

(2i)n+1
− 1

(4i)n+1

)
(z − 3i)n.

Observe that 1 + z2 = 0 iff z = ±i. Thus the domain of differentiability of f is C \ {i,−i}.
Since B2(3i) ⊂ C \ {i,−i} is a ball centered at z0 = 3i contained in C \ {i,−i}, we conclude
that the series converges for |z − 3i| < 2.

4.3 Morera Theorem

The following theorem gives a ”converse” to Cauchy’s type theorems.

Theorem 4.14. (Morera Theorem) Let D ⊂ C be a domain and f : D → C continuous
function. Assume that for any closed contour γ : [α, β]→ D one has∫

γ
f(z)dz = 0.

Then f is differentiable in D.

Proof. We show that f has an anti-derivative and then by the Taylor series theorem the
antiderivative is analytic. Fix any point a ∈ D. Since D is connected then for any z in D
there is a contour γa,z joining a and z and the integral

Fa(z) =

∫
γa,z

f(z)dz

does not depend on the choice of the contour of integration. Therefore Fa(z) is well defined.
By the Converse to the Fundamental Theorem (Theorem 2.27), the function Fa(z) is an
antiderivative of f . Namely Fa(z) is complex differentiable in D. By the Taylor series theorem
it follows that Fa(z) is analytic and it has an infinite number of derivaties, therefore, f(z) is
also differentiable.

Remark 4.15. Not that the converse is not always true. For example let D = C\{0} and
f(z) = 1

z . Then f is differentiable in D but∫
S+
r (0)

dz

z
= 2πi ∀r > 0.
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4.4 Cauchy Estimates and the corollaries

The next lemma is an immediate consequence of the formula (4.7) but is stated separately in
view of its importance.

Lemma 4.16. (Cauchy Estimate) Let D ⊆ C be a domain and f : D → C analytic
function. Suppose that B̄R(z0) ⊂ D and

|f(z)| ≤M (z ∈ SR(z0)).

Then for any n ∈ N ∪ {0}

(4.9) |f (n)(z0)| ≤ n!M

Rn
.

Proof. From the Taylor Series Theorem we know that

f (n)(z0) =
n!

2πi

∫
S+
R (z0)

f(w)

(w − z0)n+1
dw.

Hence, by the Estimation Lemma,

|f (n)(z0)| ≤ n!

2π

M

Rn+1
L(S+

R (z0))︸ ︷︷ ︸
2πR

=
n!M

Rn
,

as required.

Definition 4.17. An entire function is a function which is defined and analytic on the whole
complex plane C.

Example 4.18. Clearly every polynomial is an entire function. Functions exp(z), sin(z),
cos(z) are entire. By the Taylor Series Theorem every entire function f has a power series
expansion

∑∞
n=0 anz

n with infinite radius of convergence, so entire functions can be viewed
as polynomials of ”infinite” degree.

As a simple corollary of the Liouville Theorem (see Theorem 3.25) we prove that every
polynomial has a root in the complex plane.

Theorem 4.19. (Fundamental Theorem of Algebra) Let pn be a polynomial of degree
n ≥ 1. Then there is a point z0 ∈ C such that pn(z0) = 0.

Proof. Suppose that pn(z) = anz
n + an−1z

n−1 + · · ·+ a0 6= 0 for all z ∈ C. Here aj ∈ C and
an 6= 0. Then

g(z) :=
1

pn(z)

is an entire function.

On the other hand, writing

pn(z) = anz
n

(
1 +

an−1

anz
+
an−2

anz2
+ · · ·+ a0

anzn

)
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with appropriate constants b1, . . . , bn, we see that2

lim
|z|→∞

|pn(z)| =∞.

Hence
lim
|z|→∞

|g(z)| = 0.

In particular, by definition of limit we have that ∀ ε > 0 there is a radius R > 0 such that
|g(z)| < ε for all |z| > R. But |g(z)| is continuous on BR(0) so there is a constant M > 0
such that |g(z)| < M if |z| ≤ R. Therefore g is a bounded entire function. By the Liouville
Theorem g must be constant. This is a contradiction.

Remark 4.20. The fundamental theorem of algebra was first proved by Gauss.

Solving differential equations. The concept of a function being analytic is very useful to
solve linear differential equations. In particular let us consider a second order linear differential
equations of the form

(4.10) f ′′(z) +A(z)f ′(z) +B(z)f(z) = 0, f(z0) = c0, f ′(z0) = c1

where the function A(z) and B(z) are analytic in a domain D ⊂ C and z0 ∈ D. The question
is: is there a solution of the above differential equation in a neighbourhood of z0? The answer
is yes and it is provided by the Cauchy-Kowaleskaya theorem.

Theorem 4.21. The initial value problem (4.10) with the functions A(z) and B(z) analytic
in D and z0 ∈ D has a unique analytic solution in a neighbourhood of z0.

We do not prove the theorem but infer how to obtain a solution of the equation in a power
series expansion with an example

Example 4.22. Find the solution of the differential equation

f ′′(z) + [a0 + a1(z − z0)]f ′(z) + [b0 + b1(z − z0)]f(z) = 0, f(z0) = c0, f ′(z0) = c1

We look for a solution in the form

f(z) =
∞∑
n=0

fn(z − z0)n

where f(z0) = f0 = c0 and f ′(z0) = f1 = c1. Plugging the series into the differential equation
we obtain
∞∑
n=0

n(n−1)fn(z−z0)n−2+[a0+a1(z−z0)]

∞∑
n=0

nfn(z−z0)n−1+[b0+b1(z−z0)]

∞∑
n=0

fn(z−z0)n = 0 .

Re-ordering the summation we obtain

∞∑
m=0

(m+ 2)(m+ 1)fm+2(z − z0)m + a0

∞∑
m=0

(m+ 1)fm+1(z − z0)m + a1

∞∑
m=0

mfm(z − z0)m

+ b0

∞∑
m=0

fm(z − z0)m + b1

∞∑
m=1

fm−1(z − z0)m = 0 .

2Prove this as an exercise.
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By the uniqueness of the Taylor series expansion, we conclude that we can settle equal to
zero the terms of the same power.

In particular for m = 0 we obtain

2f2 + a0f1 + b0 = 0

and for m ≥ 1

(4.11) fm+2 = − 1

(m+ 1)(m+ 2)
(a0(m+ 1)fm+1 + (ma1 + b0)fm + b1fm−1) .

By the Cauchy-Kowaleskaya theorem the solution f(z) =
∑∞

n=0 fn(z − z0)n is analytic in a

neighobourhood of z0. Let us assume 1
R = limm→∞

|fm+1|
|fm| < ∞. Then using the recursive

equation (4.11) for fm we obtain that

1

R3
= lim

m→∞

|fm+2||fm+1||fm|
|fm+1||fm||fm−1|

= lim
m→∞

|fm+2|
|fm−1|

≤ lim
m→∞

1

(m+ 1)(m+ 2)

(
|a0|(m+ 1)

|fm+1|
|fm−1|

+ |ma1 + b0|
|fm|
|fm−1|

+ |b1|
)

= 0 ,

that show that the series has radius of convergence R =∞.

Remark 4.23. By the Cauchy-Kowaleskay theorem the solution of the differential equation
(4.10) is analytic in a neighbourhood of z0. However in the above example we obtain that
the solution exists for all z ∈ C. This is the case because the coefficients A(z) and B(z) that
we chose are polynomials, and therefore analytic in the whole C.

4.5 Laurent Series

By a Laurent series we mean a series

(4.12)

∞∑
n=−∞

an(z − z0)n.

This is to be thought of as a compact notation for the sum of two series

∞∑
n=−∞

an(z − z0)n︸ ︷︷ ︸
Laurent series

:=

∞∑
n=0

an(z − z0)n︸ ︷︷ ︸
regular part

+

∞∑
n=1

a−n(z − z0)−n︸ ︷︷ ︸
singular part

.

Laurent series (absolutely) converges in a set A ⊂ C iff both regular and singular parts
(absolutely) converge at every z ∈ A. Note that the singular part of a Laurent series is not
defined at z = z0.

We know that the natural domain of convergence of a power series is a ball.

Consequently, the singular part of a Laurent series converges outside a ball.
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Theorem 4.24. Let (an)n=−1
n=−∞ be a sequence of complex numbers, z0 be a point in C. Then

there exist the number r ∈ [0,+∞) ∪ {+∞} such that the following properties are satisfied :

(a) if |z − z0| > r then the series
∑∞

n=1 a−n(z − z0)−n converges absolutely;

(b) if |z − z0| < r then the series
∑∞

n=1 a−n(z − z0)−n diverges;

(c) if ρ ∈ (r,+∞) then the
∑∞

n=1 a−n(z − z0)−n converges uniformly on Aρ,+∞(z0).

Moreover, r can be computed by the formula

r = lim sup
n→+∞

|a−n|1/n.

The prove of the theorem follows from Theorem 4.2 by setting w := 1
z−z0 and consider

the power series
∑∞

n=1 anw
n.

We define the open anulus

Ar,R(z0) = {z ∈ C : r < |z − z0| < R}, 0 ≤ r < R ≤ +∞, z0 ∈ C.

Theorem 4.25. Let (an)n=+∞
n=−∞ be a sequence of complex numbers, z0 be a point in C. Define

r,R ∈ [0,+∞] by

(4.13) r = lim sup
n→∞

|a−n|
1
n , R−1 = lim sup

n→∞
|an|

1
n ,

where we agree that +∞−1 = 0, 0−1 = +∞. Consider the Laurent series

(4.14)
∞∑

n=−∞
an(z − z0)n.

Then the following conditions are satisfied:

a) the series (4.14) converges for all z such that r < |z − z0| < R,

b) the series (4.14) diverges for all z ∈ C \Ar,R(z0)

c) if r < ρ1 < ρ2 < R then (4.14) converges uniformly on Aρ1,ρ2(z0).

Hint. Apply the formula for the radius of convergence of power series separately to the regular
and singular parts of the Laurent series.

Definition 4.26. The function f(z) defined in Ar,R(z0) admits an expansion in a Laurent
series if there is a series of the form (4.14) that converges for every z ∈ Ar,R(z0) to the function
f(z)

As for Taylor series, Laurent series can be differentiated term by term, and therefore,
Laurent series define holomorphic functions.

Theorem 4.27. If the Laurent series of a function f(z) defined in Ar,R(z0) exists, then it is
uniquely defined.

Proof. Let f(z) =
∑∞

n=−∞ an(z − z0)n for z ∈ Ar,R(z0). The Laurent series converges uni-

formly for r < r′ < ρ < R′ < R. We consider the quantity f(z)
(z−z0)k+1 and integrate term by

term over a circle S+
ρ (z0)∫

S+
ρ (z0)

f(z)

(z − z0)k+1
dz =

∞∑
n=−∞

∫
S+
ρ (z0)

an(z − z0)n−k−1dz = 2πiak
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by Cauchy theorem. We obtain

(4.15) an =
1

2πi

∫
S+
ρ (z0)

f(w)

(w − z0)n+1
dw.

By the deformation theorem the result does not depend on the choice of ρ and therefore the
coefficients an are uniquely defined.

Formula (4.15) for the coefficients an is not very practical for computing the Laurent series
of a given function. Instead, tricks can be used to obtain an expansion of the required form.
Then the uniqueness of the expansion indicates that this is the desired one.

Example 4.28. Let f(z) = exp(z) + exp(1
z ). We have

exp(z) =
∞∑
n=0

1

n!
zn (|z| <∞); exp(

1

z
) =

∞∑
n=0

1

n!
z−n (|z| > 0).

Therefore f(z) has the Laurent series expansion in A0,∞(0) given by

f(z) =

∞∑
n=−∞

anz
n,

where an = 1
n! for n ≥ 0, a0 = 2 and an = 1

(−n)! for n ≤ −1.

Example 4.29. Let f(z) = 1
z + 1

1−z . Then, by using the geometric series 1
1−z =

∑∞
n=0 z

n

(0 < |z| < 1) we see that

(4.16) f(z) =
1

z
+
∞∑
n=0

zn (0 < |z| < 1)

is the Laurent expansion of f in A0,1(0). On the other hand, by using transformation w := 1
z

we obtain

f(w) = w + w

(
− 1

1− w

)
= w − w

∞∑
n=0

wn = −
∞∑
n=2

wn (|w| < 1).

Therefore

(4.17) f(z) = −
−2∑

n=−∞
zn (|z| > 1)

is the Laurent expansion of f in A1,∞(0).

Remark 4.30. Observe that both (4.16) and (4.17) are Laurent expansions of f(z). The
first case is a Laurent expansion near z0 = 0. The second case is a Lauren expansion near
w0 = 0 or z0 =∞.

Example 4.31. Consider

f(z) =
1

(z − 1)(z − 2)
=

1

1− z
+

1

z − 2
.
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We can expand each fraction near z0 = 0 or infinity as a geometric series to obtain different
Laurent expansions:

(4.18) f(z) =
∞∑
n=0

(
1− 2−(n+1)

)
zn (z ∈ B1(0)),

(4.19) f(z) = −
−1∑

n=−∞
zn −

∞∑
n=0

2−(n+1)zn (z ∈ A1,2(0)),

(4.20) f(z) =

−1∑
n=−∞

(
2−(n+1) − 1

)
zn (z ∈ A2,∞(0)).

Note that (4.18) is simply the Taylor expansion at z0 = 0 while the others are genuinely
Laurent expansions involving the singular part.

Week 5

Theorem 4.32. (Laurent Series Theorem) Let f : Ar,R(z0) → C be a holomorphic
function. Then f has a Laurent series expansion

f(z) =
∞∑

m=−∞
am(z − z0)m, (z ∈ Ar,R(z0)).

Further, if ρ ∈ (r,R) then

(4.21) am =
1

2πi

∫
S+
ρ (z0)

f(w)

(w − z0)m+1
dw.

Remark 4.33. i) By the Deformation Theorem the integral in the right hand side of (4.21)
does not depend on ρ ∈ (r,R).

ii) Note that in contrast to the Taylor Series we can not longer assert that am = f (m)(z0)
m! even

for m ≥ 0, since f need not be differentiable at z0 under the hypothesis of the Laurent Series
Theorem.

In order to prove the Laurent Series Theorem we need a modification of the Cauchy
Integral Formula for annular domains.

Lemma 4.34. Anular Cauchy integral formula. Let f : Ar,R(z0) → C be a holo-
morphic function. Let z ∈ Ar,R(z0). Let ρ1, ρ2 and ε be such that r < ρ1 < ρ2 < R and
B̄ε(z) ⊂ Aρ1,ρ2(z0). Then

f(z) =
1

2πi

∫
S+
ρ2

(z0)

f(w)

w − z
dw − 1

2πi

∫
S+
ρ1

(z0)

f(w)

w − z
dw, z ∈ Aρ1,ρ2(z0).

47 December 29, 2024



4.5 Laurent Series 4 TAYLOR AND LAURENT SERIES

Proof. Let S+
ε (z) be a circle of radius ε inside the anulus Aρ1,ρ2(z0). Join S+

ρ1(z0) with S+
ε (z)

and S+
ε (z) with S+

ρ2(z0) via straight line segments γ2 and γ2, traversed in opposite directions
each.

The obtained closed contour is contractible into a point in Ar,R(z0). Hence∫
S+
ε (z)

f(w)

w − z
dw +

∫
S+
ρ1

(z0)

f(w)

w − z
dw −

∫
S+
ρ2

(z0)

f(w)

w − z
dw = 0

by the Deformation Theorem. Therefore∫
S+
ρ2

(z0)

f(w)

w − z
dw −

∫
S+
ρ1

(z0)

f(w)

w − z
dw =

∫
S+
ε (z)

f(w)

w − z
dw = 2πif(z)

by the Cauchy Integral formula, applied at the point z ∈ B̄ε(z).

Proof of the Laurent Series Theorem. Fix z ∈ Ar,R(z0). Choose ρ1, ρ2 and ε such that
r < ρ1 < ρ2 < R and B̄ε(z) ⊂ Aρ1,ρ2(z0). Then by Lemma 4.34,

f(z) =
1

2πi

∫
S+
ρ2

(z0)

f(w)

w − z
dw︸ ︷︷ ︸

regular part

− 1

2πi

∫
S+
ρ1

(z0)

f(w)

w − z
dw︸ ︷︷ ︸

singular part

.

All we need to do now is to work out the two integrals as power series and calculate the
coefficients.

As in the proof of the Taylor Series Theorem we obtain

1

2πi

∫
S+
ρ2

(z0)

f(w)

w − z
dw =

∞∑
m=0

am(z − z0)m,

where

am =
1

2πi

∫
S+
ρ2

(z0)

f(w)

(w − z0)m+1
dw.
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The treatment of the second integral is similar. Using the geometric sum (4.8) with
q := w−z0

z−z0 we obtain

− 1

w − z
=

1

z − z0

1

1− w−z0
z−z0

=
1

z − z0

{
1 + w−z0

z−z0 + · · ·+ (w−z0)n−1

(z−z0)n−1 + (w−z0)n

(z−z0)n−1(z−w)

}
.

Therefore

− 1

2πi

∫
S+
ρ1

(z0)

f(w)

w − z
dw

=
1

2πi

∫
S+
ρ1

(z0)
f(w)

{
1

z−z0 + w−z0
(z−z0)2

+ · · ·+ (w−z0)n−1

(z−z0)n + (w−z0)n

(z−z0)n(z−w)

}
dw

=

n∑
m=1

a−m(z − z0)−m +Bn,

where

a−m =
1

2πi

∫
S+
ρ1

(z0)
f(w)(w − z0)m−1dw and Bn =

1

2πi

∫
S+
ρ1

(z0)
f(w)

(w − z0)n

(z − z0)n(z − w)
dw.

We are going to show that limn→∞Bn = 0.

Indeed, f is holomorphic in Ar,R(z0) and hence bounded on Sρ1(z0) (because Sρ1(z0) is
compact). This means that there exists M > 0 such that

|f(w)| ≤M (w ∈ Sρ1(z0)).

Set δ := |z−z0|−ρ1 > 0. Now |w−z0| = ρ1, |z−z0| = ρ1+δ and |z−w| ≥ ||z−z0|−|w−z0|| = δ.
Then by the Estimation Lemma

|Bn| ≤
1

2π

Mρn1
(ρ1 + δ)nδ

L(Sρ1(z0))︸ ︷︷ ︸
2πρ1

=
Mρ1

δ

(
ρ1

ρ1 + δ

)n
.

We conclude that limn→∞Bn = 0.

Therefore

− 1

2πi

∫
S+
ρ1

(z0)

f(w)

w − z
dw =

∞∑
m=1

a−m(z − z0)−m

and

f(z) =

∞∑
m=0

am(z − z0)n︸ ︷︷ ︸
regular part

+

∞∑
m=1

a−m(z − z0)−m︸ ︷︷ ︸
singular part

(z ∈ Ar,R(z0)),

which the required Laurent expansion. To finish the proof we observe that if ρ ∈ (r,R) then
S+
ρ (z0) ∼ S+

ρ1(z0) ∼ S+
ρ2(z0) in Ar,R(z0). Thus the integrals in the expressions for an and bn

do not depend on the particular choice of ρ ∈ (r,R).

As a consequence of the above theorem we have:
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Corollary 4.35. Let f : Ar,R(z0) → C be a holomorphic function. Then there are two
functions f0(z) holomorphic for |z − z0| < R and f∞(z) holomorphic for |z − z0| > r such
that

f(z) = f0(z) + f∞(z), z ∈ Ar,R(z0).

If
lim
|z|→∞

f∞(z) = 0,

then this decomposition is unique.

Proof. From the Laurent series theorem we have

f(z) =

+∞∑
n=−∞

an(z − z0)n, z ∈ Ar,R(z0).

We set

f0(z) :=
+∞∑
n=0

an(z − z0)n, f∞(z) :=
∑
n<0

an(z − z0)n.

This functions satisfy the requested properties, namely they are holomorphic in |z − z0| < R
and |z − z0| > r respectively. Now suppose to have another decomposition

f(z) = f̃0(z) + f̃∞(z), lim
|z|→∞

f̃∞(z) = 0.

Then f̃0(z)− f0(z) = f∞(z)− f̃∞(z) for z ∈ Ar,R(z0), so that the function

h(z) =

{
f̃0(z)− f0(z) for |z − z0| < R

f∞(z)− f̃∞(z) for |z − z0| > r

is holomorphic in C and lim|z|→∞ h(z) = 0. It follows from Liouville theorem that h(z) =
0.
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5 Isolated singularities

Definition 5.1. Let f : A0,R(z0) → C be a complex function and R > 0. We say that z0 is
an isolated singularity of f if the function f is holomorphic in A0,R(z0) and not holomorphic
(or is not defined) at z0.

For example, f(z) = 1
z has an isolated singularity at z0 = 0 since it is analytics in A0,R(0)

for any R > 0. The function f(z) = 1√
z

is singular at z = 0 but it is not analytic in any

neighbourhood of z = 0 since the function 1√
z

is a multivalued function. Therefore 1√
z

does

not have an isolated singularity at z = 0.

Definition 5.2. Let f : A0,R(z0) → C be a complex function. We say that z0 is a branch
point singularity of f if the function f(z) is multivalued in A0,R(z0) and holomorphic in

(5.1) {z ∈ C s.t. 0 < |z − z0| < R, ε < arg(z − z0) < 2π − ε}, ε > 0,

and is singular at z = z0.

As examples of branch point singularities we have log(z) or za with −1 < a < 0. Indeed
both functions are multivalued in a neighbourhood of the origin, they are singular at z = 0
and they are holomorphic in the domain (5.1). Notice that the choice of the domain (5.1) is
not unique.

5.1 Classification of isolated singularities

Observe that if z0 is an isolated singularity of a function f then f has a Laurent series
expansion

f(z) =

∞∑
n=1

a−n
(z − z0)n︸ ︷︷ ︸

singular part

+

∞∑
m=0

am(z − z0)m︸ ︷︷ ︸
regular part

(z ∈ A0,R(z0)).

We classify isolated singularities according to the number of nonzero coefficients in the singular
part of the Laurent expansion of f at z0. Three different situations are possible.

Removable singularity. We say that z0 is a removable singularity of f if for all n > 0 one has
a−n = 0. In this case the Laurent expansion of f at z0 consists only of the regular part, e.g.

f(z) =

∞∑
m=0

am(z − z0)m︸ ︷︷ ︸
Taylor series

(z ∈ A0,R(z0)).

Then the singularity at z0 can be removed, by defining f(z0) := a0, and we obtain a function
which is analytic on BR(z0). For example, consider

f(z) =
sin(z)

z
(z 6= 0).

Clearly f is analytic on A0,∞(0) and z0 is an isolated singularity of f , because f is not defined
at z0 = 0. The Laurent expansion of f at z0 = 0 has the form

f(z) = 1− z2

3!
+
z4

5!
− z6

7!
+ . . . (z ∈ A0,∞(0)).
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So z0 is a removable singularity. By defining f(0) := 1 we get a function which is analytic on
C.

Pole. We say that z0 is a pole of order k of f if there exists k ∈ N such that a−k 6= 0 and for
all n > k one has a−n = 0. Sometimes a pole of order 1 is called a simple pole.

For a pole of order k the Laurent expansion of f at z0 has the form

f(z) =

k∑
n=1

a−n
(z − z0)n︸ ︷︷ ︸

”finite” singular part

+

∞∑
m=0

am(z − z0)m︸ ︷︷ ︸
regular part

(z ∈ A0,R(z0)).

For example, consider

f(z) =
sin(z)

z4
(z 6= 0).

Clearly f is analytic on A0,∞(0) and z0 is an isolated singularity of f . The Laurent expansion
of f at z0 = 0 has the form

f(z) =
1

z3
− 1

3!

1

z
+
z

5!
− z3

7!
+ . . . (z ∈ A0,∞(0)).

So z0 is a pole of order 3.

Essential singularity. We say that z0 is an essential singularity of f if for any k ∈ N there
exists n > k such that a−n 6= 0. In this case the Laurent expansion of f at z0 has the form

f(z) =
∞∑
n=1

a−n
(z − z0)n︸ ︷︷ ︸

”infinite” singular part

+
∞∑
m=0

am(z − z0)m︸ ︷︷ ︸
regular part

(z ∈ A0,R(z0)).

For example, consider

f(z) = sin(
1

z
) (z 6= 0).

Clearly f is analytic on A0,∞(0) and z0 is an isolated singularity of f . The Laurent expansion
of f at z0 = 0 has the form

f(z) =
1

z
− 1

3!

1

z3
+

1

5!

1

z5
− 1

7!

1

z7
+ . . . (z ∈ A0,∞(0)).

So z0 is an essential singularity.

5.2 Local behavior of holomorphic functions

Removable singularities are simple because they always can be removed. The next proposition
allows to recognize removable singularities.

Proposition 5.3. Let f : A0,R(z0) → C be a holomorphic function. Assume that z0 is an
isolated singularity of f . Then the following are equivalent:

(a) z0 is a removable singularity;

(b) limz→z0 f(z) exists and finite;

(c) |f(z)| is bounded on A0,r(z0) for every r ∈ (0, R).
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Proof. The implications (a)⇒ (b)⇒ (c) are obvious.

(c)⇒ (a). Let r ∈ (0, R). Suppose that |f(z)| is bounded on A0,r(z0), e.g. there exists M > 0
such that

|f(z)| ≤M (z ∈ A0,r(z0)).

Consider the Laurent expansion

f(z) =
∞∑
n=1

a−n
(z − z0)n

+
∞∑
m=0

am(z − z0)m (z ∈ A0,r(z0)).

We are going to prove that a−n = 0 for all n > 0. Indeed, for n > 0 and ρ ∈ (0, r) we have

a−n =
1

2πi

∫
S+
ρ (z0)

f(w)(w − z0)n−1dw.

By the Estimation Lemma

|a−n| ≤
1

2π
Mρn−1L(S+

ρ (z0)) = Mρn.

If we let ρ→ 0 it follows that |a−n| = 0.

When z0 is a removable singularity the function f(z) : A0,R(z0) → C has an analytic

extension f̂(z) in z = z0. Indeed let us define

f̂(z) =

{
f(z) for z ∈ A0,R(z0),
limz→z0 f(z) for z = z0.

The function f̂(z) is not only continuos in z = z0 but also analytic. Indeed we leave as an
exercise to show that

lim
h→0

f̂(z)− f̂(z0)

h

exists and is finite.

Exercise 5.4. Let z0 be a non removable isolated singularity of a function f . Prove that

lim sup
z→z0

|f(z)| = +∞.

There is a similar criterion for recognizing poles.

Proposition 5.5. Let f : A0,R(z0) → C be a holomorphic function. Assume that z0 is an
isolated singularity of f . Then the following are equivalent:

(a) z0 is a pole of order k;

(b) limz→z0(z − z0)kf(z) = w 6= 0.

Proof. The implications (a)⇒ (b) is obvious.

(b)⇒ (a). Suppose limz→z0(z − z0)kf(z) = w 6= 0. Then

g(z) := (z − z0)kf(z)
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has a removable singularity at z0 by Proposition 5.3. Set g(z0) := w. Hence g is holomorphic
on BR(z0) and has a Taylor expansion

g(z) =
∞∑
m=0

am(z − z0)m (z ∈ BR(z0)),

where a0 = w. Therefore

f(z) =
k∑

n=1

ak−n
(z − z0)n

+
∞∑
m=0

ak+m(z − z0)m (z ∈ A0,R(z0))

where a0 6= 0, so f has a pole of order k at z0.

Exercise 5.6. Let z0 be a pole of a function f . Then

lim
z→z0

|f(z)| = +∞.

Exercise 5.7. A rational function is a function of the form

f(z) =
qm(z)

pn(z)
,

where qm(z) and pn(z) are polynomials of orders m and n. Assume that z0 ∈ C is a root of
pn of multiplicity k > 0, i.e. there exists a polynomial pn−k(z) of order n− k such that

pn(z0) = (z − z0)kpn−k(z), pn−k(z0) 6= 0.

Prove that if qm(z0) 6= 0 then z0 is a pole of order k of the rational function f(z).

Definition 5.8. A set of points S ⊂ C is discrete if for any point z0 ∈ S there exists a
neighbourhood Br(z0) = {z ∈ C s.t. |z − z0| < r} with r > 0 such that Br(z0) ∩ S = {z0}.

For example the set {z0 + 2πk} for k ∈ Z is discrete in C.

Definition 5.9. A function f : C → C is called meromorphic in the domain D ⊂ C, if f is
holomorphic in D\S where S is a discrete subset of D and f has poles in S.

For example rational functions are meromorphic in C. Let f(z) and g(z) be two holomor-
phic functions in D and suppose that g(z) is not identically zero and has a discrete number
of zeros. Then the ratio f(z)/g(z) is a meromorphic function in D. An example of a non

rational meromorphic function is f(z) = cos(z)
sin(z) . Indeed the set of zeros is given by πk, k ∈ Z.

Exercise 5.10. Show that the set of meromorphic function in a domain D is a field. Further
show that if f is meromorphic in D also f ′ is meromorphic in D.
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Week 6

5.2.1 Extended complex plane.

Sometimes it is convenient to extend the complex plane by adding to C a single ”point” ∞.

Denote by C the set C := C∪ {∞}. We call C the extended complex plane together with
the following algebraic properties: for any z ∈ C

• ∞+ z = z +∞ =∞

• if z 6= 0 then z · ∞ =∞ · z =∞

• ∞ ·∞ =∞

• z
∞ = 0

We say that a sequence of complex numbers (zn)n∈N converges to ∞ in C if

∀R > 0 ∃N ∈ N such that ∀n ≥ N ⇒ |zn| > R.

The points of C can be identified with the points of the unit sphere S2 in R3 via the
stereographic projection. Let

S2 = {(X,Y, Z) ∈ R3 : X2 + Y 2 + Z2 = 1}

be the unit sphere in R3. The stereographic projection from the north pole N = (0, 0, 1)
associates to the point P = (X,Y, Z) ∈ S2, the point (x, y, ζ = 0) ∈ R3 obtained from the
intersection of the line passing through N and P and the plane ζ = 0. Let r(t) be the line
that passes through N and P , then

r(t) = N + t(P −N) = (tX, tY, 1 + t(Z − 1)), t ∈ R.

The line intersects the plane ζ = 0 when 1 + t(Z − 1) = 0 namely at the value of t = 1
1−Z

which corresponds to the point Q = ( X
1−Z ,

Y
1−Z , 0). Introducing the complex coordinate

z = x+ iy =
X + iY

1− Z
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we have a map σ1 : S2 → C defined as

P = (X,Y, Z)→ z = x+ iy := σ1(P ) =
X + iY

1− Z
, when Z 6= 1 and σ1((0, 0, 1)) =∞.

The map σ1 establishes a one to one correspondence between S2 and C. Indeed the map has
an inverse that can be constructed in a similar way.

Exercise 5.11. Construct the inverse map to σ1.

Solution. Let Q = (x, y, 0) be a point on the plane and consider the line `(t) that passes
through Q and N ,

`(t) = N + t(Q−N) = (tx, ty, 1− t), t ∈ R.

Then a point (tx, ty, 1− t) on the line `(t) intersects the sphere S2 when

(tx)2 + (ty)2 + (1− t)2 = 1 −→ t =
2

x2 + y2 + 1
=

2

|z|2 + 1
, z = x+ iy,

which corresponds to the point on the sphere(
2x

|z|2 + 1
,

2y

|z|2 + 1
, 1− 2

|z|2 + 1

)
.

Recalling that x = Rez and y = Imz we have obtained the inverse map σ−1
1 : C→ S2

σ−1
1 (z) =

(
2Rez

|z|2 + 1
,

2Imz

|z|2 + 1
,
|z|2 − 1

|z|2 + 1

)
, σ−1

1 (∞) = N.

Note that a similar construction can be done using the stereographic projection to the
south pole S = (0, 0,−1). In this case the intersection of the line passing from S and P with
the plane (x, y, ζ = 0) is the point Q′ with coordinate

σ2 : S2 → C, σ2(P ) = Q′ = z′ =
X − iY
1 + Z

.

Note the relation between z and z′:

zz′ =
X2 + Y 2

1− Z2
= 1.

The two open set U1 := S2\{N}, and U2 := S2\{S} together with the maps σ1 and σ2 give
to S2 the structure of a one dimensional complex compact manifold3

3A one dimensional (two real dimensions) complex manifold M is a topological space endowed with an
atlas, namely a collection of charts {Uα, σα}α∈I with I = {1, 2, . . . } such that Uα is an open set, ∪α∈IUα = M
and each σα : Uα → C is a homeomorphism, namely a bijective continuous map with continuous inverse. When
Uα ∩ Uβ 6= ∅, α, β ∈ I, the composition map (called transition function)

σβ ◦ σ−1
α : σα(Uα ∩ Uβ)→ C

is holomorphic. ( If the transition function is simply differentiable, the manifold is called a differentiable
manifold). The most elementary one dimensional complex manifold is the complex plane C with just one chart
I = {1}, U1 = C and map σ1 coincides with the identity. The Riemann sphere S is the next example, where
now two charts are needed (U1, σ1) and (U2, σ2) (see above).
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Indeed on the intersection U1 ∩ U2 the maps σj(U1 ∩ U2) = C\{0}, j = 1, 2 and the
composition maps

σ2 ◦ σ−1
1 (z) =

1

z′
, σ1 ◦ σ−1

2 (z′) =
1

z

are holomorphic maps from C\{0} → C\{0}.
Because of this correspondence, which was introduced by Riemann, the extended complex

plane sometimes is called also the Riemann sphere.

A disk of radius R centred at infinity is the set of points z ∈ C such that

1

R
< |z| ≤ ∞.

A holomorphic function on the circle of radius R centred at z =∞ is the function holomorphic
in z′ = 1

z on the set |z′| < R. Such function admits the Taylor expansion in z′

f(z′) =
∞∑
n=0

cn(z′)n

In the variable z such function takes the form

f(z′(z)) =
∞∑
n=0

cnz
−n.

Singularities at infinity. Let f : A1/R,∞(0) → C be a holomorphic function. In order to

classify the singularity of the function f at z =∞ we consider the change of variable z′ = 1
z

and we classify the singularity of the holomorphic function

f(z(z′)) : A0,R(0)→ C

at z′ = 0. Such function has an isolated singularity at z′ = 0.

Removable singularity at infinity. We say that f(z) has a removable singularity at z =∞ if
f(z(z′)) has a removable singularity at z′ = 0 For example, the function f(z) = z−m has a
removable singularity at infinity for any positive integer m or m = 0.

Exercise 5.12. Let f : A1/R,∞(0)→ C be a holomorphic function. Prove that the following
statements are equivalent:

(a) f has a removable singularity at infinity;

(b) limz→∞ f(z) exists and is finite;

(c) |f(z)| is bounded on Ār,∞(0) for every r ∈ (1/R,∞).

Pole. We say that f(z) has a pole of order k at infinity if f(z(z′)) has a pole of order k at
zero.

Exercise 5.13. Let f : A1/R,∞(0)→ C be a holomorphic function. Prove that the following
statements are equivalent:

(a) f has a pole of order k at infinity;

(b) limz→∞
f(z)
zk

= w 6= 0.
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Essential singularity. We say that f(z) has an essential singularity at z =∞ if f(z(z′)) has
an essential singularity at zero. For example, exp(z), sin(z), cos(z) have essential singularities
at infinity.

Lemma 5.14. The only holomorphic function on C is the constant function.

Proof. If f(z) is holomorphic on C then

f(z) =

∞∑
n=0

anz
n, z ∈ C

where the series converges for any z ∈ C. Now let us check the behaviour of this function at
infinity, by considering the function f(z(z′)) where z = 1

z′ . We have that

f(z(z′)) =
∞∑
n=0

an(z′)−n

which has a singularity in z′ = 0 unless an = 0 for all n > 0. It follows that f(z) = a0, namely
a constant.

Meromorphic functions in the extended complex plane. A function meromorphic in
C is a function that is holomorphic in C\S where S is a discrete set in C and f has poles
at the points of S. We claim that S contains a finite number of isolated points. Indeed if
S had infinite cardinality, the limit point z0 of the discrete set S would lie in C because C
is compact, and therefore z0 would be an accumulation point for S, contradicting the fact
the S is discrete. Since meromorphic functions in C have only discrete set of poles, it follows
that S must be finite. Rational functions are meromorphic functions in C, while the function

f(z) =
1

sin(z)
is not a meromorphic function in C because it has poles at zn = πn and the

set S = {z ∈ C| z = πn, n ∈ Z} has an accumulation point at ∞ ∈ C and therefore it is not
discrete.

One can show that the only meromorphic functions on C are rational functions, namely
ratio of polynomials.

5.3 Essential singularities

The behavior of a function f near a pole z0 is relatively simple. In particular, we know that
limz→z0 |f(z)| =∞. However in the case of an essential singularity |f(z)| will not have a limit
as z → z0. The following result is classical.

Theorem 5.15. (Casorati–Weierstrass Theorem) Let f : A0,R(z0)→ C be an analytic
function. Assume that z0 is an essential singularity of f . Then the image of any punctured
neighbourhood of z0 is dense in C, namely the set

f(A0,r(z0)),

is dense in C for all 0 < r < R.
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Proof. Suppose the conclusion of the theorem is false. Then there exist w0 ∈ C, r ∈ (0, R)
and c > 0 such that

|f(z)− w0| ≥ c (z ∈ A0,r(z0)).

Let

g(z) :=
1

f(z)− w0
.

Then g is analytic on A0,r(z0). Moreover,

|g(z)| ≤ 1

c
(z ∈ A0,r(z0)).

Hence z0 is a removable singularity of function g by Proposition 5.3 and

g(z) =
∞∑
m=0

am(z − z0)m, z ∈ Br(z0).

Let ak be the first nonzero coefficient of the above expansion, namely

g(z) =

∞∑
m=k

am(z − z0)m, z ∈ Br(z0).

Then

lim
z→z0

(z − z0)k(f(z)− w0) = lim
z→z0

(z − z0)k

g(z)
=

1

ak
6= 0.

By Propositions 7.3,7.2 we conclude that z0 is a pole of order k (when k > 1) or a removable
singularity (when k = 0) of the function f(z) − w0 . Observe that the Laurent series of
f(z)−w0 differs from the Laurent series of f(z) only in the zero–order coefficient. So z0 is a
pole or removable singularity of f(z), which is a contradiction.

In fact a much stronger result, known as Picard Theorem, is true. The proof requires
techniques considerably beyond the reach of this course.

Theorem 5.16. (Picard Theorem) Let f : A0,R(z0) → C be a holomorphic function.
Assume that z0 is an essential singularity of f . Then the image of the function f of each
A0,r(z0), 0 < r < R, assumes all complex values except possibly one.

Proof. See Conway, pp.302–303.

Remark 5.17. The exception mentioned in the theorem can really occur. For example, the
function f(z) = exp(1

z ) misses the value 0 but attains all others. In other words, for any ε > 0
one has f(A0,ε(0)) = C \ {0}. On the other hand the functions f(z) = sin(1

z ) attains every
value, that is for any ε > 0 one has f(A0,ε(0)) = C, as can easily be verified.

We recall that we defined entire functions as functions that are holomorphic in the whole
C. Clearly the polynomials are entire functions. All entire functions that are not polynomials
are called transcendental entire functions. Examples are ez, sin(z), cos(z). The following
result is just an obvious consequence of the material of the section.

Lemma 5.18. The entire function f : C → C is transcendental if and only if f has an
essential singularity at infinity.
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Proof. Let us suppose that f is entire and transcendental, then it admits a Taylor series
expansion convergent in C

f(z) =
∞∑
n=0

anz
n

where an infinite number of coefficients an 6= 0, otherwise f would be a polynomial. Then we
make the change of variable z = 1

z′ and we have that

f(z(z′)) =

∞∑
n=0

an(z′)−n

which has a singularity in z′ = 0 and the singularity is essential because an infinite number
of coefficients an 6= 0. It follows that f as an essential singularity at z = ∞. The converse
statement is quite straightforward.

Mathematicians in this section

• Karl Theodor Wilhelm Weierstrass (31st October 1815 – Berlin, 19th February 1897),
German mathematician,

• Felice Casorati (17 December 1835 – 11 September 1890), Italian mathematician,

• Charles Emile Picard, FRS and FRSE (24 July 1856 – 11 December 1941) French
mathematician.
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6 Residue Theorem

6.1 Winding number of a curve

In Example 2.8 we found that

1

2πi

∫
S+
ρ (a)

1

z − a
dz = 1.

If S−ρ (a) := −S+
ρ (a) is the circle traversed in the negative (clockwise) direction then obviously

1

2πi

∫
S−ρ (a)

1

z − a
dz = −1.

If γn(t) = a + ρeit (0 ≤ t ≤ 2πn) then γn = S+
ρ (a) + · · · + S+

ρ (a) winds n times around the
point a and we find that

1

2πi

∫
γn

1

z − a
dz = n.

Now suppose that γ̃ : [0, 2πn]→ C\{a} is a closed contour that is homotopic to γn in C\{a}.
Then by the Deformation Theorem again

1

2πi

∫
γ̃

1

z − a
dz = n.

Exercise 6.1. Prove that

1

2πi

∫
S+
ρ (a)

1

z − z0
dz =

{
1, if z0 lies inside S+

ρ (a), i.e. |z0 − a| < ρ,

0, if z0 lies outside S+
ρ (a), i.e. |z0 − a| > ρ.

Hint. Use Deformation Theorem and Exercise 3.8 when z0 is inside S+
ρ (a). Use Cauchy

Theorem when z0 is outside S+
ρ (a).

These observations lead to the following definition.

Definition 6.2. Let γ : [α, β]→ C be a closed contour and z0 6∈ γ. The winding number of
γ with respect to z0 indicated as W (γ, z0) (also called the index of γ with respect to z0) is
defined by

W (γ, z0) :=
1

2πi

∫
γ

1

z − z0
dz.

Geometrically, this means that the contour γ winds W (γ, z0) times around the point z0.

The definition of the winding number would be improper if the following result were not
true.

Theorem 6.3. Let γ : [α, β]→ C be a closed contour and z0 6∈ γ. Then W (γ, z0) ∈ Z.

Proof. Assume for simplicity that γ is a smooth contour. Since z0 6∈ γ the function θ :
[α, β]→ C,

θ(t) =

∫ t

α

γ′(s)

γ(s)− z0
ds

61 December 29, 2024



6.2 The residue Theorem 6 RESIDUE THEOREM

is well defined, continuous and differentiable. Moreover,

θ(α) = 0, θ(β) = 2πiW (γ, z0)

and performing the integral we obtain

θ(t) = log(γ(s)− z0)|s=ts=α.

In particular

θ(β) = log
γ(β)− z0

γ(α)− z0
= log(1),

because γ(β) = γ(α). This implies, because of the properties of the complex logarithm,

θ(β) = 2πin, n ∈ Z.

Exercise 6.4. For each given n ∈ Z, construct a closed contour γn such that W (γ, 0) = n.

The following summarizes the most important properties of the winding number.

Exercise 6.5. Prove the following properties of the winding number:

(a) W (−γ, z0) = −W (γ, z0);

(b) W (γ1 + γ2, z0) = W (γ1, z0) +W (γ2, z0);

(c) if γ1 ∼ γ2 in C \ {z0} then W (γ1, z0) = W (γ2, z0).

Hint. (a) and (b) follows from Exercise 2.14, (c) follows from the Deformation Theorem.

Remark 6.6. In fact, the converse to the property (c) above is valid. Namely, if W (γ1, z0) =
W (γ2, z0) then γ1 ∼ γ2 in C \ {z0} (for the proof of this deep topological result, see Conway,
p.90 and p.252). So the winding number completely describes the classes of equivalence of
contours which are homotopic in C \ {z0}.

6.2 The residue Theorem

Let z0 be an isolated singularity of a function f . By the Laurent Series Theorem f has a
Laurent series expansion

(6.1) f(z) =

∞∑
n=−∞

an(z − z0)n (z ∈ A0,R(z0)).

Definition 6.7. The residue of a function f at an isolated singularity z0 is the coefficient
a−1 of the Laurent expansion (6.1) of f about z0. This is denoted by

Res(f, z0) := a−1.

Remark 6.8. By the formula (4.21) for the Laurent coefficients we know that

a−1 =
1

2πi

∫
S+
ρ (z0)

f(w)dw (ρ ∈ (0, R)).
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Therefore we can define the residue in the equivalent form

Res(f, z0) :=
1

2πi

∫
S+
ρ (z0)

f(w)dw (ρ ∈ (0, R) .

Thus if we know the Laurent coefficients we can evaluate certain integrals and vice versa. We
will see later that in some cases, however, one can compute the residue of a function without
having to find the full Laurent expansion or computing integrals.

6.3 Residue Theorem

The Residue Theorem, which is proved in this section, is one of the main results of Complex
Analysis. It includes Cauchy’s Theorem and Cauchy’s Integral Formula as special cases and
leads quickly to important applications. In particular, it becomes one of the most powerful
tools of Analysis for evaluation of definite integrals.

Theorem 6.9. Let f : C\{z0} → C be a holomorphic function with an isolated singularity in
z0 and γ : [α, β]→ C\{z0} a closed contour. Then∫

γ
f(z)dz = 2πiW (γ, z0)Res(f, z0).

Proof. Since f is holomorphic in C\{z0} it has a Laurent expansion

f(z) =
∑
n6=−1

an(z − z0)n +
a−1

z − z0
, z ∈ C\{z0}.

Let us define the function g(z) as

g(z) :=
∑
n6=1

an(z − z0)n.

The function g(z) admits and anti-derivative in C\{z0} and the anti-derivative can be obtained
by integrating the Laurent series term by term:

g(z) = G′(z), G(z) :=
∑
n6=−1

an
(z − z0)n+1

n+ 1
.

Then by applying the fundamental theorem to the function g(z), we obtain∫
γ
f(z)dz =

∫
γ
g(z)dz + a−1

∫
γ

dz

z − z0

= a−1

∫
γ

dz

z − z0

= 2πia−1W (γ, z0)

= 2πiW (γ, z0)Res(f, z0).

This result has a clear generalization to the case in which the function f has many isolated
singularities. Now, the idea of the residue theorem is quite simple. Suppose that we integrate
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f(z) around a contour that encloses many isolated singularities of f(z). We attempt to
deform this contour to a point, but it gets snagged on the singularities. The snagged bits of
the contour reduce to integrals around circles lying close to the singularity so that it can be
evaluated as in theorem 6.9.

Theorem 6.10. Let D ⊂ C be a domain and S = {z1, . . . , zm} be a discrete set of points in
D and let f : D\S → C be a holomorphic function with isolated singularities in S. Suppose
that γ : [α, β]→ D\S is a close simple curve. Then the following relation holds

1

2πi

∫
γ
f(z)dz =

∑
zk∈S

W (γ, zk)Res(f, zk).

Proof. The proof of this theorem follows the lines of the previous theorem. Let us first define
for convenience the set S ′ of points zk ∈ S such that W (γ, zk) 6= 0. These points lie in the
connected domain D′ with boundary γ (because γ is a close simple curve). Then we consider
ε > 0 sufficiently small so that each open set Bε(zk) ⊂ D′ and Bε(zk) ∩Bε(zj) = ∅ for k 6= j.
We define the domain V as

V = D′\ ∪zk∈S′ Bε(zk).

and its positively oriented boundary ∂V consists of

∂V = γ −
∑
zk∈S′

S+
ε (zk)

where now we are also assuming that γ is positively oriented (anticlockwise). If γ is negatively
oriented the oriented boundary of V is

∂V = −γ −
∑
zk∈S′

S+
ε (zk).

Then the function f is holomorphic on the compact set V ∪ ∂V and applying Cauchy
Theorem it follows that the integral on the boundary is equal to zero. Hence∫

∂V
f(z)dz = 0→

∫
±γ
f(z)dz =

∑
zk∈S′

∫
S+
ε (zk)

f(z)dz,

where the sign ±γ refers to a anticlockwise/clockwise oriented contour. In order to calculate
the integral of each term

∫
S+
ε (zk) f(z)dz we need to repeat the steps of the proof of the previous

theorem. Indeed f(z) near each singular point zk has a Laurent expansion that can be written
in the form

f(z) =
a

(k)
−1

z − zk
+ gk(z), gk(z) =

∑
n6=−1

a(k)
n (z − zk)n.

Then the function gk(z) has an antiderivative in Bε(zk) so that we can conclude that∫
S+
ε (zk)

f(z)dz =

∫
S+
ε (zk)

gk(z)dz + a
(k)
−1

∫
S+
ε (zk)

dz

z − zk
= 2πiRes(f, zk).

Therefore ∫
±γ
f(z)dz =

∑
zk∈S′

∫
S+
ε (zk)

f(z)dz = 2πi
∑
zk∈S′

Res(f, zk).
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We recall that the winding number W (γ, zk) keeps track of the orientation of γ and whether
zk is in D′ so that we can rewrite the above formula as∫

γ
f(z)dz = 2πi

∑
zk∈S

W (γ, zk)Res(f, zk).

The above theorem can be generalized to any contour γ non necesseraly simple. By using
the definition of winding number we arrive to the residue theorem in its general form.

Theorem 6.11. (Residue theorem) Let D ⊆ C be a simply connected domain, and S =
{z1, z2, · · · , zm} ⊂ D be a finite subset of D. Let f : D \ S → C be an analytic function with
isolated singularities in S and γ : [α, β]→ D \ S be a closed contour. Then

(6.2)

∫
γ
f = 2πi

∑
zk∈S

W (γ, zk)Res(f, zk).

The proof of this theorem is omitted, but it is a simple generalization of the proof of
theorem 6.10.

The Residue Theorem includes Cauchy’s Theorem as a special case if we assume that
S = ∅ (note however that the proof of the Residue Theorem relies on Cauchy’s theorem).

6.3.1 Singular integrals and principal value

Consider the integral ∫ b

a

dx

x− c
, a < c < b .

We can compute it as an improper integral in the form∫ b

a

dx

x− c
= lim

ε1→0

ε2→0

[
−
∫ c−ε1

a

dx

c− x
+

∫ b

c+ε2

dx

c− x

]

= log
b− c
c− a

+ lim
ε1→0

ε2→0

log
ε1
ε2
.

Clearly the limit of the last expression depends on how ε1 and ε2 goes to zero. Consequently
the integral regarded as improper integral does not exist. However it can be given a meaning
by chosing ε1 = ε2 = ε.

Definition 6.12. The Cauchy principal value of the improper integral∫ b

a

dx

x− c
, a < c < b

is the expression

p.v.

∫ b

a

dx

x− c
:= lim

ε→0

[∫ c−ε

a

dx

x− c
+

∫ b

c+ε

dx

c− x

]
= log

b− c
c− a

.
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Now consider a contour γ : [α, β] → C, t0 ∈ [α, β] and γ(t0) = z0, γ(α) = a, γ(β) = b.
Consider a circle of radius ε centred at z0 with ε sufficiently small so that ζ1(ε) and ζ2(ε) are
the points of intersection of this circle with the oriented contour γ and let Lε be the path
contained in γ connecting ζ1 to ζ2. Then we can defined the principal value of the contour
integral

p.v.

∫
γ

dz

z − z0
= lim

ε→0

∫
γ−Lε

dz

z − z0
= lim

ε→0

[∫ ζ1(ε)

a

dz

z − z0
+

∫ b

ζ2(ε)

dz

z − z0

]

= log
b− z0

a− z0
+ lim
ε→0

[log(ζ1(ε)− z0)− log(ζ2(ε)− z0)] .

By construction |ζ1(ε)− z0| = |ζ2(ε)− z0| so that

lim
ε→0

[log(ζ1(ε)− z0)− log(ζ2(ε)− z0)] = i lim
ε→0

[arg(ζ1(ε)− z0)− arg(ζ2(ε)− z0)] = iπ

We conclude the following

Lemma 6.13. Let γ be a contour in C and z0 a point on the contour γ. Then

p.v.

∫
γ

dz

z − z0
= log

b− z0

a− z0
+ iπ.

If the contour is close

p.v.

∫
γ

dz

z − z0
= iπ,

We are now ready to prove a generalisation of Cauchy integral theorem.

Theorem 6.14. (Generalized Cauchy Integral Formula) Let f : D → C be a mero-
morphic function with poles in z0, z1, . . . , zN ∈ D and let us suppose that z0 is a simple pole
for f . Let us consider a close positively oriented contour γ ∈ D and let z0 ∈ γ while the other
poles do not lie on γ. Then

(6.3) p.v.

∫
γ
f(z)dz = πiRes(f, z0) + 2πi

N∑
j=1

W (γ, zj)Res(f, zj)

Proof. The p.v. of the integral is not a close contour but γ−Lε where Lε is the path from ζ1(ε)
to ζ2(ε) with ε sufficiently small so that these points are the only intersection of Sε(z0) ∩ γ.
To make a close contour we add an arc Cε of a circle of radius ε, oriented clockwise, centred
at z0 and connecting ζ1(ε) to ζ2(ε) so that Γε = γ − Lε + Cε is a close contour that does not
contain z0. Then we can apply the Cauchy residue theorem∫

Γε

f(z)dz = 2πi
N∑
j=1

W (Γε, zj)Res(f, zj)

On the other hand, since the poles zj do not lie on the contour Γε by deformation theorem∫
Γε

f(z)dz = 2πi

N∑
j=1

W (γ, zj)Res(f, zj)
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that is equivalent∫
γ−Lε

f(z)dz = −
∫
Cε

f(z)dz + 2πi

N∑
j=1

W (γ, zj)Res(f, zj).

To calculate
∫
Cε
f(z)dz we consider the Laurent series expansion of f at z0 convergent in

A0,ρ(z0), ρ > ε:

f(z) =
a−1

z − z0
+
∞∑
j=0

aj(z − z0)j

so that

lim
ε→0

∫
Cε

f(z)dz = lim
ε→0

∫
Cε

a−1dz

z − z0
+ lim
ε→0

∫
Cε

∞∑
j=0

aj(z − z0)j

= lim
ε→0

∫
Cε

a−1dz

z − z0

= a−1 lim
ε→0

[log(ζ2(ε)− z0)− log(ζ1(ε)− z0)] = −πia−1 = −πiRes(f, z0).

We conclude that

p.v.

∫
γ
f(z)dz = lim

ε→0

∫
γ−Lε

f(z)dz = − lim
ε→0

∫
Cε

f(z)dz + 2πi

N∑
j=1

W (γ, zj)Res(f, zj)

= πiRes(f, z0) + 2πi
N∑
j=1

W (γ, zj)Res(f, zj).

6.4 Calculating residues

It is important that in many cases residues can be calculated without finding the full Laurent
expansion of a function.

Example 6.15. Find the residue of f(z) = sin(z)
z2

at z0 = 0.

Solution. We have
sin(z)

z2
=

1

z2

(
z − z3

3!
+ . . .

)
︸ ︷︷ ︸

sin(z)

=
1

z
+ . . . .

Hence Res(f, 0) = 1.

In general, if we are given a function f with an isolated singularity at z0 then we proceed
in the following way. First we decide whether we can find easily the first few terms of the
Laurent expansion in A0,R(z0). If so, the residue of f at z0 will be the coefficient a−1 in
the expansion. If not some other methods or rules can be used, according to the type of
singularity. Consider several examples.
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Removable singularity. If z0 is a removable singularity of a function f , then the Laurent
expansion of f about z0 has no singular part. Hence Res(f, z0) = 0, so removable singularities
do not contribute to the value of integral in (6.2).

Pole. In the case of a simple pole one can develop easy criteria for calculating residues.

Lemma 6.16. Let z0 be a pole of order one of a function f . Then

Res(f, z0) = lim
z→z0

(z − z0)f(z).

Proof. If z0 is a pole of order one of f then

f(z) =
a−1

z − z0
+
∞∑
n=0

an(z − z0)n (z ∈ A0,R(z0)),

for some R > 0. Hence

lim
z→z0

(z − z0)f(z) = lim
z→z0

{
a−1 +

∞∑
n=0

an(z − z0)n+1

}
= a−1,

as required.

Lemma 6.16 can be easily extended to the case of higher order poles.

Lemma 6.17. Let z0 be a pole of order k of a function f . Set ϕ(z) := (z − z0)kf(z). Then

Res(f, z0) =
1

(k − 1)!
lim
z→z0

ϕ(k−1)(z).

Proof. If z0 is a pole of order k of f then

f(z) =
a−k

(z − z0)k
+

a−k+1

(z − z0)k−1
+ · · ·+ a−1

z − z0
+

∞∑
n=0

an(z − z0)n (z ∈ A0,R(z0)),

for some R > 0. Hence

ϕ(z) = a−k + a−k+1(z − z0) + · · ·+ a−1(z − z0)k−1 +

∞∑
n=0

an(z − z0)k+n (z ∈ A0,R(z0)).

Therefore

ϕ(k−1)(z) = (k − 1)!a−1 +
∞∑
n=0

an
(k + n)!

(1 + n)!
(z − z0)1+n (z ∈ A0,R(z0))

and

Res(f, z0) = a−1 =
1

(k − 1)!
lim
z→z0

ϕ(k−1)(z) .

Example 6.18. Find the residues of f(z) = z2

(z−1)3(z+1)
at z0 = ±1.
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Solution. Clearly z0 = −1 is a pole of order one. By Lemma 6.16 we compute

Res(f,−1) = lim
z→−1

(z + 1)f(z) = lim
z→−1

z2

(z − 1)3
= −1

8
.

We see also that z0 = 1 is a pole of order k = 3. Thus

ϕ(z) := (z − z0)kf(z) =
z2

z + 1
, ϕ′′(z) =

2

z + 1
− 4z

(z + 1)2
+

2z2

(z + 1)3
.

By Lemma 6.17 we compute

Res(f, 1) =
1

2!
lim
z→1

ϕ′′(z) =
1

8
.

Exercise 6.19. Let D ⊆ C be a simply connected domain. Let f : D → C be an analytic
function, z0 ∈ D and γ : [α, β]→ D \ {z0} a closed contour. Prove that

(6.4) W (γ, z0)f (n)(z0) =
n!

2πi

∫
γ

f(w)

(w − z0)n+1
dw.

Compare this formula with (4.7).

Hint. Apply Lemma 6.17 to g(z) = f(z)
(z−z0)n+1 .

Example 6.20. Evaluate ∫
S2(0)

1

(z + 1)(z + 3)
dz.

Solution. The only pole of the integrand f(z) = 1
(z+1)(z+3) inside S+

1 (0) is a simple pole at
z1 = −1. By Lemma 6.16, we obtain

Res(f, z1) = lim
z→−1

(z + 1)f(z) =
1

2
.

Further, it is geometrically clear that W (S2(0),−1) = 1. Thus by the Residue Theorem,∫
S2(0)

f(z)dz = 2πiW (S2(0),−1)Res(f,−1) = πi,

Example 6.21. Evaluate ∫
γ

z2

(z − 1)3(z + 1)
dz,

where γ is a square [2, 2i] + [2i,−2] + [−2,−2i] + [−2i, 2].

Solution. The singularities of the integrand f(z) = z2

(z−1)3(z+1)
occur at ±1. Thus, by the

Residue Theorem∫
γ
f(z)dz = 2πi {W (γ,−1)Res(f,−1) +W (γ, 1)Res(f, 1)} .

It is geometrically evident that W (γ,±1) = 1. Using calculations from Example 6.18 we
evaluate ∫

γ
f(z)dz = 2πi

{
−1

8
+

1

8

}
= 0.
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Essential singularity. In the case of an essential singularity there are no simple rules like
for poles, so we must rely on our ability to find the Laurent expansion.

Example 6.22. Find the residue of f(z) = exp(z + z−1) at z0 = 0.

Solution. We have

f(z) = exp(z + z−1) = exp(z) exp(z−1) =

(
1 + z +

z2

2!
+ . . .

)(
1 +

1

z
+

1

2!z2
+ . . .

)
.

Gathering terms involving 1
z we get

1

z

{
1 +

1

2!
+

1

2!3!
+

1

3!4!
+ . . .

}
.

Thus the residue is

Res(f, 0) = 1 +
1

2!
+

1

2!3!
+

1

3!4!
+ . . . .

One can not sum the series explicitly.

Residue at infinity. We have seen that the residue of a complex function f holomorphic
in A0,R(z0), z0 ∈ C, and R > 0, with Laurent expansion f(z) =

∑∞
n=−∞ an(z − z0)n can

equivalently be defined as the coefficient a−1,

(6.5) Res(f, z0) := a−1

or as a contour integral

(6.6) Res(f, z0) :=
1

2πi

∫
S+
ρ (z0)

f(z)dz (ρ ∈ (0, R)).

Namely if we take (6.5) as a definition then (6.6) holds. Viceversa, if we take (6.6) as a
definition, then (6.5) holds.

The point at infinity is a point on the sphere S2 and we need to define a counter-clock
wise contour around the point at infinity We consider a function f : A1/R,∞(0)→ C analytic

for R > 0. Any circle S−1/ρ(0) with ρ < R is positively oriented with respect to the domain
containing the point at infinity.

Definition 6.23. Let f : A1/R,∞(0) → C, R > 0 be analytic. The residue at infinity of the
function f is defined as

(6.7) Res(f, z =∞) :=
1

2πi

∫
S−
1/ρ

(0)
f(z)dz (0 < ρ < R).

To calculate such integral we cannot use directly the residue theorem because the function
in not analytic inside the circle S−1/ρ(0) and the following Lemma is needed.

Lemma 6.24. f : A1/R,∞(0)→ C, R > 0 be analytic with Laurent expansion

f =

∞∑
n=1

a−n
zn

.
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Then

Res(f, z =∞) = −Res

(
f(z(z′))

(z′)2
, z′ = 0

)
= −a−1,(6.8)

where z = 1
z′ .

Proof. To calculate the contour integral in (6.7) we need to make the change of coordinates
z′ = 1/z and consider the function f(z(z′)) that is analytic in the punctured disc 0 < |z′| < R
and it has an isolated singularity at z′ = 0. The circle S−1/ρ(0) defined in the variable z = 1

ρe
−it,

t ∈ [0, 2π] becomes the circle S+
ρ (0) in the variable z′ = 1

z . With the change of variable
z′ = 1/z, the contour integral becomes

Res(f, z =∞) :=
1

2πi

∫
S−
1/ρ

(0)
f(z)dz

=
1

2πi

∫
S+
ρ (0)

f(z(z′))

(
− dz′

(z′)2

)
= −

∞∑
n=1

1

2πi

∫
S+
ρ (0)

a−n
(z′)2−ndz

= −
∞∑
n=1

Res

(
a−n

(z′)2−n , z
′ = 0

)
= −a−1.

where we exchange the integral with the sum because of uniform convergence of Laurent
series, and in the last relation we use the definition of residue (6.7).

The next lemma, applies to a function that has a finite number of isolated singularities.
It states that the sum of all its residues, including the point at infinity is equal to zero.

Lemma 6.25. Let f : C→ C be a complex function analytic in C\S where S = {z1, . . . zm}
is the finite set of isolated singularities of f . Then

m∑
j=1

Res(f(z), z = zj) = −Res(f, z =∞).

Proof. We consider a circle of radius R, with R sufficiently small so that zj ∈ B1/R(0) for all
j = 1, . . . ,m. In the complement region A1/R,∞(0) the function f is analytic. Then

m∑
j=1

Res(f(z), z = zj) =
1

2πi

∫
S+
1/R

(0)
f(z)dz

= − 1

2πi

∫
S−
1/R

(0)
f(z)dz

= −Res(f, z =∞).

where in the last relation we use (6.8).

Example 6.26. Let us consider the function f(z) = 1
z−1 it has a pole at z = 1 with residue

equal to one. Its Laurent expansion at z =∞ is

f(z) =
1

z

∞∑
k=0

1

zn

71 December 29, 2024



6.4 Calculating residues 6 RESIDUE THEOREM

so that Res(f(z), z =∞) = −1 and this shows that

Res(f(z), z = 1) + Res(f(z), z =∞) = 0

Example 6.27. Let us consider the function f(z) = 1∏m
j=1(z−j) . It has clearly simple poles

at the integer j = 1, . . . ,m. Using the lemma 6.25 we can claim that

m∑
j=1

Res(f(z), z = j) = −Res(f(z), z =∞)

On the other hand the residue at infinity is

Res(f(z), z =∞) = −Res

(
f(z(z′))

(z′)2
, z′ = 0

)
= −Res

(
(z′)m−2∏m
j=1(1− jz)

, z′ = 0

)
= 0

and therefore
m∑
j=1

Res(f(z), z = j) = −Res(f(z), z =∞) = 0.
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Week 7

6.5 Evaluating Integrals

We now illustrate the practical use of the Residue Theorem in evaluating some integrals.

It is remarkable that in some cases systematic methods for evaluating real integrals can be
developed using the Residues Theorem of complex analysis. We consider only simplest results
of this type. For other applications of the Residue Theorem in evaluation of real integrals see
Stewart and Tall, Marsden, or any other textbook on Complex Analysis.

Integrals of type
∫
R f(x)dx. Consider integrals of the form∫ +∞

−∞
f(x)dx.

In what follows, C+ = {z ∈ C : Im(z) > 0} denotes the upper half–plane in C, while
C̄+ = {z ∈ C : Im(z) ≥ 0} stands for the closed half–plane.

Theorem 6.28. Let f be a complex analytic function in the domain C+ = {z ∈ C | Im(z) > 0}
except for a finite number of isolated singularities {z1, . . . , zm} ⊂ C+ and continuous in R.
Suppose also that there exist R > 0, M > 0 and ε > 0 such that

(6.9) |f(z)| ≤ M

|z|1+ε
(|z| > R, z ∈ C+ ∪ R).

Then

(6.10)

∫ +∞

−∞
f(x)dx = 2πi

m∑
k=1

Res(f, zk).

Proof. Let r > R. Consider the contour γr = γ̃r + [−r, r], where γ̃r = reit (t ∈ [0, π]) is the
”upper” half–circle. Assumption (6.9) implies that all the singularities of f lie inside γr. It
is clear also that W (γr, zk) = 1, for each k. Hence∫

γr

f = 2πi
m∑
k=1

Res(f, zk)

by the Residue Theorem. But∫
γr

f(z)dz =

∫
[−r,r]

f(z)dz +

∫
γ̃r

f(z)dz =

∫ r

−r
f(x)dx+

∫ π

0
f(reis)ireisds.

By (2.1) and (6.9) we obtain∣∣∣∣∫ π

0
f(reis)ireisds

∣∣∣∣ ≤ r ∫ π

0
|f(reis)|︸ ︷︷ ︸
≤M/r1+ε

|eis|︸︷︷︸
=1

ds ≤ πM

rε
→ 0 as r →∞,
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since ε > 0. Therefore

lim
r→∞

∫ r

−r
f(x)dx = lim

r→∞

∫
γr

f(z)dz︸ ︷︷ ︸
=2πi

∑m
k=1 Res(f,zk)

− lim
r→∞

∫ π

0
f(reis)ireisds︸ ︷︷ ︸
→0

= 2πi
m∑
k=1

Res(f, zk).

On the other hand, from Calculus we know that f(x) is integrable on R and∫ +∞

−∞
f(x)dx = lim

r→∞

∫ r

−r
f(x)dx,

because f is continuous on R and because of the condition (6.9). Thus (6.15) follows.

Remark 6.29. If the function f is analytic in the lower half space C− ∪ R and it has the
decaying properties in (6.9) for |z| > R and z ∈ C− ∪ R, then to evaluate the real integral
(6.15) one has to calculate the sum of residues in the lower half space. Note that if f(R) ⊂ R
then the integral is real.

Example 6.30. Evaluate∫ +∞

−∞

dx

(x2 + a2)(x2 + b2)
(a, b > 0, a 6= b).

Solution. The singularities of the integrand

f(z) =
1

(z2 + a2)(z2 + b2)

occur at ±ia and ±ib. In particular, f is analytic in C+, except for poles of order one
{ia, ib} ⊂ C+. Obviously, f satisfies the assumption (6.9). So all the conditions of Theorem
6.28 are verified and hence∫ +∞

−∞
f(x)dx = 2πi {Res(f, ia) + Res(f, ib)} .

By Lemma 6.16 we compute

Res(f, ia) = lim
z→ia

z − ia
(z2 + a2)(z2 + b2)

=
1

2ia(b2 − a2)
.

In the similar way,

Res(f, ib) = lim
z→ib

z − ib
(z2 + a2)(z2 + b2)

=
1

2ib(a2 − b2)
.

Therefore ∫ +∞

−∞

dx

(x2 + a2)(x2 + b2)
=

π

ab(a+ b)
.
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Exercise 6.31. (Cauchy integral formula for the half–space) Let f be a complex
function such that f(R) ⊆ R. Suppose that f is analytic in the closed upper half–plane C̄+

and that there exist M > 0 and ε > 0 such that

|f(z)| ≤ M

|z|ε
(z ∈ C+).

Prove the integral formula

f(z0) =
1

2πi

∫ +∞

−∞

f(x)

x− z0
dx (z0 ∈ C+).

Hint. Use Theorem 6.28.

Trigonometric Integrals. Consider integrals of the form∫ 2π

0

Q(cos(ϕ), sin(ϕ)) dϕ,

where Q = Q(x, y) : R2 → R is a rational function, that is

Q(x, y) =
qm(x, y)

pn(x, y)
,

where qm(x, y) and pn(x, y) are real polynomials of orders m and n.

Assume that pn(x, y) has no roots on the unit circle S1(0). Then Q(x, y) is continuous on the unit
circle. The substitution z = eiϕ may be used to convert such trigonometric integrals to those involving
rational complex functions. Indeed, after the substitution z = eiϕ we obtain

cos(ϕ) =
1

2

(
z +

1

z

)
, sin(ϕ) =

1

2i

(
z − 1

z

)
(z = eiϕ, ϕ ∈ [0, 2π]).

Introduce the function

(6.11) f(z) =
Q
(

1
2

(
z + 1

z

)
, 1

2i

(
z − 1

z

))
iz

.

Thus f : C→ C is a rational function (cf. Exercise 5.7) that has no poles on S1(0) and

f(x+ iy) = Q(x, y) (z = x+ iy ∈ S1(0)).

Then by the Residue Theorem we obtain the formula

(6.12)

∫ 2π

0

Q(cos(ϕ), sin(ϕ))dϕ =

∫ 2π

0

f(eiϕ)ieiϕdϕ =

∫
S+
1 (0)

f(z)dz = 2πi
∑
zk∈S

Res(f, zk),

where S = {z1, . . . , zm} is the set of poles of f inside of the unit circle S1(0).

Example 6.32. For a > 1, evaluate ∫ 2π

0

dϕ

a+ sin(ϕ)
.

Solution. From (6.11) we obtain

f(z) =
2

z2 + 2iaz − 1
.

The only pole inside S+
1 (0) is a pole of order one at z1 = −ia+ i

√
a2 − 1. By Lemma 6.16, we obtain

Res(f, z1) = lim
z→z1

(z − z1)f(z) =
1

i
√
a2 − 1

.

Thus by (6.12) we conclude that ∫ 2π

0

dϕ

a+ sin(ϕ)
=

2π√
a2 − 1

.
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Evaluation of integrals of the form
∫∞

0 xa−1f(x)dx with a real non integer constant.

Theorem 6.33. Suppose that f is analytic in C except for a finite number of poles {z1, . . . , zm}
with zj ∈ C\[0,∞) for j = 1, . . . ,m and suppose that f(R) ⊆ R. Let a ∈ R\Z and suppose
also that there exist constants R > 0, M1 > 0 and δ1 > 0 such that

(6.13) |f(z)za−1| ≤ M1

|z|1+δ1
|z| > R,

and there exists constants r > 0, M2 > 0 and δ2 > 0 such that

(6.14) |f(z)za−1| ≤M2|z|δ2−1 |z| < r.

Then

(6.15)

∫ +∞

0
xa−1f(x)dx =

2πi

1− e2πi(a−1)

m∑
k=1

Res(f(z)za−1, zk).

Proof. By conditions (6.13) and (6.14) the function xaf(x)→ 0 as x→ 0 and x→∞ so that
the integral

∫∞
0 xa−1f(x)dx converges at the upper and lower limit of integration. The new

feature is now that za−1f(z) is not a single-valued function. This is however the circumstance
that makes it possible to find the integral form 0 to ∞. We chose the principal branch of
za−1 as 0 ≤ arg z < 2π so that the line (0,∞) is a branch cut for the function za−1 and for

z → ze2πi =⇒ za−1 → za−1e2πi(a−1).

The function za−1f(z) is analytic in C\[0,∞) except for a finite number of poles for the
rational function f(z). In order to compute the integral we consider the close contour Γ =
S−ε (0) ∪ S+

1/ε(0) ∪ γ+ ∪ γ− where γ+ = [ε, 1/ε] on the upper side of the branch cut (0,∞)

and γ− = [1/ε, ε] on the lower side of the branch cut. We chose ε sufficiently small so that
the contour Γ contains all the poles z1, . . . , zm of the function f(z). Then, by applying the
residue theorem we obtain ∫

Γ
za−1f(z)dz = 2πi

m∑
j=1

Res(f, zj).

On the other hand∫
Γ
za−1f(z)dz =

∫
S−ε (0)

za−1f(z)dz +

∫
S+
1/ε

(0)
za−1f(z)dz +

∫ 1/ε

ε
xa−1f(x)dx+ e2πi(a−1)

∫ ε

1/ε
xa−1f(x)dx

=

∫
S−ε (0)

za−1f(z)dz +

∫
S+
1/ε

(0)
za−1f(z)dz + (1− e2πi(a−1))

∫ 1/ε

ε
xa−1f(x)dx.

Combining the last two equations we have that∫ 1/ε

ε
xa−1f(x)dx =

2πi

1− e2πi(a−1)

m∑
j=1

Res(f(z)za−1, zj)

−

(∫
S−ε (0) z

a−1f(z)dz +
∫
S+
1/ε

(0) z
a−1f(z)dz

)
1− e2πi(a−1)

.

(6.16)
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We need to show that the last term in the above identity tends to zero as ε→ 0. One has by
the estimation lemma and (6.14)∣∣∣∣∣

∫
S−ε (0)

za−1f(z)dz

∣∣∣∣∣ ≤ 2πε sup
z∈Sε(0)

|za−1f(z)| < 2πεM2ε
δ2−1 = 2πM2ε

δ2 ,

where we assume ε sufficiently small so that ε < r, with r defined in (6.14). In the same way
by the estimation lemma and (6.13) we have∣∣∣∣∣

∫
S+
1/ε

(0)
za−1f(z)dz

∣∣∣∣∣ ≤ 2π/ε sup
z∈S1/ε(0)

|za−1f(z)| < 2π

ε
M1ε

δ1+1 = 2πM1ε
δ1 ,

where again we assume ε sufficiently small so that 1/ε > R with R defined in (6.13). Therefore
we conclude that in the limit ε→ 0 the relation (6.16) becomes (6.15).

Example 6.34. Let us calculate the integral∫ ∞
0

xa−1

x+ 1
dx, 0 < a < 1.

We clearly have that the function
za−1

z + 1
satisfies the conditions (6.13) and (6.14). The function

1/(z + 1) has the only simple pole at z = −1 so that

∫ 1/ε

ε

xa−1

x+ 1
dx =

2πi

1− e2πi(a−1)
Res(

za−1

z + 1
, z = −1)−

(∫
S−ε (0)

za−1

z + 1
dz +

∫
S+
1/ε

(0)

za−1

z + 1
dz

)
1− e2πi(a−1)

.

where z = −1 = eπi. In the limit ε→ 0 we obtain∫ ∞
0

xa−1

x+ 1
dx =

2πi

1− e2πi(a−1)
(eπi)a−1 =

π

sin(π(1− a))
.

Example 6.35. Singular integrals. In some cases one needs to calculate a real inte-
gral that, using complex analysis, becomes a singular integral. Let us consider the classical
example ∫ ∞

0
sinc(x)dx

where sinc(x) =
sin(πx)

πx
. Note that limx→0

sin(πx)

πx
= 1 and x = 0 is a removable singularity.

Since sinc(x) is an even function, we can consider this integral on the whole real axis and as

the imaginary part of
eiπz

πz
, namely

∫ ∞
0

sinc(x)dx =
1

2
Im

∫ ∞
−∞

eiπz

πz
dz,

where the r.h.s. is a singular integral. Indeed the function eiπz

πz has a pole at z = 0 on the
contour of integration and no other poles. Since eizπ is exponentially small for Im(z) > 0 we
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can use contour deformation and close the integral on the upper half space with a semicircle
of radius R and let R → ∞. Then we apply the generalized Cauchy integral formula of
theorem 6.14 to obtain

p.v.

∫ ∞
−∞

eiπz

πz
dz = πiRes(f, 0) = i

We conclude that ∫ ∞
0

sinc(x)dx =
1

2
.

6.6 Discrete application of the Residue theorem

Infinite sum. Consider a series of the form

S =
+∞∑

n=−∞
f(n)

where f(z) is a holomorphic function with possibly some finite number of poles off the real
axis.

Theorem 6.36. Let f be a holomorphic function with possibly some finite number of poles
off the real axis. Furthermore we assume that there is ε > 0 such that

(6.17) lim
|z|→∞

|f(z)||z|1+ε = c

where c is a constant. Then

(6.18)
∑
n∈Z

f(n) = −
∑

z=poles of f

Res(f(z)π cot(πz), z).

Proof. In order to perform the sum, we find an auxiliary function g(z) with simple poles at
the integers and with residue equal to 1. Typically

g(z) = π cot(πz) =
π cos(πz)

sin(πz)

which has simple poles at the integers n ∈ Z with residue equal to one. Let γN be the
positively oriented square with vertices N + 1

2 ± i(N + 1
2) and −(N + 1

2)± i(N + 1
2) with N

positive integer. Namely each side of the square has length 2N + 1. We consider the integral

1

2πi

∫
γN

f(z)
π cos(πz)

sin(πz)
dz.

We consider N sufficiently large so that all poles of f are inside γN and we can apply the
residue theorem:

1

2πi

∫
γN

f(z)
π cos(πz)

sin(πz)
dz =

∑
n∈Z

f(n) +
∑

z=poles of f

Res(f(z)π cot(πz), z) .
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Next we want to show that the integral
∫
γN
f(z)

π cos(πz)

sin(πz)
dz is equal to zero. Given the

decay condition (6.17) of f(z) it can be checked, using the Estimation Lemma, that for N
sufficiently large∣∣∣∣∫

γN

f(z)
π cos(πz)

sin(πz)
dz

∣∣∣∣ ≤ 4π(2N + 1) sup
z∈γN

|cos(πz)

sin(πz)
| c1

N1+ε
→ 0 as N →∞

where c1 > c > 0 and we use the fact that supz∈γN |
cos(πz)

sin(πz)
| is bounded as N →∞. Indeed

we have

cot(z) =
cos(x+ iy)

sin(x+ iy)
= i

cosx cosh y − i sinx sinh y

− cosx sinh y + i sinx cosh y

The right vertical side of the square γN is parametrized by (N + 1
2)(1 + it), with t ∈ [−1, 1]

so that the cotangent can be bounded by a constant, namely

| cot

(
π(N +

1

2
)(1 + it)

)
| =

∣∣∣∣∣ cos(π(N + 1
2)) cosh(tπ(N + 1

2))− i sin(π(N + 1
2)) sinh(tπ(N + 1

2))

− cos(π(N + 1
2)) sinh(tπ(N + 1

2)) + i sin(π(N + 1
2)) cosh(πt(N + 1

2))

∣∣∣∣∣
=

∣∣∣∣∣ sinh(πt(N + 1
2))

cosh(πt(N + 1
2))

∣∣∣∣∣ < M, t ∈ [−1, 1]

because tanh(πt(N+ 1
2)) is uniformly bounded by a constant M when t ∈ [−1, 1]. In a similar

way one can show that cot(πz) is bounded on all other sides of the square γN . Therefore
applying the residue theorem we obtain

0 = lim
N→∞

1

2πi

∫
γN

f(z)
π cos(πz)

sin(πz)
dz =

∑
n∈Z

f(n) +
∑

z=poles of f

Res(f(z)π cot(πz), z)

so that

(6.19)
∑
n∈Z

f(n) = −
∑

z=poles of f

Res(f(z)π cot(πz), z).

Example 6.37. The goal is to show that

S =
∞∑
n=1

1

n2
=
π2

6
.

For the purpose we consider the sum

I(a) =
∑
n∈Z

1

n2 + a2

where a ∈ R and we take f(z) =
1

z2 + a2
which has simple poles at z = ±ia. Then by (6.19)

I(a) =
∑
n∈Z

1

n2 + a2
= −Res

(
π cot(πz)

z2 + a2
, z = ia

)
− Res

(
π cot(πz)

z2 + a2
, z = −ia

)
= π

coth(πa)

a
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Next we observe that

1

2
lim
a→0

(I(a)− 1

a2
) =

1

2
lim
a→0

∑
n∈Z,n 6=0

1

n2 + a2
=
∞∑
n=1

1

n2
= S

So we need just to calculate

1

2
lim
a→0

(I(a)− 1

a2
) =

1

2
lim
a→0

(
π

coth(πa)

a
− 1

a2

)
=
π2

6
.

We conclude that S =
∑∞

n=1

1

n2
= π2/6. Note that in this way we have calculated the

Riemann zeta function

ζ(s) =

∞∑
n=1

1

ns

at s = 2.

Exercise 6.38. Applying the same ideas as above you can show that

ζ(4) =
∞∑
n=1

1

n4
=
π3

90
, ζ(6) =

∞∑
n=1

1

n6
=

π5

945
, ζ(8) =

∞∑
n=1

1

n8
=

π7

4725× 2
, . . .

Remark 6.39. For alternating serie
∑+∞

n=−∞(−1)nf(n) one uses instead of cot(πz) the func-
tion g(z) = π

sin(πz) that has residue (−1)n at the integer n.
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Week 8

7 Zeros of analytic functions

7.1 Zeros.

Let D ⊂ C be a domain and f : D → C analytic function. We say that a point z0 ∈ D is a
zero of f iff f(z0) = 0.

Classification of zeros. Let z0 be a zero of an analytic function f . Expanding f in Taylor
series about z0 we have

f(z) =
∞∑
n=0

an(z − z0)n (z ∈ BR(z0))

where BR(z0) ⊂ D. Then a0 = f(z0) = 0 and two different possibility can occur:

i) all the coefficients an are zero, and then f(z) ≡ 0 in BR(z0),

ii) there exists m ∈ N such that a0 = a1 = · · · = am−1 = 0, but am 6= 0.

In the case (ii) we say that z0 is a zero of f of order m. Sometime zeros of order 1 are called
simple zeros. For example, the function f(z) = zm has a zero of order m at z0 = 0.

Example 7.1. Let pn(z) be a polynomial and z0 be a root of pn of multiplicity m (see
Exercise 5.7). Then z0 is a zero of pn of order m.

Exercise 7.2. Prove that the following conditions are equivalent:

a) z0 is a zero of a function f of order m;

b) f(z0) = f ′(z0) = · · · = f (m−1)(z0) = 0 and f (m)(z0) 6= 0;

c) f can be represented as

f(z) = (z − z0)mh(z) (z ∈ BR(z0)),

where h is analytic in BR(z0) and h(z0) 6= 0.

d) z0 is a pole of order m of the function 1
f(z) .

Remark 7.3. Proposition 5.5 implies that if z0 is a pole of order m of the function f(z)
then the function 1

f(z) is analytic at z0, and z0 is its zero of order m. However, if z0 is

an essential singularity of f(z) then 1
f(z) can not be analytic at z0. This follows from the

Casorati–Weierstrass Theorem (explain how). Moreover if z0 is an essential singularity of
f(z), then there is more then one option for 1/f(z):

• z0 is an essential singularity of 1
f(z)

• z0 is a cluster point of singularities, i.e. a limit point of isolated singularity.
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For example f(z) = e
1
z has an essential singularity at z = 0 and also the function 1/f(z) =

e−
1
z . The function f(z) = sin(1/z) has an essential singularity at z = 0 while the function

1/f(z) = 1/ sin(1
z ) has poles at z = 1

2πn that are clustering at z = 0 as n → ∞. So in this
case z = 0 is a cluster point of singularities and not an essential singularity.

Example 7.4. Find zeros and their orders of the function

f(z) =
(z2 + 1)2

z
.

Solution. It is clear that zeros of f occur at the roots of (z2 + 1)2 = 0, that is at z = ±i. To
find the order of zeros we represent f as follows:

(z2 + 1)2

z
=

{
(z − i)2g(z), where g(z) = (z+i)2

z is analytic at z = i and g(i) = 4i 6= 0,

(z + i)2g(z), where g(z) = (z−i)2
z is analytic at z = −i and g(−i) = 4i 6= 0.

So by Exercise 7.2 (c) we conclude that z = i and z = −i are both zeros of f of order 2.

Example 7.5. Find zeros and their orders of the function

f(z) = cos(z).

Solution. It is clear that zeros of f occur at zn = (n+ 1
2)π, (n ∈ Z). Observe that

cos′(zn) = − sin(zn) = (−1)n+1 6= 0.

So by Exercise 7.2 (b) we conclude that zn = (n+ 1
2)π are zeros of f of order 1.

Definition 7.6. We say that a zero z0 of an analytic function f is isolated iff there exists
r > 0 such that f(z) 6= 0 on A0,r(z0).

Lemma 7.7. A zero of finite order of an analytic function is isolated.

Proof. Write
f(z) = (z − z0)mg(z) (z ∈ BR(z0)),

where g is analytic in BR(z0) and g(z0) 6= 0. In particular, g is continuous at z0. Hence there
exists r > 0 such that for any z ∈ Br(z0) one has g(z) 6= 0. But then f(z) = (z−z0)mg(z) 6= 0
on A0,r(z0), since g(z) 6= 0 on A0,r(z0).

In the previous section we have considered infinite series representing analytic functions
in a domain D. Now we consider infinite products.

7.2 Infinite products

The natural question is whether it is possible to represent analytic functions via their zeros.
Let {aj}∞j=1, with aj 6= −1, be a sequence of complex numbers and consider the product

Pn =
n∏
j=1

(1 + aj).
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If the limit limn→∞ Pn exists and it is equal to P we write

P :=
∞∏
j=1

(1 + aj)

Clearly, by taking the logarithmic, the infinite product becomes an infinite sum

S =
∞∑
j=1

log(1 + aj)

where log is the principal branch of the logarithmic and the series means that the partial
sums Sn =

∑n
j=1 log(1 + aj) has a limit as n→∞. Clearly the sum converges if |aj | → 0 as

j →∞.

Definition 7.8. Let Re(aj) > −1 for all j ≥ 1, the product
∏∞
j=1(1 + aj) is said to converge

absolutely if the series
∑∞

j=1 log(1 + aj) converges absolutely.

To have an estimate of the convergence we have the following lemma.

Lemma 7.9. For |z| ≤ 1
2

(7.1)
1

2
|z| ≤ |log(1 + z)| ≤ 3

2
|z|

Proof. We consider the Taylor series expansion of log near z = 0

log(1 + z) =

∞∑
n=1

(−1)n
zn

n
= z − z2

2
+
z3

3
+ . . .

that converges for |z| < 1. So for |z| < 1 we have∣∣∣∣1− 1

z
log(1 + z)

∣∣∣∣ =

∣∣∣∣∣
∞∑
n=2

(−1)n
zn−1

n

∣∣∣∣∣ ≤ 1

2

∞∑
n=1

|zn|

=
1

2

|z|
1− |z|

|z|≤ 1
2

≤ 1

2

which implies

||z| − | log(1 + z)|| ≤ |z − log(1 + z)| < 1

2
|z|

where in the first inequality we use the reverse triangular inequality.

The above lemma enables to conclude that the series
∑∞

j=1 |zj | converges, if and only if the
series

∑∞
j=1 |log(1 + zj)| converges, because the terms of the logarithmic series are dominated

from above by 3
2 |zj | and from below by 1

2 |zj |. We have to keep in mind that |zj | < 1
2 for j

sufficiently large (why?). Then the convergence of Pn = eSn is established by the absolute
convergence of Sn. We are now ready to prove the following
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Theorem 7.10. Let D be a domain in C and {fn(z)}∞n=1 a sequence of holomorphic functions
in D. Suppose that there is n0 > 0 such that for all z ∈ D and n > n0, |fn(z)| < Mn for
some constant Mn and

∑∞
n=n0+1Mn <∞. Then the product

∞∏
n=1

(1 + fn(z))

converges uniformly to an analytic function f(z) in D.

Proof. Since the series
∑∞

n=n0+1Mn is convergent, there is N > n0 such that Mn <
1
2 for all

n ≥ N . Let k > m > N , and Sm =
∑m

n=N log(1 + fn(z)), then we have by Lemma 7.9

|Sm(z)| ≤
m∑

n=N

| log(1 + fn(z))| ≤ 3

2

m∑
n=N

|fn(z)| ≤ 3

2

∞∑
n=m

Mn := M <∞(7.2)

|Sm(z)− Sk(z)| = |
k∑

n=m+1

log(1 + fn(z))| ≤ 3

2

k∑
n=m+1

|fn(z)|(7.3)

≤ 3

2

k∑
n=m+1

Mn ≤
3

2

∞∑
n=m+1

Mn = εm

where εm → 0 as m → ∞. This shows that Sm is a uniform convergence Cauchy sequence.
Now let Pm =

∏m
n=N (1 + fn(z)) so that

|Pk(z)− Pm(z)| =
∣∣∣eSm(z)(eSk(z)−Sm(z) − 1)

∣∣∣ ≤ e|Sm(z)|(e|Sk(z)−Sm(z)| − 1)

≤ eM (eεm − 1),

where we have used (7.2) and (7.3) and the fact that

|ez − 1| = |
∞∑
k=1

zk

k!
| ≤

∞∑
k=1

|z|k

k!
= e|z| − 1.

This shows that Pm is a uniform Cauchy sequence and therefore uniformly convergent to a
continuous function P̃ (z) in D. By Morera theorem P̃ (z) is analytic in D. Indeed for any
close contour γ ∈ D∫

γ
P̃ (z)dz =

∫
γ

lim
m→∞

Pm(z)dz = lim
m→∞

∫
γ
Pm(z)dz = 0

because each Pm is analytic. We conclude that

P (z) = (1 + f1(z))(1 + f2(z)) . . . (1 + fN−1(z))P̃ (z) =
∞∏
n=1

(1 + fn(z))

is an absolutely and uniformly convergent sequence of analytic functions.

Example 7.11. Let

P (z) = πz
∞∏
n=1

(1− z2

n2
).
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In this casse fn(z) = z2

n2 and inside the circle |z| < R we have

∞∑
n=1

R2

n2
<∞,

that shows that P (z) is analytic in |z| < R. Since we can take R arbitrarily large, P (z) is
analytic in C. We observe that sin(πz) has the same zeros as P (z). It can be shown indeed
that the two functions coincides namely

sin(πz) = πz
∞∏
n=1

(1− z2

n2
).

In a similar way

cos(πz) =

∞∏
n=0

(1− z2

(n+ 1
2)2

).

7.3 Analytic continuation

Recall, that a point z0 ∈ C is called a limit point of a set S ⊂ D ⊆ C iff there exists a
sequence {zn}n∈N ⊂ S, such that zn 6= z0 and limn→∞ zn = z0. In other words, for any r > 0
one has S ∩A0,r(z0) 6= ∅.

Lemma 7.12. Let D ⊆ C be a domain and f : D → C analytic function. Let N ⊆ D be the
set of zeros of f . If N has a limit point z0 ∈ D then f(z) ≡ 0 in any ball BR(z0) ⊂ D.

Proof. Let (zn) ⊂ N be a sequence such that limn→∞ zn = z0 ∈ D. Since f is analytic and,
in particular, continuous in D, we conclude that

f(z0) = lim
n→∞

f(zn) = 0.

Therefore z0 is a zero of f , which is not isolated. Hence z0 is a zero of f of infinite order.
On the other hand, since f(z) is analytic in D for any ball BR(z0) ⊂ D the function f has a
convergent Taylor expansion

f(z) =

∞∑
n=1

an(z − z0)n (z ∈ BR(z0)),

The coefficients an = 0 for all n ≥ 0 because the function f has a zero of infinite order in
z0.

Theorem 7.13. (Identity Theorem) Let D ⊂ C be a domain and f : D → C analytic
function. Let N ⊆ D be the set of zeros of f . If N has a limit point in D then f(z) ≡ 0 in
D.

Proof. By Lemma 7.12 we know that if z0 is a limit point of N then f(z) ≡ 0 in any ball
BR(z0) ⊂ D. For any other point z ∈ D\BR(z0) choose a contour γ : [α, β] → D from z0 to
z. We are going to show that f(γ(t)) = 0 for all t ∈ [α, β].
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By continuity of the map γ one can find δ > 0 such that γ(t) ∈ BR(z0) for each t ∈
[α, α+ δ). Hence f(γ(t)) = 0 for all t ∈ [α, α+ δ) and by continuity f(γ(α+ δ)) = 0. Set

T := sup{τ ∈ [α, β] : f(γ(t)) = 0 for all t ∈ [α, τ ]}.

Clearly α+ δ ≤ T ≤ β. We need to prove that T = β.

Note that f(γ(T )) = 0 by continuity of γ. Assume that T < β. Then z1 = γ(T ) is a non
isolated zero of f . By Lemma 7.12 we know that f(z) ≡ 0 in a ball BR1(z1) ⊂ D. Hence, as
before, we can find δ1 > 0 such that f(γ(t)) = 0 for all t ∈ [α, T + δ1]. But this contradicts
the definition of T . Thus we conclude that T = β.

Corollary 7.14. (Unique Continuation Theorem) Let D ⊂ C be a domain and f, g :
D → C analytic functions. Let S ⊂ D be a subset of D and suppose that

f(z) = g(z) for all z ∈ S.

If S has an accumulation point in D then f(z) ≡ g(z) in D.

Proof. Apply the Identity Theorem to the function f − g.

Analytic continuation. Let D ⊂ C be a domain and f : D → C an analytic function.
We say that f is an extension (or a continuation) of a function g : S → C if S ⊂ D and
f(z) = g(z) for all z ∈ S. According to the Unique Continuation Theorem, if S has an
accumulation point in D then there exists at most one analytic extension of g from S to
D. An important application is that real analytic functions f : R → R have at most one
analytic extension. For example, the complex exponential function (exp,C) defined on C is
the unique analytic extension of the real exponential function (exp,R), defined on R. The
same statement holds for the trigonometric functions sin(x), cos(x).

Example 7.15. Consider g : B1(0)→ C given by g(z) =
∑∞

n=0 z
n. The function f(z) = 1

1−z
on D = C\{1} is the unique analytic extension of g. Observe that f is the maximal extension
of g in the sense that f can not be extended analytically beyond C \ {1}.

The Unique Continuation Theorem provides a method for making the domain of an an-
alytic function as large as possible, e.g., starting from a given real differentiable function, or
starting from a convergent power series.

Example 7.16. Consider the principal branch of the logarithmic function

Log(z) = log |z|+ i arg z, −π < arg z ≤ π.

Observe that such defined function Log(z) is the unique analytic extension to C \ (−∞, 0]
of the real logarithm log(x). The function Log(z) is also the unique analytic extension of the
convergent power series

g(z) =
∞∑
n=1

(−1)n−1 (z − 1)n

n
(z ∈ B1(1)),

simply because Log(z) = g(z) for z ∈ B1(1).

We can also analytically continue the function Log(z) along a path. For example if we
consider a unit circle around the origin in the counterclockwise direction and start at the
point 1 after a full circle one obtains the function h(z) = 2πi+ Log(z).
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Example 7.17. The function f(z) =
√
z = e

1
2

Log(z) with −π ≤ arg(z) < π is analytic in
C\(−∞, 0]. If we take the analytic continuation of f(z) along a unit circle around the origin
in the counterclockwise direction starting from the point +1 we end up with the function
g(z) = e

1
2

(Log(z)+2πi) = −
√
z = −f(z). This is the other solution of the equation

f(z)2 = z.

If we continue analytically g(z) = −
√
z along a unit circle centred at the origin, we recover

f(z) the original function. So the function
√
z has an analytic extension to two copies of the

complex plane glue along the negative real axis.

Further investigation of analytic continuation lead naturally to the concept of Riemann
surfaces as domains where functions that are multivalued on the complex plane become single-
valued.

Example 7.18. The Γ function is defined as

Γ(z) =

∫ ∞
0

tz−1e−tdt, Re(z) > 0.

The function is a differentiable (and therefore analytic function) for Re(z) > 0, where the
integral is defined.

For n positive integer the function coincides with the factorial Γ(n) = (n − 1)! that can
be verified by integration by parts of the integral

∫∞
0 tn−1e−tdt.

Further by integration by parts one obtains the functional relation

Γ(z) =

∫ ∞
0

tz−1e−tdt =
tz

z
e−t
∣∣∣∣∞
0

+
1

z

∫ ∞
0

tz−1e−tdt =
Γ(z + 1)

z
.

We notice that Γ(z + 1) is a well defined analytic function for Re(z) > −1 and therefore the

ratio Γ(z+1)
z has a simple pole at z = 0. We conclude that the function

Γ(z) =
Γ(z + 1)

z

has an analytic extension in Re(z) > −1 and z 6= 0. Repeating the integration by parts
multiple times we arrive to

Γ(z) =
Γ(z + 1)

z
=

Γ(z + 2)

z(z + 1)
= · · · = Γ(z + n)

z(z + 1) . . . (z + n− 1)
, ∀n ∈ N.

In the right hand-side of the above relation the function Γ(z + n) is analytic for Re(z) >
−n. It follows that the function Γ(z) has an analytic extension for Re(z) > −n and z 6=
0,−1,−2, . . . , n−1 where it has simple poles. We can conclude that the function Γ(z) has an
analytic extension to the whole C\{0,−1,−2,−3 . . . } and it has simple poles at the negative
integers.

7.3.1 Fourier series

Let f : [−1, 1]→ C be an integrable function, namely∫ π

−π
|f(eiθ)|dθ <∞.
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The Fourier coefficients of f are

an =
1

2π

∫ π

−π
f(eiθ)e−inθdθ, z ∈ Z.

The Fourier series of f is formally

f(eiθ) '
∞∑

n=−∞
ane

iθn.

The use of Fourier series is crucial in harmonic analysis, quantum mechanics, wave propaga-
tion, signal processing.

We want to address the following question: what properties of the Fourier coefficients
guarantees that the function f defined on the unit circle has an analytic extension to an
annulus that contains the unit circle? Let us consider a function f that is analytic in Ar,R(0),
0 < r < 1 < R. Then by the Laurent series theorem the function f can be represented by the
Laurent series expansion

(7.4) f(z) =

∞∑
n=−∞

anz
n

where

an =
1

2πi

∫
S+
ρ (0)

f(w)

wn+1
dw r < ρ < R.

Clearly we can take ρ = 1 so that

an =
1

2π

∫ π

−π
f(eiθ)e−inθdθ, n ∈ Z

that coincide with the Fourier coefficients of f . The above considerations lead to the following
proposition.

Proposition 7.19. Let {an}n∈Z be the Fourier coefficients of an integrable function g defined
on the unit circle. If the Fourier coefficients an satisfy

r = lim sup
n→∞

|a−n|
1
n < 1 < R =

(
lim sup
n→∞

|an|
1
n

)−1

,

then the function g has an analytic extension to the annulus Ar,R(0). The analytic extension
is given by the function f defined by Laurent series

f(z) =

∞∑
n=−∞

anz
n, z ∈ Ar,R(0),

and f(z)|S1(0) = g(z). If an = 0 for n < 0, then the function g has an analytic extension to
the disc BR(0).

Next we consider the case of a function f : R → C with
∫∞
−∞ |f(x)|dx < ∞. The Fourier

transform is defined as

f̂(ξ) =
1

2π

∫ ∞
−∞

f(x)e−2πiξxdx
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and the inverse Fourier transform is formally defined (in the sense that we ignore convergence
issues)

f(x) =

∫ ∞
−∞

f̂(ξ)e2πiξxdξ.

A similar question about decay of Fourier transform and analyticity can be posed. Let ε > 0
and

Sε = {z ∈ C | |Im(z)| < ε}.
Let

Aε = {f : Sε → C | f analytic and sup
−ε<y<ε

∫ ∞
−∞
|f(x+ iy)|dx <∞}.

We have the following lemma that we do not prove.

Lemma 7.20. Paley-Wiener. Let f ∈ Aε. Then for any δ ∈ [0, ε)

(7.5) |f̂(ξ)| < Be−2πδξ, ξ ∈ R,

for some positive constant B. Viceversa, if the Fourier transform f̂(ξ) has the decay rate as
in (7.5), then the function f

f(x) =

∫ ∞
−∞

f̂(ξ)e2πiξxdξ.

has an analytic extension off the real axis to a strip Sδ.

Example 7.21. Let us calculate the Fourier coefficients of f(x) = 1
x2+1

, namely the integral∫ ∞
−∞

e2πiξx

x2 + 1
dx.

We consider the case ξ ≥ 0 and the case ξ < 0 separately. In the case ξ ≥ 0 there are
constants M > 0 and R� 1 so that

| e
2πizξ

(z2 + 1)
| < M

R2
|z| > R, Imz ≥ 0.

Therefore we can close the contour on the upper half space and use residue theorem to obtain∫ ∞
−∞

e2πixξ

(x2 + 1)
dx = 2πiRes(

e2πizξ

(z2 + 1)
, z = i)

= 2πi lim
z→i

[
(z − i) e2πizξ

(z2 + 1)

]
= πe−2πξ

In the case ξ < 0 the function | e
2πizξ

(z2 + 1)
| is bounded for large |z| and Imz < 0, so in this

case the contour should be closed in the lower half space and the total contour is oriented
clockwise. By applying the residue theorem to the clockwise oriented contour we obtain∫ ∞

−∞

e2πixξ

(x2 + 1)
dx = −2πiRes(

e2πizξ

(z2 + 1)
, z = −i) = πe2πξ

Therefore f̂(ξ) = πe−2π|ξ|. From the Lemma 7.20 we conclude that the function f(x) =
π
∫∞
−∞ e

−2π|ξ|e2πiξxdξ has an analytic extension to the strip S1. Since f(x) = 1
1+x2

, the

analytic extension is given by the function 1/(z2 + 1) that has poles at z = ±i.
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7.4 Principle of the Argument

We now turn to an application of the Residue Theorem which gives information concerning
the number of zeros and poles of a complex function. It is convenient to introduce the notation

ind(f, z0) =


m, if f has a zero of order m (m ∈ N) at z0,
−m, if f has a pole of order m (m ∈ N) at z0,

0, if f is analytic (or has a removable singularity) at z0, and f(z0) 6= 0.

We say that ind(f, z0) is the index of f at z0.

Theorem 7.22. (Principle of the Argument) Let D ⊆ C be a simply connected domain
and S = {z1, z2, · · · , zp} ⊂ D, p ≥ 1. Let f : D \ S → C be an analytic function which has no
zeros or poles in D \ S and has a zero or a pole at each point of S. Let γ : [α, β]→ D \ S be
a closed contour. Then

(7.6)
1

2πi

∫
γ

f ′(z)

f(z)
dz =

∑
zk∈S

W (γ, zk)ind(f, zk).

Proof. By the Residue Theorem,

1

2πi

∫
γ

f ′(z)

f(z)
dz =

∑
zk∈S

W (γ, zk)Res(f ′/f, zk).

We are going to show that:
(a) If ind(f, zk) = p > 0 then f ′/f has a pole of order 1 at zk and Res(f ′/f, zk) = p;
(b) If ind(f, zk) = −p < 0 then f ′/f has a pole of order 1 at zk and Res(f ′/f, zk) = −p.

Case (a). To prove (a) note that by Exercise 7.2 (c)

f(z) = (z − zk)pg(z) (z ∈ BR(zk)),

where g : BR(zk)→ C is analytic and g(zk) 6= 0. Therefore

f ′(z) = p(z − zk)p−1g(z) + (z − zk)pg′(z),

and hence
f ′(z)

f(z)
=

p

z − zk
+
g′(z)

g(z)

has a simple pole with residue p at zk, because g′/g is analytic at zk.

Case (b). In this case, similarly as in Proposition 5.5,

f(z) = (z − zk)−pg(z) (z ∈ A0,R(zk)),

where g : BR(zk)→ C is analytic and g(zk) 6= 0. Therefore

f ′(z) = −p(z − zk)−p−1g(z) + (z − zk)−pg′(z),

and hence
f ′(z)

f(z)
=
−p

z − zk
+
g′(z)

g(z)
,
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which has a simple pole with residue −p at zk, because g′/g is analytic at zk.

If f is holomorphic in C except that for a finite set of poles and γ is a simple close and
positively oriented curve in C and such that all the zeros and poles of f are contained inside
γ we have that

(7.7)
1

2πi

∫
γ

f ′(z)

f(z)
dz =

number of zeros of f in
C counting multiplicity

− number of poles of f in
C counting multiplicity

.

If the function f does not have poles inside the simple contour γ, then the principle of the
argument Theorem counts the number of zeros of f inside the contour γ.

In what follows, for an analytic function f defined on a domain D ⊆ C we denote Nf :=
{z ∈ D : f(z) = 0}. Observe that by Lemma 7.12 the set Nf has no limit points in D, except
for the case f ≡ 0 in D.

The theorem below is frequently used to locate zeros of a function by comparing it with
another function whose zeros could be located more easily.

Theorem 7.23. (Rouché Theorem) Let D ⊆ C be a simply connected bounded domain
and f, g : D → C analytic functions. Let γ : [α, β]→ D be a closed contour. Assume that

(7.8) |f(z)− g(z)| < |f(z)| (z ∈ γ).

Then

(7.9)
∑
zk∈Nf

W (γ, zk)ind(f, zk) =
∑
zk∈Ng

W (γ, zk)ind(g, zk),

where Nf and Ng are the sets of zeros of f and g respectively.

Remark 7.24. Condition (7.9) implies that neither f nor g can be zero on γ.

Proof. Let F (z) := g(z)
f(z) . Then from (7.8) we have

(7.10) |1− F (z)| < 1 (z ∈ γ).

Let Γ(t) = F (γ(t)). Clearly Γ : [α, β]→ C is a closed contour. Moreover, Γ ⊂ B1(1) by (7.10).
Hence the winding number of the point z = 0 with respect to Γ is zero, namely W (Γ, 0) = 0
and therefore ∫

γ

F ′(z)

F (z)
dz =

∫ β

α

F ′(γ(t))

F (γ(t))
γ′(t)dt =

∫ β

α

Γ′(t)

Γ(t)
dt

=

∫
Γ

1

z
dz = 2πiW (Γ, 0) = 0.

But by direct computation
F ′(z)

F (z)
=
g′(z)

g(z)
− f ′(z)

f(z)
,

which implies (7.9).

Example 7.25. Let p(z) = z8 − 5z3 + z − 2. Prove that p(z) has exactly 3 roots (counted
with multiplicities) inside the unit circle.
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Solution. Let q(z) = −5z3. For |z| = 1 it is immediate that

|q(z)− p(z)| = | − z8 − z + 2| < |q(z)| = 5.

By Rouché’s Theorem p and q have the same number of zeros (counted with multiplicities)
inside the unit circle, and the equation 5z3 = 0 obviously has one zero with multiplicity 3
inside the unit circle.

Exercise 7.26. (Fundamental Theorem of Algebra) Let pn = anz
n+an−1z

n−1 + · · ·+
a1z + a0 be a polynomial of degree n ≥ 1. Prove that pn has exactly n zeros (counted with
multiplicities).

Hint. Let q(z) = anz
n and estimate |pn(z)− q(z)| on S+

R (0) for large enough R > 0.

The following theorem provides an important property of non constant holomorphic func-
tions. Recall that continuity requires that the preimage of an open set is open, namely f−1(U)
is open in C when U is open in C.

Definition 7.27. A function f : D → C is called open if and only if it maps every open set
U ⊂ D to an open set f(U) ⊂ C.

Theorem 7.28 (Open mapping theorem). Let f(z) : D → C be a holomorphic non constant
function. Then f is an open mapping. If f is a bijection to its image f(D), then f ′(z) 6= 0
for all z ∈ D.

Proof. We use Rouché theorem to prove this result. Let a ∈ D and let b = f(a). We want to
show that there is δ > 0 so that Bδ(b) ⊂ f(D). Since the zeros of holomorphic functions are
isolated, there is a sufficiently small and close neighbourhood Bε(a) ⊂ D so that f(z)− b 6= 0
for all z ∈ Bε(a) and z 6= a. This means that f(z)− b is not zero in Sε(a) and since Sε(a) is
compact we have

δ = inf
z∈Sε(a)

|f(z)− b| > 0.

Next we apply the Rouché theorem to the functions h(z) = f(z) − b and g(z) = f(z) − w
where w ∈ Bδ(b)\{b}. Then

|h(z)− g(z)| = |w − b| < δ ≤ |f(z)− b| = |h(z)|, z ∈ S+
ε (a).

By the Rouché Theorem we conclude that f(z) − b and f(z) − w have the same number of
zeros in Bε(a). Since f(z) − b has a zero of order at least one at z = a, it follows that for
every w ∈ Bδ(b)\{b}, there is at least one value of z ∈ Bε(a)\{a} so that

f(z) = w.

If f is a bijection to its image f(D) it follows that for every w ∈ f(D), there is only one value
of z ∈ D so that f(z) − w = 0 and this implies that the equation f(z) − w = 0 has a first
order zero, or equivalently, f ′(z) 6= 0 for all z ∈ D.
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7.5 Maximum Modulus Principle

The Maximum Modulus Principle states that if f is analytic in a domain D then |f(z)| can
have its maximum only the boundary of D. This property of analytic functions becomes
crucial in the study of harmonic functions and boundary value problems. We start with a
preliminary lemma.

Lemma 7.29. (Mean Value Property) Let f : BR(z0) → C be an analytic function.
Then for any r ∈ (0, R) one has

(7.11) f(z0) =
1

2π

∫ 2π

0
f(z0 + reiϕ)dϕ.

Proof. By the Cauchy Integral Formula

f(z0) =
1

2πi

∫
S+
r (z0)

f(z)

z − z0
dz =

1

2πi

∫ 2π

0

f(z0 + reiϕ)

reiϕ
rieiϕdϕ =

1

2π

∫ 2π

0
f(z0 + reiϕ)dϕ,

which is required.

Remark 7.30. The Mean Value Property states that the value of f at the center of a ball
Br(z0) is the average its values on the spheres Sr(z0).

Let D ⊂ C be a domain and f : D → C an analytic function. We say that z0 ∈ D is a local
maximum point of |f | iff there exists r > 0 such that |f(z)| ≤ |f(z0)| for all z ∈ Br(z0) ⊂ D.
We say that z0 ∈ D is a local minimum point of |f | iff z0 is a local maximum of −|f |.

Theorem 7.31. (Maximum Modulus Theorem) Let D ⊂ C be a domain and f : D → C
an analytic function. If |f | has a local maximum point in D then f is constant in D.

Proof. Assume that z0 ∈ D is a local maximum point of |f |. Choose R > 0 such that
BR(z0) ⊂ D. By the Mean Value Property applied at z0 ∈ D, for any r ∈ (0, R) one has

|f(z0)| ≤ 1

2π

∫ 2π

0
|f(z0 + reiϕ)|dϕ.

On the other hand
1

2π

∫ 2π

0
|f(z0 + reiϕ)|︸ ︷︷ ︸
≤|f(z0)|

dϕ ≤ |f(z0)|,

since z0 is a local maximum point of |f |. We conclude that

1

2π

∫ 2π

0
|f(z0 + reiϕ)|dϕ = |f(z0)|.

Rewrite the last equality as

1

2π

∫ 2π

0

{
|f(z0)| − |f(z0 + reiϕ)|

}︸ ︷︷ ︸
≥0, since z0 is a local maximum

dϕ = 0.

Therefore |f(z0)| − |f(z0 + reiϕ)| = 0 on Sr(z0). Hence

∀r ∈ (0, R) : |f(z0)| ≡ |f(z0 + reiϕ)| on Sr(z0).
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We conclude that |f(z0)| ≡ |f(z0 + reiϕ)| in BR(z0). This implies that |f(z)| ≡ const in
BR(z0) and by Cauchy Riemann equations f(z) ≡ const in BR(z0). Thus f(z) is constant in
D by the Identity Theorem.

Remark 7.32. In other words, if f is non constant holomorphic function in D then any
local maximum point of the modulus |f | may occur only on the boundary of D. Observe
that f may have no local maxima on the boundary of D if D is not bounded. For example,
if f(z) = z and D = C+ is the upper half plane, then |f(z)| = |z| has no local maximum
points neither in D nor on the boundary of D. Another example is the function f(z) = z2

on D = {z ∈ C : |z| > 1}. Here every point of the boundary of D is a minimum point of |f | !
Note also that in the trivial case when f is constant in D, the maximum of |f | is attained at
every point of D.

Remark 7.33. The maximum modulus principle is also a consequence of the open mapping
theorem. We first remark that if U ⊂ C is an open set non containing the origin then
|.| : U → (0,∞) is an open mapping. Next assuming that f(z) is non constant in D and
f(z) 6= 0 for all z ∈ D we consider the map |f | : D → (0,∞) that is an open map. If there
is z0 ∈ D such that f(z0) = b attains a maximum in D then |f(Bδ(z0))| ≤ |b| for every disk
Bδ(z0) ⊂ D and the upper bound is reached at z = z0. Therefore |f | cannot be an open map.

Example 7.34. If f(z) = exp(z) and D = B̄1(0) then |f(z)| = eRe(z). Hence |f | has its
maximum on B̄1(0) at z0 = 1.

Exercise 7.35. (Minimum Modulus Theorem) Let D ⊂ C be a domain and f : D → C
an analytic function. If |f | has a local minimum point z0 ∈ D then either f(z0) = 0 or f is
constant in D.

Hint. Apply the Maximum Modulus Theorem to the function 1
f(z) .

Remark 7.36. In other words, if f is non constant in D then any local minimum point of
the modulus |f | may occur only at zeros of f or on the boundary of D.

Example 7.37. If f(z) = z2 and D = B̄1(0) then |f(z)| = |z|2. Hence every z ∈ S1(0) is a
maximum point of f and z0 = 0 is the minimum point of |f |.

Mathematicians of this section
Raymond Edward Alan Christopher Paley (7 January 1907 – 7 April 1933), English Mathe-
matician. Eugène Rouché (18 August 1832 – 19 August 1910) was a French mathematician.
Norbert Wiener (November 26, 1894 – March 18, 1964) was an American computer scientist
and mathematician.
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8 Conformal mappings

In this chapter we consider a more global aspect of analytic functions and we describe ge-
ometrically what their effect is on various regions of the complex plane. The problems and
ideas presented in this chapter are more geometric with respect to the previous chapters. We
wish to define an equivalence relation between domains in C. After doing this it will be shown
that all simply connected domains D ⊂ C are equivalent to the open ball B1(0), and hence
are equivalent to one another.

Let start with the following definition.

Definition 8.1. Let D ⊆ C be a domain and f : D → C a holomorphic function. If f
preserves angles between oriented paths passing at a point z0 then f is said to be conformal
at z0. If f is conformal at every z0 ∈ D we say that f is conformal in D. In the latter case
we also say that f is a conformal mapping of D onto f(D).

To further explain the definition, let D ⊂ C be a domain and let γ1, γ2 : [α, β] → D be
two smooth intersecting paths at a point z0, namely γ1(t1) = γ2(t2) = z0 and γ′1(t1) 6= 0,
γ′2(t2) 6= 0. The angle θ between the paths γ1 and γ2 at z0 is by definition the angle bewteen
its tangent vectors γ′1(t1) and γ′2(t2), namely:

θ := Arg(γ′2(t2))−Arg(γ′1(t1)),

see the figure below.

Now let f : D → C be a holomorphic function. Let Γ1(t) = f(γ1(t)) and Γ2(t) = f(γ2(t)).
Then using the chain rule

Γ′1(t1) = f ′(γ1(t1)︸ ︷︷ ︸
z0

)γ′1(t1), Γ′2(t2) = f ′(γ2(t2)︸ ︷︷ ︸
z0

)γ′2(t2).

Assuming that f ′(z0) 6= 0 we have

Arg(Γ′2(t2))−Arg(Γ′1(t1)) = Arg(f ′(z0)) + Arg(γ′2(t2))− (Arg(f ′(z0)) + Arg(γ′1(t1)))

= Arg(γ′2(t2))−Arg(γ′1(t1)).

This says that given any two paths through z0, f maps these paths onto two paths through
w0 = f(z0) and, when f ′(z0) 6= 0, the angles between the paths are preserved by f both in
magnitude and direction. Therefore, we have proved the following.
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Theorem 8.2. Let D ⊆ C be a domain and f : D → C a holomorphic function. Then f is
conformal at each point z0 ∈ D such that f ′(z0) 6= 0.

Example 8.3. Let us consider the function f(z) = z2. We have for z = r(cos θ + i sin θ)

f(r(cos θ + i sin θ)) = r2(cos 2θ + i sin 2θ);

so it is clear that

• the image of a circle Sr(0) is the circle Sr2(0)

• the image of a ray Rθ = r(cos θ + i sin θ) with θ fixed and r ∈ (0,∞) is the ray R2θ.

The angle of any circle centred at zero and any ray Rθ is π/2 and this angle is preserved since
the map f(z) = z2 maps circles to circles and rays to rays.

Figure 6: The square of size 1 under the map f(z) = z2 and f(z) = z3.

Example 8.4. The map S(z) = az + b, a ∈ C∗ and b ∈ C is a translation and a rotation, so
it clearly preserves angle. The map S(z) = 1/z is an inversion. It maps circles to circles and
lines to lines.

8.1 Mapping properties of analytic functions

In this section we study mapping properties of analytic functions. In particular we are inter-
ested in studying the properties of a conformal map.

We recall the following important property of analytic functions that is given by the Open
mapping theorem 7.28. ”Let f(z) : D → C be a holomorphic non constant function. Then
the image f(D) is a open set of C. If f is a bijection to its image f(D), then f ′(z) 6= 0 for
all z ∈ D”.
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Figure 7: In the first figure the linear map S(z) = az + b, a, b ∈ C\{0} scales, rotates
and translates the square. In the second picture the map S(z) = 1/z leaves the unit circle
invariant, while the circle of radius less then one is mapped to the circle of radius bigger then
one and viceversa.

Definition 8.5. Let U, V ⊆ C be two domains of C. A map

f : U → V,

is called bi-holomorphic if f is analytic and it is a one to one (bijective) map from U to V .
Namely there is an analytic function g : V → U such that f ◦ g = idV and g ◦ f = idU . The
function f is called an automorphism if U = V .

If f is an analytic function on an open set U and f is injective, then f : U → f(U) is a
bi-holomorphic map from U to its image f(U).

We remark that f ′(z) 6= 0 is not sufficient to have an injective map.

Example 8.6. Consider f(z) = exp(z) with z ∈ C. Thus f ′(z) 6= 0 for each z ∈ C. However
f is not one–to–one, indeed f(z) = f(z + 2πi) for any z ∈ C.

Remark 8.7. In fact, according to Theorem 8.2, every one–to–one analytic function is con-
formal. The converse is not true, for example f(z) = z2 is a conformal mapping of C \ {0}
onto itself, but is not one–to–one. The use of the term one–to–one conformal instead of the
equivalent term one–to–one analytic is a traditional terminology.

Example 8.8. Consider f(z) = exp(z), then f is conformal on C because f is analytic and
f ′(z) 6= 0 for all z ∈ C. Let us look for a domain where f is bi-holomorphic to its image. Since
ez = ez+2πi we restrict the domain of definition to the strip D = {z ∈ C : −π < Im(z) < π}.
Fix c ∈ R and consider z = c + iy, then f(z) = reiy for r = ec. That is, for π ≤ y ≤ π, f
maps the line x = c onto the circle with center at the origin and of radius ec. The image of
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the boundary of the strip D namely the lines y = ±π with x ∈ R are f(z) = exeiπ < 0 and
f(z) = exe−iπ < 0, namely the negative real axis. So f(D) = C \ (−∞, 0).

Example 8.9. The map f(z) = Log(z) takes the upper half plane H to the strip {w =
u+ iv ∈ C |u ∈ R, 0 < v < π}. Indeed Log(z) = log |z|+ iarg(z) where the range u = log |z|
is the real axis while 0 < v = arg(z) < π. If we consider instead the half disk D+ = {z ∈
C | |z| < 1, Im(z) > 0} then the image of D+ via Log(z) is given by {w = u + iv ∈ C |u <
0, 0 < v < π}. Indeed now u = log |z| < 0 and 0 < v = arg(z) < π.

Example 8.10. The function f(z) = zα maps the sector S = {z ∈ C | 0 < arg(z) < π
α} to the

upper half plane H = {z ∈ C | Im(z) > 0}. The inverse map is defined by z = f−1(w) = w
1
α ,

where the branch of the logarithm is chosen so that 0 < arg(z) < π. Thus f is a one to
one conformal map between the sector S and H. When α = 2, f is a one–to–one conformal
mappings between the first quadrant D = {z ∈ C : Re(z) > 0, Im(z) > 0} and the upper half
plane.

Example 8.11. The function f(z) = 1
2(z + 1

z ) is called Joukowski transformation. Setting
w = f(z) we see that we have to solve a quadratic equation to obtain the inverse z± =
w ±

√
w2 − 1, where z+z− = 1. It is clear from the expression of z± that when w ∈ [−1, 1]

then z± ∈ S1(0). So for any w ∈ C\[−1, 1] there are two pre-images z+ and z−. Restricting
the map to the half disk D+ = {z ∈ C | |z| < 1, Im(z) > 0}, we see that the image f(D+) =
{z ∈ C | Im(z) < 0}.

Example 8.12. By combining the exponential map, a rotation and the Joukowski map, the
function f(z) = sin(z) = eiz−e−iz

2i maps the strip S = {z ∈ C | − π
2 Re(z) < π

2 , Im(z) > 0} to
the upper half plane.

8.2 Fractional linear transformation

An important example of conformal maps, are fractional linear transformations.

Definition 8.13. A fractional linear transformation is a function S : C→ C of the form

S(z) =
az + b

cz + d

where a, b, c, d ∈ C and ad−bc 6= 0. These are also called Moebius transformations or bilinear
transformations.

Note that

S′(z) =
ad− bc

(cz + d)2
,

so that the condition ad− bc 6= 0 implies that the map S(z) is a conformal map.

Note that when ad− bc = 0 the map S(z) is equal to a constant. Indeed d = bc/a so that

S(z) =
az + b

cz + d
=

a
c (cz + bc

a )

cz + d
=
a

c
.

When ad− bc 6= 0 the inverse map is

z = S−1(w) =
dw − b
−cw + a

.
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Figure 8: Several explicit conformal maps. In the first picture 0 < α < 1.
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For c 6= 0 we can consider S as a map from C to C by observing that S(∞) =
a

c
and

S(−d/c) =∞.
The simplest linear fractional transformations are:

• translations: w = z + b, b ∈ C;

• rotations: w = az and |a| = 1, or rotation plus dilatation (homothetic transformation)
if w = az, a ∈ C and a 6= 0;

• inversion: w = 1/z.

The general linear fractional transformation is a composition of translations, inversions di-
latation and rotations. Indeed for c 6= 0 we can write

az + b

cz + d
=

bc− ad
c2(z + d/c)

+
a

c
,

which shows that the general linear fractional transformation is composed by a translation,
inversion, rotation and homothetic transformation followed by another translation.

Remark 8.14. It is easy to check that the set of linear fractional transformations z → az + b

cz + d
such that ad− bc 6= 0 form a group with respect to composition. Indeed let

w1 =
a1z + b1
c1z + d1

, w2 =
a2w1 + b2
c2w1 + d2

then

(8.1) w2 =
a2

a1z+b1
c1z+d1

+ b2

c2
a1z+b1
c1z+d1

+ d2

=
a2(a1z + b1) + (c1z + d1)b2
c2(a1z + b1) + (c1z + d1)d2

=
z(a2a1 + b2c1) + a2b1 + d1b2
z(a1c2 + c1d2) + b1c2 + d2c1

.

Remark 8.15. Given three distinct points in the complex plane z2, z3 and z4 there is always
a linear fractional transformation that maps them to 1, 0 and∞. The transformation is given
by the ratio

S(z) =
z − z3

z − z4

z2 − z4

z2 − z3
.

Indeed we have S(z3) = 0, S(z2) = 1 and S(z4) =∞.

Next we consider important elements of the group of the fractional linear transformations.

Theorem 8.16. Let
H = {z ∈ C, | Imz > 0},

and consider the map

S(z) =
z − i
z + i

.

The map z → w = S(z) is a bi-holomorphic map from the upper half plane H to the unit disk

B1(0) with inverse S−1(w) = −iw + 1

w − 1
.
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Figure 9: The map S(z) = z−i
z+i .

Proof. We show that the boundary of H , namely the real axis is mapped to the unit circle
and the upper half plane to the interior of the unit circle. Indeed let z = x ∈ R then

|w| = |S(x)| =
∣∣∣∣x− ix+ i

∣∣∣∣ =

√
x2 + 1√
x2 + 1

= 1

Now let z = x+ iy with y > 0, namely z ∈ H. Then

|w| = |S(x+ iy)| =
∣∣∣∣x+ i(y − 1)

x+ i(y + 1)

∣∣∣∣ =

√
x2 + (y − 1)2√
x2 + (y + 1)2

< 1

so that S(H) ⊂ B1(0). To show that S(H) = B1(0) we need to show that the map is surjective.

Solving for z the equations w =
z − i
z + i

we obtain

z = S−1(w) = −iw + 1

w − 1
= −i |w|

2 − 1− 2iImw

|w − 1|2
.

We need to show that when w ∈ B1(0), then Im(z) > 0, that is

Im(S−1(w)) =
1− |w|2

|w − 1|2
> 0, when w ∈ B1(0),

namely S−1(w) ∈ H. This shows that S : H→ B1(0) is surjective so that S(H) = B1(0).

Finally we consider the sub-set of transformations that maps the disk |z| < 1 to the disk
|w| < 1. We have the following theorem.

Theorem 8.17. Let z0 ∈ C with |z0| < 1 and t ∈ R. The transformation

(8.2) St,z0(z) = eit
z − z0

1− z̄0z

is an automorphism of B1(0). All the automorphism of B1(0) have the above form.

Proof. Let |z| < 1, then

|z − z0|2 = (z − z0)(z̄ − z̄0) = |z|2 + |z0|2 − 2Re(zz̄0)
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and
|1− z̄0z|2 = 1 + |z|2|z0|2 − 2Re(zz̄0)

so that

|z−z0|2−|1−z̄0z|2 = |z|2+|z0|2−2Re(zz̄0)−(1+|z|2|z0|2−2Re(zz̄0)) = (1−|z0|2)(|z|2−1) < 0

whenever |z| < 1 and |z0| < 1. Hence for z ∈ B1(0)

|w| = |(St,z0(z)| =
∣∣∣∣ z − z0

1− z̄0z

∣∣∣∣ < 1,

namely it lies within the unit disk. It is left as an exercise to show that for any w ∈ B1(0)
there is z ∈ B1(0) so that z = S−1

t,z0
(w). We conclude that the map St,z0(z) is a bijection of

B1(0) to itself. We skip the proof of the second part of the theorem regarding the statement
that all automorphisms of B1(0) have this form. (See M. Stein and Rami Shakarchi, Complex
Analysis page 218 ”Schwartz Lemma”).

8.3 Conformal equivalence

We start with a definition.

Definition 8.18. Let D1, D2 ⊆ C be domains. We say that D1 is conformally equivalent to
D2 iff there is an analytic one-to-one function (bi-holomorphic function) f : D1 → D2 such
that f(D1) = D2.

Remark 8.19. Clearly conformal equivalence is an equivalence relation.

Exercise 8.20. Prove that C is not conformally equivalent to any bounded domain.
Solution. Let f(z) : C → D be such conformal map, namely an analytic function from C to
D with D a bounded domain. It follows that |f(z)| < c0 for some constant c0. Namely f(z)
is analytic in C and bounded, therefore by Liouville theorem f is constant. But f ′(z) = 0 for
all z ∈ C so a constant cannot be a conformal map from C to D.

The natural question is how to classify domains of the complex plane up to conformal
equivalence. The theorem below is one of the fundamental results in the theory of conformal
mappings.

Theorem 8.21. (Riemann Mapping Theorem) Let D ⊂ C be a simply connected domain
such that D 6= C and let z0 ∈ D. Then there is a unique one–to–one conformal mapping f of D
onto the unit ball B1(0), having the properties f(z0) = 0 and Re(f ′(z0)) > 0, Im(f ′(z0)) = 0.

In other words, among the simply connected domains there are only two equivalence
classes; one consisting of C alone and another containing all proper (different from C) simply
connected domains.

Observe, that classification of conformally equivalent non simply connected domains be-
comes far more complicated. For example, an annulus A1,2(0) is not conformally equivalent
to the punctured unit ball A0,1(0). We do not consider this topic in the course.

Corollary 8.22. Let D1, D2 ⊂ C be simply connected domains such that D1, D2 6= C. Then
D1 and D2 are conformally equivalent.
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Proof. We merely observe that D1 is conformally equivalent to the unit ball B1(0), and B1(0)
is conformally equivalent to D2, via the inverse of the conformal mapping f : D2 → B1(0).

We do not proof the existence of the Riemann mapping theorem but only the uniqueness.
For the existence see Conway, pp.156–159. For the uniqueness we need to introduce the
concept of conformal automorphism.

Conformal automorphism. Let D ⊆ C be a domain. Obviously, D is conformally equiv-
alent to itself, the corresponding one–to–one conformal mapping is the identity mapping
f(z) = z. Also, if f, g : D → D are one–to–one conformal mappings then the composition
g ◦ f : D → D is one–to–one and conformal. Finally, if f : D → D is a one–to–one and
conformal map then f−1 : D → D is one–to–one and conformal. Because of these properties,
the set of all one–to–one conformal mappings from D onto D forms a group (with respect to
compositions), which is called the group of conformal transformations of D. Such group is
also called group of automorphism of D defined as Aut(D).

Lemma 8.23. The group of automorphism of C is given by the transformations

z → az + b, a 6= 0, a, b ∈ C.

Proof. Let f be an automorphism of C to itself, it means that f is analytic and f ′(z) 6= 0 in
C. Let us split the complex plane in two domains B1(0) and D := C\B1(0). Since f is a one
to one map, we have that f(B1(0)) ∩ f(D) = ∅. Applying Picard theorem 5.16 we conclude
that f cannot have an essential singularity at infinity. Indeed the set of values of f(D) is
not dense in C since it does not contain f(B1(0)). It follows that f(z) has at most a pole at
z =∞, namely f(z) is a polynomial in z. In order to have a one to one map, f(z) = az + b
with a 6= 0.

Exercise 8.24. Prove that the group of conformal transformations f of the disk B1(0) to
itself such that f(0) = 0 is given by {cz : c ∈ C, |c| = 1}.
Solution. The element of the group of transformation of the unit disk to itself is f(z) = St,z0

defined in Theorem 8.17. Then f(0) = 0 implies that St,z0(0) = eit
0− z0

1− z̄00
= −z0e

it = 0

namely z0 = 0 and t arbitrary, namely St,z0(z) = eitz. Setting c = eit we have the claim.

Proof of the uniqueness of Riemann mapping theorem. If there are two such functions f1

and f2, then the function g(z) := f1(f−1
2 (z)) is a one to one mapping from the unit disk to

itself with the property that g(0) = 0 and g′(0) = f ′1(f−1
2 (0))/f ′2(z0) > 0. We know from

exercise 8.24 that such maps are of the form g(z) = cz with |c| = 1, and the condition
g′(0) = c > 0, implies c = 1.

Mathematician of this section:
August Ferdinand Möbius (November 1790 – 26 September 1868) was a German mathemati-
cian and theoretical astronomer.
The proof of Riemann mapping theorem by Riemann, contained a fault that was fixed by Con-
stantin Carathéodory (13 September 1873 – 2 February 1950, Greek mathematician) using
the theory of Riemann surfaces, and separately by Paul Koebe (15 February 1882 – 6 August
1945, German mathematician).
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9 Harmonic functions

Let G ⊆ R2 be an open set and u = u(x, y) : G → R a real valued function. A natural
question to ask is: when u is a real (or imaginary) part of an analytic function f : G→ C ?

Recall, that for a given real valued function u = u(x, y), the differential expression

∆u =
∂2u

∂x2
+
∂2u

∂y2

is called the Laplacian of a u. Another way to write the Laplace equation is to use the
Wirtinger derivatives (see Chapter 1)

∂

∂z
=

1

2

(
∂

∂x
− i ∂

∂y

)
,

and
∂

∂z̄
=

1

2

(
∂

∂x
+ i

∂

∂y

)
.

so that we can write the Laplace equation in the form

(9.1) 4
∂

∂z

∂

∂z̄
u = ∆u = 0.

Definition 9.1. Let G ⊆ R2 be an open set. A function u : G→ R is called harmonic in G
iff u has continuous second partial derivatives in G and satisfies the Laplace equation

∆u = 0 (u ∈ G).

Example 9.2. The constant functions and the functions x + y, x2 − y2, xy, exp(x) cos(y),
are harmonic in R2 because they are the real or imaginary parts of analytic functions. The
functions log(x2 + y2), arctan y

x are harmonic in R2\{0}.

Example 9.3. If u and v are harmonic in G and λ, µ ∈ R then λu+ µv is harmonic in G.

In what follows we shall frequently use the polar coordinates (r, ϕ) on R2 \ {0}, where
x = r cos(ϕ), y = r sin(ϕ) and ϕ ∈ [0, 2π).

Exercise 9.4. Let (r, ϕ) be the polar coordinates on the plane. Prove that in polar coordi-
nates the Laplacian of a function u = u(x, y) is represented by

(9.2) ∆u =
∂2u

∂r2
+

1

r

∂u

∂r
+

1

r2

∂2u

∂ϕ2
.

Hint. Use the (real) Chain Rule and direct computations of partial derivatives.

Exercise 9.5. Verify that r±k cos(kϕ) (k ∈ N) is harmonic in R2 and log(r) is harmonic in
R2 \ {0}.

The following lemma is an easy consequence of the Cauchy–Riemann equations.

Lemma 9.6. Let G ⊆ C be an open set and f = u+ iv : G→ C an analytic function. Then
Re(f) = u and Im(f) = v are harmonic in G.
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The theorem below combined with the previous lemma states that a function is harmonic
if and only if it is a real part of an analytic function.

Theorem 9.7. (Harmonic Conjugate Theorem) Let D ⊂ R2 be a simply connected
domain and u : D → R a harmonic function. Then

(a) u is infinitely many times differentiable in D

(b) there exists a function v : D → R, called a harmonic conjugate to u in D, such that the
function f = u+ iv : D → C is complex analytic.

Remark 9.8. If v is a harmonic conjugate to u in D and c ∈ R, then v+ c is also a harmonic
conjugate to u. It follows from the Cauchy–Riemann equations that the converse is also true.
Namely, if v and w are harmonic conjugates to u in D, then v − w = const in D.

Proof. We prove (b) first. Set z = x+ iy. Consider the function

(9.3) g(z) =
∂

∂z
u =

1

2

(
∂

∂x
u− i ∂

∂y
u

)

where
∂

∂z
is the Wirganten derivative defined in Chapter 1. We show that g is analytic in D.

Indeed from (9.1) we have that
∂

∂z̄
g =

∂

∂z

∂

∂z̄
u = 0

and this is equivalent to the Cauchy Riemann equation for g. Furthermore, since u is C2 in
D, the function g is C1 in D and by Theorem 1.30 is analytic. Next we define

G(z) = 2

∫
γa,z

g(w)dw

where γa,z : [α, β]→ D is a path from a to z in D with a fixed. Since D is simply connected,
the function G(z) is well-defined and analytic. Set G = ũ+ iṽ. Then

G′︸︷︷︸
=g

=
∂ũ

∂x
+ i

∂ṽ

∂x
=

1

i

(
∂ũ

∂y
+ i

∂ṽ

∂y

)
=
∂u

∂x
− i∂u

∂y

Thus ∂ũ
∂x = ∂u

∂x and ∂ũ
∂y = ∂u

∂y , namely ũ−u = const in D. Set f = G− const. Then Re(f) = u
and Im(f) = v as required.

To prove (a) simply observe that the real part of a complex analytic function is infinitely
many times differentiable.

Example 9.9. Find harmonic conjugates to the harmonic function u(x, y) = x2 − y2.

Solution. By direct computation we see that u is harmonic on R2. Then a harmonic conjugate
to u in R2 can be constructed as the imaginary part of the integral of the function g =
∂u
∂x − i

∂u
∂y = 2(x+ iy) = 2z.

G(z) =

∫
γ0,z

2wdw = z2,

that is v(x, y) = Im(z2) = 2xy.
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Remark 9.10. We saw in Harmonic Conjugate Theorem that harmonic functions are infinitely many
times differentiable. In fact, harmonic functions are also real analytic (as the real parts of complex
analytic functions). Roughly speaking, a function is real analytic if it is expressed locally as a power
series in the variables x, y. More precisely, a real valued function u(x, y) is real analytic at a point
(x0, y0) if

u(x, y) =

∞∑
n=0

∑
m+k=n

m,k∈N∪{0}

cm,k(x− x0)m(y − y0)k,

where the series converges absolutely in a neighborhood of (x0, y0).

Exercise 9.11. Prove that if u is harmonic in a simply connected domain D ⊂ R2 then ∂u
∂x

and ∂u
∂y are harmonic in D.

Hint. By the Harmonic Conjugate Theorem, u is infinitely many times differentiable in D.

Exercise 9.12. If f is analytic in a simply connected domain D ⊆ C and f(z) 6∈ (−∞, 0] for
any z ∈ D, show that u = log |f | is harmonic in D.

9.1 Properties of Harmonic Functions.

One reason why Harmonic Conjugate Theorem is important is that it enables us to deduce
properties of harmonic functions from corresponding properties of analytic functions. In what
follows, if convenient, we identify a complex number z = x+ iy ∈ C with the point (x, y) ∈ R2

on the real plane, without further notices.

Lemma 9.13. (Mean Value Property) Let u : BR(z0) → R be a harmonic function.
Then for any r ∈ (0, R) one has

(9.4) u(z0) =
1

2π

∫ 2π

0
u(z0 + reiϕ)dϕ.

Proof. Let v : BR(z0) → R be a harmonic conjugate to u and f = u + iv : BR(z0) → C the
corresponding analytic function. By the Mean Value Property for complex analytic functions,
for any r ∈ (0, R) one has

f(z0) =
1

2π

∫ 2π

0
f(z0 + reiϕ)dϕ.

Taking the real part of both sides of the equation gives the required result.

Remark 9.14. In fact, one can prove the converse. Namely, if a continuous real function
u : BR(z0)→ R satisfies for every r ∈ (0, R) the Mean Value Property (9.4) then u is harmonic
in BR(z0).

Next we deduce a Maximum Principle for harmonic functions.

Theorem 9.15. (Maximum Principle) Let D ⊂ R2 be a simply connected domain and
u : D → R a harmonic function. If u has a local maximum or a local minimum point in D
then u is constant in D.

106 December 29, 2024



9.2 Dirichlet problem for harmonic functions 9 HARMONIC FUNCTIONS

Proof. Let v : D → R be a harmonic conjugate to u and f = u+iv : D → C the corresponding
analytic function. Consider the function g := exp(f). Obviously g : D → C is analytic and
|g| = eu(z). Since the exponential is strictly increasing, the local maxima of u are the same
as those of |g|. By the Maximum Modulus Theorem, if |g| has a local maximum in D then
|g| is constant in D. Hence, u is constant in D.

Finally, if u has a local minimum in D then −u has a local maximum in D. Thus we can
repeat the previous argument for the function −u.

The following refinement of the Maximum Principle for bounded domains is crucial in
the study of boundary value problems. In what follows, D̄ denotes the closure of a domain
D ⊂ R2 and ∂D denotes the boundary of D. Then the set D is called the interior of D̄.

Theorem 9.16. (Maximum Principle for bounded domains) Let D ⊂ R2 be a bounded
simply connected domain and u : D̄ → R a continuous functions that is harmonic in D. Then
u attains its maximum and minimum values on ∂D.

Proof. It is known from Analysis that every continuous function on a bounded closed set
attains its maximum and minimum values. However a harmonic function u can not have
local maxima or minima in the interior of D̄. Thus the result follows.

Remark 9.17. A harmonic function on a bounded domain D which is not continuous up
to the boundary may not attain its maximum or minimum values on the boundary ∂D.
Consider, for example u(r, ϕ) = log(r) on the punctured ball A0,1. The function log(r) is
divergent at r = 0 and so it is not defined on the closure of A0,1.

Remark 9.18. Harmonic functions on an unbounded domain D may not attain its maximum
or minimum values on the boundary ∂D (and hence on the entire domain D̄). Consider, for
example, u(x, y) = exp(x) cos(y) on the strip Π = {x ∈ R, y ∈ (−π, π)} or u(r, ϕ) = r cos(ϕ)
on the upper half–plane R2

+ = {x ∈ R, y > 0}.

9.2 Dirichlet problem for harmonic functions

Let D ⊂ C be a bounded domain, ∂D the boundary and D̄ the closure of D. The Dirichlet
Problem for harmonic functions is: given a piece-wise continuous4 function g : ∂D → R, find
a continuous function u : D̄ → R, that is harmonic in D and that equals g on ∂D; or in other
words, that satisfies

(9.5)

{
∆u = 0 in D,
u = g on ∂D.

Observe that if g ≡ const then u ≡ const is a solution the Dirichlet problem (9.5). One can
easily see that the solution of the Dirichlet problem is always unique (if exists).

Theorem 9.19. The Dirichlet Problem (9.5) has at most one solution.

Proof. Let u1 and u2 be two solutions of (9.5). Let w = u1−u2. Then w is harmonic in D and
w = 0 on ∂D. By the Maximum Principle w attains its maximum and minimum values on
the boundary ∂D. But since w = 0 on ∂D, we conclude that w ≡ 0 in D̄. Thus u1 = u2.

4The function f is piece-wise continuous on ∂D if it is continuous except for a finite number of discontinuities
on ∂D
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Remark 9.20. If the domain D is unbounded then the uniqueness statement of Theorem
9.19 fails. For example, let D = A1,∞(0) and g ≡ 0 on S1(0). Then u1 ≡ 0 and u2 = log(r)
are two different solutions of (9.5).

Exercise 9.21. Prove that if g  0 on ∂D and u is a solution to (9.5) then u > 0 in D.

The Dirichlet problem on general bounded domains is rather complicated. We want to
find a solution for the case where the domain D is the disk. To do this we derive an integral
formula that explicitly expresses the values of a harmonic function on a ball in terms of its
values on the boundary of the ball.

Theorem 9.22. (Poisson Formula) Let u : BR(0) → R be a continuous function that is
harmonic in BR(0). Then for any ρ ∈ (0, R) and ϕ ∈ [0, 2π) one has

(9.6) u(ρeiϕ) =
R2 − ρ2

2π

∫ 2π

0

u(Reiθ)

|Reiθ − ρeiϕ|2
dθ.

Remark 9.23. If ρ = 0 then (9.6) is simply the Mean Value Property for u.

Proof. Let v : BR(0)→ R be a harmonic conjugate to u and f = u+iv : BR(0)→ C the corresponding
analytic function. Let z̃ be defined as

z̃ :=
s2

z̄
,

which is called the reflection of z with respect to S+
s (0). Thus if z ∈ A0,s(0) then z̃ ∈ As,∞(0), and

therefore
1

2πi

∫
S+
s (0)

f(w)

w − z̃
dw = 0 z̃ ∈ As,∞(0)

Thus we may subtract this integral to obtain

f(z) =
1

2πi

∫
S+
s (0)

f(w)

{
1

w − z
− 1

w − z̃

}
dw z ∈ A0,s(0).

Observing that |w| = s we can simplify

1

w − z
− 1

w − z̃
=

1

w − z
− 1

w − |w|2
z̄

=
1

w − z
− z̄

w(z̄ − w̄)
=
|w|2 − |z|2

w|w − z|2
.

Hence we have

f(z) =
1

2πi

∫
S+
s (0)

f(w)
|w|2 − |z|2

w|w − z|2
dw (z ∈ A0,s(0)),

or, in polar coordinates w = seiθ, z = ρeiϕ we get

f(ρeiϕ) =
1

2π

∫ 2π

0

f(seiθ)
s2 − ρ2

|seiθ − ρeiϕ|2
dθ (0 < ρ < s, ϕ ∈ [0, 2π)).

Taking the real parts on both sides of the equation, we obtain

u(ρeiϕ) =
1

2π

∫ 2π

0

u(seiθ)
s2 − ρ2

|seiθ − ρeiϕ|2
dθ 0 < ρ < s.

Observe that this formula is true for any r < R.

To complete the proof we only need to show that the formula is still true for s = R and w = 0,
hence for any w ∈ BR(0).
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Since u is continuous on B̄R(0) and since |seiθ − ρeiϕ| is never zero when ρ < s, we conclude, that
for a fixed |z| ∈ (0, s) the function

U(s, θ) := u(seiθ)
s2 − |z|2

|seiθ − z|2

is continuous for (s, θ) on the compact set AR+ρ
2 ,R(0), ρ = |z|. Thus, by a basic result from Analysis,

(continuity on a compact set implies uniform continuity) U(s, θ) is uniformly continuous on AR+ρ
2 ,R(0).

Consequently,
lim
s→R−

U(s, θ) = U(R, θ),

uniformly in θ. Then we can exchange the limit with the integral so that

lim
s→R

1

2π

∫ 2π

0

u(seiθ)
s2 − |z|2

|seiθ − z|2
dθ =

(R2 − |z|2)

2π

∫ 2π

0

u(Reiθ)

|Reiθ − z|2
dθ.

Assuming z = ρeiϕ one gets the statement of the theorem. Finally, if z = 0 then (9.6) simply expresses

the Mean Value Property (9.4) for u.

Definition 9.24. The quantity

Pρ(ϕ) =
(1− |ρ|2)

2π

1

|1− ρeiϕ|2

is called the Poisson kernel of the unit disk.

Remark 9.25. If u : B1(0)→ R is a continuous function that is harmonic in B1(0) then by
the Poisson formula (9.6) we can write it in the form

(9.7) u(ρeiϕ) = u ∗ Pρ(ϕ) :=

∫ 2π

0
u(eiθ)Pρ(ϕ− θ)dθ

The Poisson Formula enables to settle the Dirichlet Problem for the case when the domain
D is an open ball. Suppose that we are given a continuous function g : SR(0)→ R. Then we
can plug g instead of u in the right hand side of (9.6).

Theorem 9.26. (Solution of the Dirichlet Problem for a ball) Let g : SR(0)→ R
be a piecewise continuous function. Then

i) there exists a function u that is harmonic in BR(0) and it is defined by the formula

(9.8) u(ρeiϕ) =
R2 − ρ2

2π

∫ 2π

0

g(Reiθ)

|Reiθ − ρeiϕ|2
dθ (ρ ∈ (0, R), ϕ ∈ [0, 2π))

ii) For those values of ϕ where g is continuous

lim
ρ→R−

u(ρeiϕ) = g(Reiϕ);

iii) if g is continuous on SR(0) then the limit

lim
ρ→R−

u(ρeiϕ) = g(Reiϕ).

is uniform in ϕ
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Sketch of the proof. To show that such defined function u is harmonic in BR(0) follows imme-
diately from the Poisson formula (9.6). It is more difficult to prove ii) and iii). The integral
expression for u must be examined in the critical case in which ρ→ R and the integrand takes
the values ”cost/0” near θ = ϕ. A complete proof of the theorem can be found in Lang,
pp.244–251 or Conway, pp.258–262.

The basic method for solving the Dirichlet problem on general domains is as follows. Take
the given domain D and transfer it by a conformal map to a ball, where the problem can
be explicitly solved. This procedure is justified by the fact that under a conformal mapping,
harmonic functions are transformed again into harmonic functions. When we have solved the
problem on the ball, we can conformally transform the answer back to D.

9.3 Dirichlet Problem on Jordan domains

Theorem 9.27. Let D1, D2 ⊆ C be conformally equivalent domains and f : D1 → D2 a
one–to–one conformal mapping of D1 onto D2. Let u : D2 → R be a harmonic function.
Then the composition u ◦ f : D1 → R is a harmonic function.

Proof. Let z0 ∈ D1 and w0 = f(z0) ∈ D2. Let Br(w0) ⊆ D2 and V = f−1(Br(w0)). Clearly
V ⊆ D1. Since Br(w0) is simply connected, by the Harmonic Conjugate Theorem, there is
an analytic function g : Br(w0) → C such that u = Re(g). Hence g ◦ f : V → C is analytic
as a composition of analytic functions. Therefore u ◦ f = Re(g ◦ f), as one easily sees. Thus
u ◦ f : V → C is harmonic as it is the real part of an analytic function. Since z0 ∈ D1 was
arbitrary, we conclude that u ◦ f is harmonic in D1.

Remark 9.28. One can think of a one–to–one conformal mapping of D1 onto D2 as a change
of coordinates. Note, that definition of the Laplace operator ∆ involves partial derivatives
of u. So, a priory, definition of a harmonic function depends on the choice of coordinates.
Theorem 9.27 says however, that a harmonic function remains harmonic after a conformal
change of coordinates.

Recall, that a path γ : [α, β] → C is simple if γ is an injection, that is γ has no self
intersections.

Definition 9.29. Let D ⊂ C be a bounded simply connected domain whose boundary ∂D
is a simple closed path. Then D is called a Jordan domain.

Theorem 9.27, together with the Riemann Mapping Theorem, suggests a method of solving
the Dirichlet Problem on Jordan domains.

Let D ⊂ C be a Jordan domain and g : ∂D → R a piece-wise continuous function. The
Dirichlet Problem is to find a harmonic function u : D → R that satisfies

(9.9)

{
∆u = 0 in D,
u = g on ∂D a.e.,

where a.e. means almost everywhere, namely except for a set of measure zero. Since D is
simply connected and D 6= C, by the Riemann Mapping Theorem, there is a one–to–one
conformal mapping f of D onto the unit ball B1(0). Furthermore, it is known that if D is
a Jordan domain, then f is continuous up to the boundary ∂D (that is f : D̄ → B1(0) is
continuous) and f is a one–to–one mapping of ∂D onto S1(0). 5

5The proof of this fact is rather technical. See, e.g., Lang, pp.351–358.
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Thus the function g is transformed via the conformal mapping f−1 into piece-wise con-
tinuous function G = g ◦ f−1 : S1(0)→ R. Let U : B̄1(0)→ R be the solution of the Dirichlet
problem {

∆U = 0 in B1(0),
U = G on S1(0)a.e.

Such solution is given by the convolution of the Poisson kernel with the function G, (see
formula (9.7))

U(ρeiϕ) = G ∗ Pρ(ϕ) =
1− ρ2

2π

∫ 2π

0

G(eiθ)

|1− ρei(ϕ−θ)|2
dθ (ρ ∈ (0, 1), ϕ ∈ [0, 2π)).

Then the function
u := U ◦ f : D → R

is the solution of the original Dirichlet Problem (9.9). Therefore, we have just outlined the
proof of the following result. 6

Theorem 9.30. (Solution of the Dirichlet Problem for a Jordan domain) Let
D ⊂ C be a Jordan domain and g : ∂D → R a piece-wise continuous function. Then there
exists a unique function u : D → R, such that u is harmonic in D and u|∂D = g almost
everywhere. If f : D → B1(0) is a bi-holomorphic map and f(z) = ρeiϕ, 0 < ρ < 1,
0 ≤ ϕ ≤ 2π, then

u(z) = (g ◦ f−1) ∗ Pρ(ϕ) =

∫ 2π

0
(g ◦ f−1)(eiθ)Pρ(ϕ− θ)dθ.

Example 9.31. Let us consider the Dirichlet problem on the strip S = {z ∈ C |0 ≤ Im(z) ≤
iπ} with boundary condition g(x) = g0(x), g(x + iπ) = g1(x) for x ∈ R with g0 and g1

continuous vanishing at infinity. The conformal map between the strip S and B1(0) is given
by the composition of two standard maps:

• f1(z) = ez maps S → H (see example 8.8). For x ∈ R, the line x+ iπ is mapped to the
negative real axis while the line x is mapped to the positive real axis

• f2(z) =
z − i
z + i

map H→ B1(0) ( see Theorem 8.16). The positive real line is mapped to

the the unit half semicircle in the lower half plane while the negative real line is mapped
to the half semicircle on the upper half plane.

Then f = f2 ◦ f1 =
ez − i
ez + i

: S → B1(0) is a bi-holomorphic map. The inverse map is

f−1(w) = f−1
1 ◦ f−1

2 (w) = log

(
−iw + 1

w − 1

)
(see figure 8.1) The solution of the Dirichlet

problem is given by

u(z) = (g ◦ f−1) ∗ Pρ(ϕ) =

∫ 2π

0
g

(
log

(
−ie

iθ + 1

eiθ − 1

))
Pρ(ϕ− θ)dθ

=

∫ π

0
g1

(
log

(
−ie

iθ + 1

eiθ − 1

))
Pρ(ϕ− θ)dθ +

∫ 2π

π
g0

(
log

(
−ie

iθ + 1

eiθ − 1

))
Pρ(ϕ− θ)dθ

6For a complete proof see, e.g., R. Nevanlinna and V. Paatero, Introduction to complex analysis,
Addison–Wesley, 1969; pp.305–324.
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where ρ and ϕ are defined through z by
ez − i
ez + i

= ρeiϕ.
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