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Abstract

This master thesis aims at using reduced order methods in optimal control applications
governed by parametrized partial differential equations. From the results obtained we will
deduce how much useful reduced methods could be in several scientific and engineering
fields. Optimal control problems are widely exploited in many modeling researches. They
are computationally very demanding. A numerical method capable to reduce the dimen-
sionality of the problem is an indispensable tool for optimization problems, most of all,
in the case where several physical and geometrical configurations have to be considered.
Model order reduction is a way to reduce computational costs of the simulations and,
despite that, to reach precise results. The reduced basis methods allow to solve these
parametrized optimal control problems in a rapid and in an accurate way. Among this
work, we focused our analysis on optimal control problems characterized by quadratic cost
functional to minimize constrained to linear parametric partial differential equations. We
recast them in a saddle-point formulation in order to exploit the consolidated knowledge
of this kind of structure.

The reduced basis method is introduced as a Galerkin projection into reduced spaces, gen-
erated by basis functions chosen through a proper orthogonal decomposition algorithm.
The resolution procedure is divided in two stages: the offline stage, when the basis and
the space are built, and the online where the projection is made and the problem is solved.
The theoretical knowledge on the reduced methods will be applied to several test cases:
they will assert the potentiality of this numerical approach. At the end, the method will
be exploited in the field of environmental marine sciences and engineering. In this specific
context the great versatility of the method will be shown. Two explicative applications
are proposed: a large scale climatological application and a small scale pollutant control
in the Gulf of Trieste. The first one is inserted in forecasting modeling and data assim-
ilation context, the second is about the interest in the safeguard of Gulf of Trieste and
surrounding areas.






Sommario

Questa tesi si propone di utilizzare metodi ridotti per problemi di controllo ottimo para-
metrici vincolati a equazioni alle derivate parziali. I risultati ottenuti ci condurranno a
dedurre quanto questo approccio possa essere utile in vari contesti applicativi negli ambiti
scientifici ed ingegnerisitici. I problemi di controllo ottimo, sebbene molto sfruttati da
varie branche della ricerca scientifica, sono computazionalmente molto complessi, persino
quando non dipendono da parametri. A maggior ragione, nel caso in cui varie configu-
razioni fisiche e/o geometriche fossero presenti, un metodo capace di ridurre la dimension-
alita del problema di ottimizzazione, potrebbe risultare un utile strumento per risparmiare
i costi computazionalii dovuti alla simulazione. Il metodo delle basi ridotte consente di
risolvere in maniera rapida e accurata questa tipologia di problemi parametrizzati. La
nostra analisi si € concentrata maggiormente su problemi di controllo quadratici nel fun-
zionale e lineari nell’equazione di stato. Essi sono stati studiati nella loro formulazione
punto sella, in modo da poter sfruttare le conoscenze teoriche gia consolidate per questo
particolare tipo di struttura.

In questo lavoro ¢ introdotto il metodo delle basi ridotte come proiezione di Galerkin in
uno spazio di dimensioni ridotte, generato da funzioni di base scelte in maniera opportuna
tramite 'algoritmo di Proper Orthogonal Decomposition. La procedura computazionale
viene divisa in una fase offline/online: nella prima fase si genera la base, nella seconda si
attua la proiezione e avviene la risoluzione del problema ridotto.

Quanto introdotto teoricamente, verra poi applicato a diversi casi test per verificarne e
sottolinearne la potenzialita. Infine, per mostrare la grande versatilita del metodo, esso
verra utilizzato in un campo particolare di applicazione: le scienze e I'ingegneria ambien-
tale in ambito marino. Verranno proposti due esempi: uno di tipo climatologico in grande
scala, dove il controllo viene sfruttato nel contesto di un’eventuale assimilazione dati; il
secondo incentrato sul controllo di un inquinante marino nel Golfo di Trieste. In entrambi
i casi verra sottolineato quanto il metodo permetta di ottenere soluzioni affidabili rispetto
a quelle ottenute tramite le classiche tecniche di discretizzazione.
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Introduction

This master thesis aims at analysing numerical methods for optimal control problems
governed by parametric Partial Differential Equations (PDEs) involved in environmental
marine applications. Optimal control problems (OCPs) are usually very complex and de-
manding, computationally speaking. Then, the goal of this work is to propose a rapid and
suitable approach based on model order reduction: it allows to solve parametric optimal
control problems (OCP(u)s) in a low dimensional framework. The final ambition is to
compare the performance of the model reduction application with the results obtained
through a full order approach. In this thesis, with a full order solutions we refer to Finite
Element discretization (FE), whereas with model order reduction techniques we indicate
Reduced Basis (RB) approximation. With reduced basis methods, we mean also basis
built by Proper Orthogonal Decomposition (POD).

Among all the work, some theoretical and numerical examples of OCPs and OCP(u)s are
presented, governed by different state equations: from Laplace to Stokes problems, from
advection diffusion to quasi-geostrophic state equations. This thesis is a full breath com-
position, and shows how reduced order methods can be useful tools to exploit, in order
to solve low dimensional optimal control systems, rather than full order optimal control
problems, demanding and costly from the computational point of view.

Even if this thesis wants to analyse RB methods and to apply them in marine environmen-
tal control, the importance of model reduction methods can be underlined in various fields
of knowledge (i.e. see [46, 47, 38]). If we limit to control problems, we can affirm that
they are widespread in several engineering applications (we refer to [15, 59, 64, 54, 16]).
For this reasons we decided to focus on OCPs in a total general framework. The same we
did for Reduced Basis approach: we analysed it in a generic formulation, in order to show
how they remarkably simplify the structure of the problem and how much computational
cost is saved.

In general, in engineering fields, a major issue is represented by the prediction of quantities
in different physical and geometrical configurations: for this reason control problems have
wide spread influence and applications. The several scenarios of optimization models are
described by physical or geometrical parameters, that might change at every evaluation.
In this sense exploiting RB methods will provide accurate solutions in a more rapid way
than high fidelity resolution does. One can analyse different control problems: time depen-
dent, non-linear, distributed, on the boundary, etc. In the applications proposed among
the chapters, we have focused on control problems with quadratic functional to minimize
constrained to linear state equations.

In this thesis, the applications of properly reduced optimal control problems specifically
involve examples in environmental marine science. The interest in this kind of application
is twofold:

1. on one side, the interest is based on the study of how human activities are changing
our planet and how much we have to regard our surroundings. Environmental sci-

ix



ences and environmental engineering are fields of knowledge that are growing and are
attracting many resources from several applications. The respect and the safeguard
of the environment is a fundamental principle to live in a sustainable way and not
to reach unpleasant life conditions.

2. on the other side the interest is totally and purely mathematical: modeling and
numerical mathematics can afford environmental problems, allow to simulate trends
and to forecast future configurations and, then, to prevent undesirable effects on the
environment and on human beings. Numerical analysis with mathematical modeling
and scientific computing are a great instrument to reach a deep comprehension of
natural phenomena and is adapt to interpret various results. In general, different
configurations and scenarios are given by the use of different parameters. RB meth-
ods perfectly fit in this framework: they are a versatile tool capable to handle really
complex parametric problems and to transform them in low dimensional systems,
reducing the computational time of resolution.

In the final part of the work, the dissertation moves toward a specific analysis of two
examples:

1. an Oceanographic state solution tracking problem, governed by quasi-geostrophic
equation. The interest in this very peculiar example is linked to global forecasting
models and to prevision of future climatological scenarios on the Atlantic Ocean;

2. marine pollutant control related to the Gulf of Trieste and the surrounding areas:
more precisely, we have built a pollutant control problem governed by advection-
diffusion equations and simulate it in the Gulf of Trieste. The significance of this
example lies in the control of the damages that marine pollution can cause to the
seaside, the coast, to flora and fauna population and to inhabitants.

In view of the considerations that we have shown up to this point, we have structured the
thesis in the following way.

Chapter 1

In this chapter the general theoretical formulation of a nonlinear OCP problem is briefly
presented. Firstly, the Lagrangian approach in Banach spaces is discussed, to move toward
the linear quadratic application in Hilbert spaces. Then, the saddle-point formulation for
linear quadratic control is discussed, analysing the well-posedness of the problem. Finally,
some theoretical examples in linear quadratic control problems are shown (the governing
equations considered are Laplace, advection-diffusion and Stokes, respectively).

Chapter 2

The second chapter aims at discussing how an optimal control problem can be numerically
approximated. After a brief introduction on the discretization techniques usually used in
this context, we moved to Galerkin approximation for linear quadratic control problems
into the saddle-point framework. The well-posedness of the discrete problem is discussed:
we focused on elliptic coercive state equations and Stokes equations. Finally some numeri-
cal examples of OCPs are shown: two distributed control problems with Laplace governing
equations and Stokes governing equation, respectively.

Chapter 3
In this chapter reduced basis approximation for PDEs is introduced. The main ideas of



the method are described, focusing on Proper Orthogonal Decomposition (POD) as a way
to build the reduced space. The Empirical Interpolation Method (EIM) is recalled, since
it is needed in Oceanographic application proposed at the end of this chapter. All we
have shown among this chapter, wil be exploited and adapted to OCP(g) in the following
chapters.

Chapter 4

Here a reduced basis framework for the efficient solution of parametrized linear quadratic
optimal control problems governed by coercive elliptic PDEs and Stokes equations is pro-
vided. The well-posedness of the RB approximation is proved. Finally, some numerical
examples concerning what we treated in the theoretical analysis of the chapter are shown:
some numerical test already faced in chapter 2 are proposed in the reduced version, whereas
a first environmental application of OCP(u) governed by advection-diffusion equation is
presented.

Chapter 5

The final chapter is completely dedicated to Reduced Basis method applied to envi-
ronmental marine sciences. It is divided in two sections containing two different linear
quadratic problems. The first is an Oceanographic climatological OCP(u) governed by
quasi-geostrophic equation. We simulated the results on the Atlantic Ocean. The second
section concerns a pollutant control problem governed by advection diffusion equations.
We formulate the problem in the Gulf of Trieste and study different effects deriving from
different weather conditions.

The simulations reported in this work have been done exploiting different softwares. For
the full order solutions, we used FEniCS (see [45] and for further information visit the
website https://fenicsproject.org/). The reduced systems have been built through RBniCS
library. The meshes of the Atlantic Ocean and of the Gulf of Trieste have be obtained
trough Freefem++ (see [32], and visit http://www.freefem.org/) and Gmsh (see as a ref-
erence [27], and visit http://gmsh.info/).

This work has been carried out in collaboration with the Scuola Internazionale Superiore
di Studi Avanzati (SISSA), Mathematics Area, mathLab, and with the Istituto Nazionale
di Oceanografia e Geofisica Sperimentale (OGS).

UNITS, University of Trieste,
SISSA, International School for Advanced Studies,
OGS, National Institute of Oceanography and Experimental Geophysics.

Trieste, March 2017.
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Chapter 1

A Theoretical Introduction to
Optimal Control

The aim of this chapter is to briefly introduce optimal control problems, what are their
main features and how they can be formalized from the mathematical point of view. The
following analysis is far to be exhaustive: control is a very wide topic. For those who
want to analyse deeper this subject, we refer to [29, 24, 4]. In this context, an exhaus-
tive discussion would be impossible. It would be far from our aims: we can only give
the taste of how a powerful instrument control is and how well spread its applications
are. These problems are a very challenging task and they had fascinated great scientists
and minds. Furthermore, optimal control problems have a great impact on our life and
they are reaching a certain degree of maturity with deeper studies in mathematics and
engineering. They have several applications in very different fields, from natural science,
environmental purposes, biology modeling, to industrial development and research (see
[42, 18, 64]). We can formulate an Optimal Flow Control problem wherever a canal, an
irrigation structure, a pipeline fluid network, a blood vessel, a dam is. In the following we
will describe the general features of an optimal control problem.

Optimization or control aims at managing a physical quantity (e.g., flow rate and direc-
tion), or another fluid feature (e.g. temperature, concentration), in order to achieve a
desired state.

The rigorous formulation of this problem needs essentially three elements:

1. an objective, describing what we want to reach through optimization. Mathemati-
cally, it is formalized by an objective (or cost) functional. There are several objectives
used in different applications: flow tracking, prevention (delay) of turbulence and
temperature variations, drag minimization and so on;

2. control variables, to be chosen in order to minimize the objective functional. When
the control variable operates on the domain boundary we are treating a boundary
control (it can represent an injection or a suction of fluid or a heat exchange or a
cooling process). Otherwise, if the control variable acts on the total domain we are
facing a distributed control. Last, we can talk about shape controls if we face domain
design, shape optimization or surface roughness problems (i.e. see [49, 31, 17]);

3. constraints are the last ingredients. Their role is to set conditions on the optimizers.
Constraints characterize the fluid model and they are represented by a set of partial
differential equations. The are also referred as state equations.



1.1. The Lagrangian Formulation

Putting all together: solve an optimal control means to seek controls fulfilling constraints
and minimizing an objective functional.

In this chapter the abstract formulation of a control problem is introduced. In section 1.1
the Lagrangian Formalism is introduced: existence results are presented and optimality
condition for a generic nonlinear optimal control problem are derived. In section 1.2 we
will refer to a different problem formulation based on a saddle-point approach. Section
1.3 focuses on linear quadratic optimal control problems. Some examples of distributed
control are shown.

1.1 The Lagrangian Formulation

In this section a generic setting for a general steady PDE constrained optimal control
problem is described. The theoretical development of this topics is due to J.L. Lions,
which proved existence and uniqueness of the solution of optimal control problem governed
by elliptic, parabolic and hyperbolic PDEs (see [44, 43]). However, this classical approach
do not straightforwardly handle a wide class of problems: for example, nonlinear optimal
control problems or boundary control problems (see e.g. [23, 56, 13, 14]).

There is also a complementary way to treat this kind of issues: the Lagrangian approach.
Thanks to the definition of a Lagrangian functional, the optimal control problem can be
seen in a constrained minimization formulation: if an optimal solution exists, it will make
the derivative of the Lagrangian functional vanish. For proves and theoretical knowledge
we refer to [29, 37, 35]. Banach and Hilbert Space theory is required (see [8, 75]).

Let us specify the notation used in the following. A capital letter X will indicate a Banach
space. To refer to its dual, the symbol X* is used, whereas (-, -) x x+ indicates dual pairing
of X and X*.

1.1.1 The General Problem: Existence Results

First of all, let us discuss existence and uniqueness of solution for a general nonlinear
optimal control problem. Let Y, U be reflexive Banach spaces and Z a Banach space. A
generic optimal control problem (OCP from now on) can be formulated as follows:

min  J(y,u) subject to E(y,u) = 0, u € Uug,y € Yoq. (1.1.1)
(y,u)eY xU

where J : Y XU — Rand € : Y x U — Z are continuous. To be more specific, in
our context J(y,u) represents the so called cost functional, whereas £(y,u) = 0 is the
governing state equation. The subsets U,q C U and Y,y C Y represent the control space
and the state space, respectively. When U,q C U it indicates some bounds on the control,
whereas Y,q C Y shows a constrain on the state solution. A problem is said unconstrained
when U,y = U and Y,y = Y. The following assumptions have to be considered to prove
existence of an optimal control result:

1. J is sequentially weakly lower semi-continuous,
2. Ug,q is convex, bounded and closed,

3. Y,q is convex and closed,

W

. state equation £(y,u) = 0 has a bounded solution operator u € Uyg — y(u) € Y
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5. £:Y x U — Z is continuous under weak convergence.

Thanks to these hypotheses, the next theorem holds (for the proof we refer to [35, Section
1.5.2)):

Theorem 1.1. If (1)-(5) hold, then an OCP has an optimal solution (s, uy).

Now that the solution existence is guaranteed, we will focus on solving the OCP.

1.1.2 Adjoint approach for Reduced Problem and Reduced Functional
Derivative

Consider Y, U, Z Banach spaces and the general constrained OCP

min J(y,u) subject to E(y,u) =0 u € Uyg. (1.1.2)
(yu)eY xU
where J and £ have been chosen as cost functional and state equation, respectively. Next
we describe the hypotheses needed to continue our analysis.

Assumptions 1.1. Let U,y be nonempty, closed, bounded and convex. Suppose that J and
& are continuously Frechét differentiable and that the state equation verifies the following
property: for all u € Uyq exists a unique y = y(u) in Y. Additionally we assume that
Ey(y(u),u) € LY, Z) has a bounded inverse for all u € Uyg'.

If one substitutes y(u) to the problem (1.1.2) obtains:

méI[} J(u) subject to E(y(u),u) =0 u € Uyy. (1.1.3)
This formulation is usually known as the reduced problem? and J(u) = J(y(u),u) is

the so called reduced functional. Under assumptions 1.1 the problems (1.1.3) and (1.1.2)
are equivalent. The minimization of .J (u) is essentially based on the reduced functional
derivative J'(u). There are typically two ways to represent J'(u): sensitivities analysis and
adjoint approach. We will focus on the latter (for sensitivity method theory and examples
see [35, 29]). For our purposes, an expression for y'(u) is needed. It can be derived by
differentiating £(y(u), u) = 0 with respect to u:

Ey(y(u), w)y' (u) + Eu(y(u),u) = 0= y'(u) = =€, (y(u),u) " Euly(u), u). (1.1.4)
Let us exploit this result to compute
(J'(w), s)oev = (Jy(y(u), u), ' (W)s)y=y + (July(u), u), s)v-v
(' (u)* Iy (y(u), u), s)y+y + (Ju(y(u), u), s)u=v,
where the apex * indicates the dual variable. From the previous expression one can deduce
T (u) =y (u)* Ty (y (), u) + Ju(y(u), ).

We can deduce that the vector y/(u)*Jy(y(u), w) is required to compute reduce functional
derivative. From (1.1.4)

Y (u)* Iy (y (), u) = =Eu(y(u),u)* (Ey(y(u), u) ™) Ty (y(u), u).

LThis assumption ensures that the state solution operator u y(u) is continuously differentiable.
2From chapter 3 on, with reduced problem we will indicate the Reduced Basis approximation of a
problem.
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This is equivalent to
y'(w)" Ty (y(u), u) = Eu(y(u), u)"p(u),
where p(u) € Z* is the adjoint state that solves the following adjoint equation:

Ey(y(u),u) plu) = =Jy(y(u), u). (1.1.5)
So finally we obtain a new representation for the reduced functional derivative:
J'() = Ju(y(w), u) + Eu(y(u), w)*plu). (1.1.6)

So J’ (u) can be computed through two steps:
1. find the adjoint state p = p(u) € Z* solving the adjoint equation (1.1.5),
2. compute J'(u) via (1.1.6).

1.1.3 Lagrangian Representation and First Order Necessary Conditions

Now we are going to analyse a different way to derive the adjoint equation deduced in the
subsection (1.1.2). To reach our goal let us define £ : Y x U x Z* — R known as the
Lagrangian Functional

ZL(y,u,p) = J(y,u) + (p,E(y, u)) 2z,

where p € Z*. We assume that hypotheses 1.1 are valid. We know that u — y(u) uniquely.
Substituting y(u) in the Lagrangian functional the following essential equality is reached:

ZL(y(u),u,p) = J(y(w),u) + (p, E(y(u), w) 7+ 2 = J(y(w),u) = J(u). (1.1.7)
=0
Differentiating one obtains
<j,(u)7 3>U*U = <°§/ﬂy(y(u)a u,p), y/(u)S>Y*Y + <$u(y(u)> uaP)? S>U*U'

To have an explicit description of the reduced functional derivative, we want to find a
special p = p(u) € Z* such that

Zy(y(u),u,p) = 0. (1.1.8)
This equality implies
<gy(y(u), u,p), w>Y*Y = <Jy(y(u), u)? w)Y*Y + (pa 5y(y(u)7 u)w>Z*Z
= (Jy(y(w), ) + & (y(uw), w)"p, w)y+y Vw €Y.

Therefore we choose p = p(u) € Z* such that

Ey(y(u), u)'p = —Jy(y(u), u), (1.1.9)

obtaining the adjoint equation (notice how (1.1.9) and (1.1.5) coincide). For this particular
choice of p = p(u) € Z* the adjoint derivative representation can be deduced easily:

I (u) 0Ty Lu(y(u),u,p) = Ju(y(u), u) + Eu(y(u), u,p)"p (1.1.10)
Finally we have a direct representation for J’ (u) totally equivalent to the one analysed in
subsection 1.1.2, proved by the equality between (1.1.10) and (1.1.6).

Thanks to this description, we are able to handle some results about necessary optimality
conditions. It holds the following theorem (see [35], Theorem 1.48)
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Theorem 1.2 (Minimum Principle). Let us suppose that assumptions 1.1 are verified. If
uy is a local solution of the reduced problem (1.1.3) then the following inequality holds:

(J'(uy),v — uy)p=u >0, Vo € Uggq. (1.1.11)
Exploiting the derived formulation for J(u,), this statement follows:

Corollary 1.2.1. Let (yx,us) € Y X Uyq be an optimal solution on the reduced problem
(1.1.3). Suppose that assumptions (1.1) hold. Then there exists an adjoint state p, € Z*
such that the following conditions are verified:

g(y*7u*) = Oa
Ey (Y i) Prc = — Ty (Y ) (1.1.12)
(Ju (W, us) + Eu(Ysr Us) "D, v — U )=y > 0 Vv € Uyq.

Using Lagrangian notation the system (1.1.12) is equivalent to:

fp(y*,u*,p*) =0
Ly(Yxs Uiy px) = 0 (1.1.13)
(LY, Usey P5), v — Ui )<y > 0 Yo € Uyg.

System (1.1.12) can be written in a weak form with respect to J and &:

(E(Ysr Ux), @) 22+ = 0, Vgqe Z*
(Ey (Y wi)"Px + Ty (Yss k), 2)y+y =0, VzeyY (1.1.14)
(Ju (Yo i) + Eu(Yr ) *Pa, v — )=y > 0, Vo € Upg.

When U,g = U the latter inequality of (1.1.14) becomes?
<Ju(y*7 u*) + gu(y*7u*)*p*7v>U*U = 07 Vv e U.

This conditions will be essential in the following applications of this work (from now on
we will omit the star pedix for the optimal variable).

1.2 Saddle-Point Formulation

In the previous section we constructed optimality system for the general OCP formulation.
When linear quadratic control problems are considered, then the optimality conditions
theory leads to a saddle-point structure. Our problem is recasting in a mixed variational
framework. This different approach is more usual than the classical Lagrangian method
in order to treat linear quadratic optimal controls (i.e. in [33, 53, 64, 66]).

First we will introduce a general saddle-point system setting, focusing on existence and
uniqueness results (see [57, 6, 5]). In a second analysis a connection between general
saddle-point theory and constrained optimization problems is established. Finally some
examples of distributed control will be shown.

3In this case (an unconstrained control problem), equations (1.1.12) can be seen as the Euler Lagrange
system for the Lagrangian functional. Indeed an optimal solution for the OCP (1.1.13) represent a sta-
tionary point of Z(-,-,):

v"(f(y*7u*7p*)[zvvaq]:0 V(Z»,U7Q)€YXUXZ*'
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1.2.1 Generic Problem Formulation and Existence Result

Let X and @ be two Hilbert Spaces, respectively endowed with the norms ||-||x, ||-||g. The
dual spaces X* and Q* are considered. Let us introduce two continuous bilinear forms
A(,): X x X — R and B(+,-) : X x @ — R. Now, consider the functionals F': X — R
and G : @ — R and the following saddle-point problem: find (z,p) € X x @ such that

{A(x,v) + B(v,p) = (F,v) YveX,
B(z,q) = (G, q) Vg € Q.

Now let us define the linear operators A : X — X™* and B : X — Q* respectively derived
from A(-,-) and B(-,-) verifying the following relations:

(1.2.1)

(Aw,v)x+x = A(w,v) Yw,v € X,
(Bw, q)g+q = B(w, q) Vw € X,Vq € Q.
Let B': Q — X* be the transpose operator of B obtained by:
(Bw, q)q+q = (w, BtQ)X,X* Yw e X,Vq € Q.

So the system (1.2.1) can also be interpreted as:

Az +B'p=F inX*
{“ P s (1.2.2)

Bx =G in Q*.
Now let us consider
Xo={we X |B(w,q) =0, VqgeQ}=ker(B),
subspace of X. The existence and uniqueness of the solution of this saddle-point problem
derive from the following well-known theorem (see [6] for the proof).

Theorem 1.3 (Brezzi). Assume that the Hilbert spaces X and Q, the functionals F € X*
and G € Q*, and the bilinear forms A(-,-) : X x X — R and B(-,-) : X x Q@ — R are
given. Assume that the bilinear forms A(-,-) : X x X — R and B(-,-) : X x Q — R satisfy:

1. A(-,-) and B(-,-) are continuous, i.e. there exist Y4,y > 0 such that:

|A(w,v)] < yalwlx|vllx Vw,veX
and
1B(w,q)| <vsllwlxllqlle Ywe X,Vq € Q;

2. A(-,-) is weakly coercive on Xy, i.e. there exist ag > 0 such that:

inf sup Alw, v) >ag >0 and inf sup _Alw,v)

_— > 0;
weXove X, ||Vl x[lwllx veXo weX, [Vl x [lwllx

3. B(-,-) satisfies the inf-sup condition

S = inf sup B(w, q)

_ > 60 > 0.
9€Q wex ||wl x|l

Then there exists a unique solution (z,p) € X x Q to the problem (1.2.1) for all F € X*
and G € Q*. Moreover the following a priori estimates hold:

1 ap + A
lolx < —[lflx- + “="2gllq-]
o7y}

1 YA Ya(oo +7.4)
< —[(1+22 4 AT g |
Ipllg < 3 [( ao)”fHX o0 1 B lgllq }

6
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1.2.2 Saddle-Point Structure for Optimization Problems

In subsection (1.2.1) we have analysed the generic structure of a saddle-point problem.
Now we want to focus on the relation between this formulation and constrained linear-
quadratic OCPs.

Let us consider Q C R? an open and bounded domain with Lipschitz boundary T' = 9.
Let Y and U be the Hilbert spaces for state and control variable respectively. The Hilbert
observation space will be indicated with Z D Y. Taking into account another Hilbert
space @, the linear constraint equation is defined by:

a(y,q) = c(u, q) + (G, q) Vg€ Q, (1.2.3)

where a(-,-) : Y x @ — R represents the state operator, c(-,-) : U x @ — R describes the
role of the control and G € Q* is acting as a forcing term. Given a constant « > 0, the
quadratic objective functional is given by:

1 «
Ty w) = 5mly = ya,y — ya) + 5l u), (1.2.4)

where y; € Z is an observation function, m : Z x Z — R is a bilinear form that defines
the objective and n : U x U — R is a bilinear form representing a penalization term for
the control variable. So an OCP problem can be formalized as follows:

min  J(y,u) such that (y,u) € Y x U satisfies (1.2.3). (1.2.5)
(y,u)€Y xU

Our aim is to recast the problem in a saddle-point framework. In order to reach this
new formulation, let us define X =Y x U. Being z = (y,u) € X and w = (z,v) € X,
we can endow X with the scalar product (z,w)x = (y,2)y + (u,v)y and with the norm
I'llx = v/(-,-)x. Now let us consider the bilinear form A(-,-) : X x X — R defined as

Alz,w) = m(y, z) + an(u,v) Vz,w € X,
and the bilinear form B(-,-) : X x Q@ — R as:
B(z,q) = a(z,q) — (v, q) Vw € X, Vg € Q.

Finally, let F' € X* be
(F,w) = m(yq, 2) Yw € X,

and define a new functional as follows:
1
J(z) = SA(z, z) — (F,z).
Thanks to these relations we can give a new formulation to the objective functional

J(y,u) = I (z) + M(ya),

1
where M(yq) = =m(ya4,ya) is a constant term that does not give any contribution to the

minimization of J(-,-). For these reasons, it is now possible give a new formulation to the
problem (1.2.5): find

HlelI)l( J(z) such that B(z,q) = (G, q) Vg € Q. (1.2.6)
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The constrained optimization problem (1.2.6) can be recast into an unconstrained opti-
mization problem by defining the Lagrangian functional £(-,-) : X x @ — R as

Z(z,p) = J(z) + B(z,p) — (G, p). (1.2.7)

By deriving with respect to (z,p) € X x @ we can build a saddle-point structure for the
optimality system: find (z,p) € X x @ such that

(1.2.8)

{«4(:6, w) + B(w,p) = (F,w) Vw € X,
B(z,q) = (G,q) Vg € Q,

where p € @ is the adjoint variable of the constraint equation. Existence and uniqueness
of the solution are guaranteed under the assumptions of theorem 1.3.

What we have shown in this subsection is justified by the following theorem (see [5],
Porposition 1.7):

Theorem 1.4. Assume that the hypotheses of the (Brezzi) theorem 1.3 hold. Furthermore,
let A(-,-) be a symmetric, nonnegative and coercive bilinear form on Xy with coercivity
constant cg > 0, i.e.

Az, w) = A(w,z), Az,z) >0 Vz,we X, Alz,z)> allz|[% Vz € Xo.

Then the problem (1.2.8) is equivalent to the following constrained minimization problem:

min J(z) = %A(L z) — (F,z)

xeX

subject to B(z,q) = (G, q) Vg € Q.

(1.2.9)

1.3 Linear Quadratic Optimal Control Problems: Theory
and Examples

In this section we will provide a theoretical formalization of linear quadratic OCPs. This
kind of control problems have several applications and are wide spread and studied. This
category includes either elliptic coercive problems (e.g. [54, 59, 58]) or Stokes problems
(e.g [64, 53, 61]). We will be able to interpret the linear quadratic optimality system under
the results of section 1.2, noticing its saddle-point structure (as a reference, see [35]). The
theoretical approach will be enriched by some examples of distributed control problems
with elliptic and Stokes governing equations.

1.3.1 Linear Quadratic Optimal Control Theory

Let us consider a generic linear quadratic unconstrained OCP*:

1 o
in  J(y,u) = - —yal% + = ||lul)?
(y,g)léIllfo (y,u) 2HQ?J vally + 5 |ullt;

subjected to Ay + Cu = f,

(1.3.1)

where Y, U, H are Hilbert spaces, yq € H, f € Y*. We are assuming that: A € L(Y,Y™)
with a bounded inverse A=! € L(Y*,Y), C € L(U,Y*) and Q € L(Y,H). We will refer
to Q as the observation operator. Under this assumptions theorem 1.1 holds, moreover if

4The problem has a linear state equation, a quadratic objective functional.
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a > 0, the solution is unique (see theorem 1.43 of [35]). Hilbert spaces are reflexive, so
the equality Y = Y™** holds. Furthermore, we suppose U* = U and H* = H. Let us set
E(y,u) = Ay + Cu — f, from which &,(y,u) = A and &,(y,u) = C.

Furthermore:

(Jy(yau)a S>Y*Y - (Qy — Yd, QS)H - <Q*(Qy - yd)a S>Y*Y;
where Q* € L(H*,Y™). It also holds:
(Ju(y, w), w)vrv = a(u,w)y,

Let p € @ =Y be the adjoint variable. Thus the variational formulation of the optimality
system reads:

(Ay+Cu— f,q)y~y =0 Vq € Q,
(A*p+ Q*(Qy — ya), 2)y*y =0 Vz €Y, (1.3.2)
{oau + C*p,v)y=y =0 Yo € U,
or, equivalently:
Ay + Cu = f,
A'p = —-Q*(Qy — ya), (1.3.3)
au+ C*p =0.

Remark 1.3.1. Another way to reach this same result is trough the Lagrangian functional

1 «
Ly, u.p) = 5(Qy = ya, Qy — ya)u + 5 (w,v)u + (p, Ay + Cu— flyy-.
Thanks to the assumptions made, the optimality system (1.3.2) can be built from the
derivative of .Z(+,-,-) with respect to the three variables (y,u,p) € Y x U x Y

<$p(yv uap)a q>Y*Y = 0,
<$y(y,u,p),z>y*y - 07 (134)
(Zu(y,u,p),v)u=v = 0.

1.3.2 Linear Quadratic Optimal Control Examples

In this section we will present some illustrative examples of distributed control. The first
one is governed by a Laplace equation, the second one by an advection-diffusion state
equation and the last one is described by a governing Stokes equation.

Example 1.3.2.1 (Distribuited OCP governed by Laplace equation). In this example
we will show a distributed linear quadratic OCP governed by the Laplace equation. Let
us consider an open, bounded domain © C R%, where d = 1,2,3. The boundary 99 is
supposed to be sufficiently regular (Lipschitz). The mathematical formalization of the
problem reads:

. 1 2 « 2
- — )2+ = o
(yvgléngJ(va 2/Q(y ya)~d + 3 /Qu :
Ay—fiu moQ, (1.3.5)

such that
y=20 on 0f),
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where y4 and f are two given functions of L2(Q2), Y = H}(Q), U = L*(Q), Y* = H™1(Q)
and H = L?(Q). Thanks to the boundary conditions and integration by parts, the weak
formulation of the state equation reads: find y € Y such that

a(y,q) = c(u,q) + (412, Vgey,
where a(+,-) : Y xY — Rand ¢(+,-) : U x Y — R are bilinear forms defined by:

a(y,q) Z/QVy'Vq ds,
c(u,q) :/Quq ds.

For fixed u € U, the existence and uniqueness of the solution of the state equation is
guaranteed by the Lax-Milgram lemma®. We can refer to the optimal control formulation
introduced in (1.3.1) thanks to the operators related to the bilinear forms. The bilinear
form a(-,-) induces the operator A € (Y,Y™) satisfying (Ay, ¢)y+y = a(y, q), whereas to
the bilinear form c(-, -) is associated to the operator C' € L(U,Y*) such that (Cu, ¢)y+y =
c(u,q). In this particular case the observation operator Q € L(Y, H) is the identity,
indeed Qy = y. Under this operational framework, the state equation can be read as
Ay — Cu — f = 0. Let us compute the dual operators A*, C* and @Q*. It is quite simple,
since the forms are symmetric. Let us begin with the operator A induced by the bilinear
form a(-,-). In general find the adjoint operator of A € L(Y,Y™) means to find A* €
LY, Y*) = L(Y,Y™) such that:

(As,@)y+y = (5, A"q)y v~ Vs,q €Y. (1.3.6)

So, integrating by parts, thanks to the divergence theorem and under the assumptions
g =0 on 0N and s = 0 on Jf2. we reach

<A3aQ>Y*Y:—/ Vsq-n—l—/Vs-quQ
o0 Q
= Q Vs Vq dQd = a‘(87Q) - a(Q? 8) = <Aq7 3>Y*Y-

qeY

For this reason A = A* and, similarly, C' = C* and Q = 9Q*. So, taken the adjoint variable
p € Y, we can build the adjoint equation:

~Ap=—(y—yqs) inQ,
p=20 on 0f),

and optimality system as seen in (1.3.3):

Ap = —(y — ya)
au—Cp=0 (1.3.7)
Ay—Cu— f=0.

5 We illustrate the lemma without proof. As a reference we propose [60, Chapter 5.

Lemma 1.1. Let V be and Hilbert space, let a(-,-) : VXV — be and F(-) : V — R be a continuous
coercive bilinear form and a continuous linear functional respectively. So there exists a unique solution for
the following problem: find w € V' such that

a(u,v) = F(v) YveV.

10
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We can express it in the equivalent weak form:

(Ay = Cu— f,q)y=y =0 Vg €Y,
<Apa Z>Y*Y = 7(3/ — Ya, Z)L2 Vz €Y, (138)
(au,v)p2 = (Cp,v)u+u Yo e U.

or, in the notation of the bilinear forms:

a(y,q) = c(u,q) + (f,q)2 Vg€,
a(p,z) = —(y —ya,2)2 Yz €Y, (1.3.9)
(qu,v)r2 = c(p,v) Yo € U.

All these optimality systems can be obtained considering the derivative with respect to
(y,u,p) of the Lagrangian functional introduced in remark 1.3.1:

1 o
(Y —Ya, ¥y —Ya)r2 + g(u, u)r2 + a(y,p) — c(u,p) — (f,q)r2

ZL(y,u,p) = 5(

Now we underline the saddle-point structure of the optimality system (1.3.9). It can be
rewritten in the following way:

(ya Z)L2 +G(Z,p) = (yda Z)L2 Vz € Ya
+a(u,v)r2 —c(v,p) = 0 Yv e U,
a(y,q)  —c(u,q) = (fi9z YgeY.

Example 1.3.2.2 (Distribuited advection-diffusion OCP). Let us consider a bit more
complex example of distributed linear quadratic OCP. In this case the system is governed
by an advection-diffusion equation. The problem is formalized as follows:

mln J(y,u / (y — ya)? dQoBs + = / u? dQops,
(y,u) 2 QoBs 2 Jaops
—div(wVy) +B-Vy=f+u inQ, (1.3.10)
such that <Y 8_ 0 on I'p,
8% 0 on I'y.

Let 2 be an open, bounded and regular domain, with Lipschitz boundary 0f2 that verifies
I'pUTly = 00 and 'p NI’y = 0. The observation domain Qpps C Q is open. The
control term is u € L?(Q2). The source term f € L?(Q) is given. The given diffusivity
term v = v(z) > 0 in Q. The diffusivity term is considered in L>°(€2). Also the advective
field B = B(z) in La(2) x La(f2) is given. We impose homogeneous Dirichlet boundary
conditions on the inlet boundary of the advection field I'p = {z € 9Q : B n(x) < 0},
where n(z) is the unit outward normal vector on 0f2, whereas we impose homogeneous
Neumann conditions on the outlet boundary of the advection field I'yy. We consider
Y =HL (Q) ={yeH(Q) : yr, =0}, U=L*Q), H=L*Q), Y* =H Q) and
yq € L?() is given. Let us begin our analysis from the weak formulation of the state
equation. It reads: find y € Y such that

a(y,q) = c(u,q) + (f, @) L2, Vg ey,

11
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where the bilinear forms a(-,-) : Y XY — Rand ¢(-,-) : UxY — R are defined respectively
as

a(y,q) = /Q(Vvy -Vq+B-Vyq) dQ,
c(u,q) :/Quqdﬂ,

thanks to integration by parts and boundary conditions.
For existence an uniqueness of the state equation we refer to [57, Chapter 12].
To compute the adjoint operators it is useful to rewrite a(-, ) = a1(+,-) + az(-,-) where:

al(s,q):—/F I/Vsq-n—/F VVsq-n—i-/Ql/Vs-quQ
D N

as(s,q) = /Q,B - Vsq dS2.

Let us indicate by A; € L(Y,Y*) and Az € L(Y,Y™) the linear operators induced by
ay(+,-) and as(, ) respectively. The linear operator A € L(Y,Y™) induced by the bilinear
form a(-,-) (notice that this time a(-,-) is not symmetric) is given by the sum of A; and
As. As in example (1.3.2.1) we want to verify:

(As,y)y=y = (s, Ay)yy-.

0s
Let us act on A;. Assume that ¢ = 0 on 0f2. Furthermore, we also know that Vo = 0
n

on 0f). This reduces
(Ais.ayy = ai(s,0) = [ vVs- Vg dn

Now, integrating by parts and using the divergence theorem, we obtain:

(A1s,q)y+y = / sVg-n—+ sVg-n— / sAg dS)
Ty Q

I'p

= qu-n—/sAqu.
SGHIED Q) JT N Q

Let us focus on As. Integrating by parts and applying the divergence theorem, we reach
the following equality:

(A2s, q)y~y = /FD ﬂqs-n+/FN ﬂqS-n—/ﬂdiv(ﬁq)s dQ

= / Bgs -n — / div(Bq)s dS.
s€H} () /Ty Q

Finally,
(As, @)y+y = (A1s,q)y+y + (A25,q)y+y

= /FN s(Vg+Bq) -n— /QsAq ds) — /Qdiv(,Bq)s ds.

To obtain the adjoint equality (1.3.6) we have to assume a new boundary condition for

0
the adjoint problem, that is a—q + B -ng = 0. So the adjoint equation has the following
n

form:

12
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—div(vVp + Bp) = —xops(y — ya) inQ,

p=0 onI'p, (1.3.11)
)

—p+ﬁ-np:O on 'y,

on

where p € Y is the adjoint variable and ypopg the characteristic function of Qppg. Let
C € L(U,Y™*) be the linear operator induced by c¢(-,-) and Q@ € L(Y, H) the identical
observation operator. In this case we can exploit the symmetric assumption of example
(1.3.2.1) and C = C* and Q = Q*. Let us define

a*(s,q) = /Q(VVS -Vq) — /Qdiv(ﬂq)s dsQ;

so the optimality system can reads:

a(y,q) = c(u,q) + (f,q) L2 Vg €Y,
a*(zvp) = _(y - ydaz)LQ(QOBS) VZ € Y’ (1312)
(Qu,v)r2(00 ) = (v, D) Vv e U.

Example 1.3.2.3 (Distribuited OCP governed by Stokes equation). In this final example
we consider distributed OCP with a Stokes state equation. The problem is formulated in
the following way:

1
min J(v,p,u) = §/Q|v—vd|2dﬂ+%/ﬂ|u\2d9,

(v,p;u
—VvAv+Vp=u in{, (1.3.13)
such that ¢ div(v) =0 in €,
v=20 on Jf.

The domain ©Q C R? is open, bounded and regular. The given constant v represents the
kinematic viscosity, v € V := H(Q) x H}(Q) is the velocity field and

peP;:Lg(Q):{reLQ(Q) : /7‘:0}
Q

represents the pressure. In this case we consider V* = H-1(Q) x H71(Q2) and P* = P.
Now let us consider Y = V x P as the space of the state variable y = (v,p) and U =
L2(2) x L%(9) is the space of the control variable u. The dual space is Y* = V* x P*.
In order to build the weak formulation of the state equation, we define the bilinear forms
a(,):VxV =R b():VxP—=Randc(,):V xV — R as follows:

a(v,9) = Z//QVV -V dQ, b(v,p) = —/Qdiv(v)p dQ, c(u,¢) = /Qu - @ dS).

So the weak formulation for the state equation is: find y = (v, p) such that

{a(v,¢) +b(¢,p) =c(u,¢) VoV (1.3.14)

b(v,&) =0 V¢ € P

For fixed u € U, the state equation admits a unique solution. Indeed the Stokes problem
(1.3.14) can be seen as a saddle-point problem satisfying the assumptions of (Brezzi)

13
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Theorem 1.3 (for the proof see [57, Chapter 16]). In this case the Lagrangian functional
derivative is used to derive the optimality system of the control problem. Let us define
the Lagrangian functional:

1 «o
(90, w,0) = (v v~ va) gz + 5 (0w a(v, W) + b(w, p) — c(a,w) + (v ).
To obtain the optimality system we assume the derivatives of Z(-,-,-) with respect to

(v,p,u,w,q) € V. x P x U x V x P must vanish. For this kind of problem the system
(1.3.4) reads:

a(v,9) + b(¢,p) = c(u,¢) Vo €V,
b(v,£) =0 V¢ € P,
a(®,w) +b(®,q) = (v—va,¥)2 VeV, (1.3.15)
b(w,m) =0 Vr e P,
a(u,T)r2 = ¢(T,w) VT e U.

We report below the nested saddle-point structure of this control problem:

(V7 Q/J)Lz a’( ’ W) +b(¢7 q) = (Vd7 ¢)L2 vIl)b S V7
b(w, ) = 0 vVm e P,

+a(u, )2 —c(r,w) = 0 Vr e U,

a(v,¢) +b(é.p) —c(u,9) = 0 Vo €V,
b(v,§) = 0 VE € P.

14



Chapter 2

Numerical Approximation and
Methods for Optimal Control
Problems

In this chapter, our purpose is to illustrate what is a numerical approximation for an
optimal control problem (OCP) and what are the methods that can be used to solve the
optimality conditions system. While in the previous chapter we performed a very theoret-
ical analysis of control problems, in this chapter we will focus on the numerical features of
an OCP. We will translate the notions presented in Chapter 1 under the field of Computa-
tional Fluid Dynamics (CFD). As we have specified in the previous chapter, Fluid Control
is an old field of research that fascinated scientists in many fields and from any time. Now,
with the development of new computational technologies, fluid control is studied under
this new point of view. For the last 30 years, there has been a large use of computational
method to understand fluid behaviour under optimization using sophisticated and very
expensive simulations. These kind of simulations need a consistent numerical approxima-
tion and a smart resolution method for the optimality system. Numerical methods for
fluids are essential in many engineering applications. The need of control simulations and,
consequently, their numerical approximations and the related solving methods, arise in
hydrodynamics, physiological flow studies, aerodynamics, shape optimization, geophysical
sciences and environmental engineering (e.g see [14, 42, 49, 64, 18, 72, 73, 51, 71, 48, 58]).
In this work we will follow a classical Galerkin method based on a Finite Element dis-
cretization to reach a good approximation of our fluid state and control variables. In order
to transform the control problem into a discrete control problem there are essentially two
discretization techniques, that now we will briefly introduce (see [57, 22, 29]):

1. discretize-then-optimize. In this approach we discretize the state equation and,
subsequently, we solve the control. This method is represented by the following
pattern

MODEL — DISCRETIZATION — CONTROL;

2. optimize-then-discretize. Through this second strategy, first the continuous
control problem is formalized and then we proceed with the discretization of the
equations of the optimality system. The process is described by the next scheme:

MODEL — CONTROL — DISCRETIZATION.
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2.1. Discretization Techniques for Optimal Control Problems

Now let us talk about solving methods. It is convenient refer to the abstract OCP formu-
lation:

min J(y, u) subject to E(y,u) =0,

(y,u)
where y and u are respectively the state and the control variable constrained to a general
state equation &(y,u) = 0. To solve an optimization problem of this kind there are usually
two ways:

1. iterative method. It is based on the minimization of the reduced functional .J (u) =
J(y(u),u) where y(u) derives from the solution operator u — y(u) (i.e. see [35, 70,
57));

2. one-shot method. Based on the direct resolution of the optimality system (i.e. see
[67, 69]).

Let us present what we are going to treat in this Chapter. In section 2.1 we will deeply anal-
yse the discretization techniques usually exploited in control problems. The discretization
theory for saddle-point problems is described. Some examples in linear quadratic OCPs
are shown. Section 2.2 is about the numerical methods to solve an OCP. The iterative
method is shortly treated, while the one shot approach is presented more extensively. Fi-
nally, in section 2.3, some numerical example of distributed control are provided. They
are solved by the one-shot method.

2.1 Discretization Techniques for Optimal Control Prob-
lems

The computational study of control problems is based on simulations and on the inter-
pretation of their results. At the base of simulations there is a discrete optimal control
problem. A control problem is a very complex issue to treat. One of the main character-
istic of an OCP is the interaction of the various components of the system: to discretize
a control problem can unexpectedly be a difficult task.

The aim of this section is to introduce the concept of discretization of a control problem.
First of all the two approaches discretize-then-optimize and optimize-then-discretize are
clarified (as a reference see [57, 53, 64]). Then we will analyse Galerkin approximation,
stabilization and convergence of the saddle-point formulation (see [57, paragraph 16.3.3])
and some applications in linear quadratic OCPs (see [57, 58]).

2.1.1 Two approaches: discretize-then-optimize or optimize-then-discretize

Let us focus our attention on how to appropriate discretize an OCP. Let y € Y and u € U
be the state and the control variable, respectively. Let us indicate our state equation as
E(y,u) = 0. To better fix the ideas, we will describe our control problem in the following
way: find u € Uy,q C U such that

J(y(u),u) < J(y(v),v) Vv € Ugg, (2.1.1)
where J : Y x U — R is a prescribed cost functional and the minimization is subjected

to £(y(u),u) = 0. There are at least two methods to follow in order to discretize and to
solve numerically the problem (2.1.1).
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2.1. Discretization Techniques for Optimal Control Problems

1. Discretize-then-Optimise (see [57, 22, 29])
In this kind of approach, first U,y and the state equation are discretized, obtaining
respectively the discrete space U,q and the new discrete state equation:

En(yn(un), un) =0, (2.1.2)

where h is a parameter that indicates the dimension of the mesh elements. We
suppose that for h — 0 the discrete problem converges to the continuous one. In
this way, if the induction of Uyqp, and if the equation (2.1.2) is correct, we expect to
obtain a discrete state y(up) from all the discrete admissible control uy. So we can
formulate the problem (2.1.1) in a discrete version: find u € Ugyq,p, such that

I (yn(un),un) < J(yn(vn),vn) Yor, € Und.p, (2.1.3)

subject to &, (yn(up),urn) = 0.
This a natural way to discretize and solve a control problem: first the state equation
is discretized and then we obtain the discretized control model.

2. Optimise-then-Discretize (see [57, 22, 29])
There is another way to proceed. We can consider the state equation £(y,u) = 0 and
the problem (2.1.1) to characterize the optimal state and control variables in terms
of the optimality system. As introduced in chapter 1, we know that the continuous
optimality system is of the form:

g(yvu) =0,
Eyly,u)p = —Jy(y,w), (2.1.4)
5u(y, u)*p = _Ju(y7u>-

where p = p(u) is the adjoint variable associated to y and u. At this point we can
discretize and solve numerically (2.1.4).

The two different approaches do not always lead to the same results: for some problems
is preferable the first strategy (usually optimal design problems), for others the second
one. Which way to use depends substantially from the specific control problem we are
considering: i.e. the first approach is to prefer in optimal design problems, while could
lead to erroneous results in optimal control problems involving vibrations and waves (i.e
see [36, 76, 49, 77]).

2.1.2 Galerkin Approximation, Stability and Convergence for Saddle-
Point Problems.

We are going to analyse the Galerkin approximation for the saddle-point structure, that
is common to all the linear quadratic OCPs. Let us recall the structure of a saddle-
point problem [53, 54]. Let X and @ be two Hilbert spaces, respectively endowed with
the norms || - ||x and || - ||g. Let us consider X* and @Q*, the continuous bilinear forms
A(-,-) : X x X — R and B(-,+) : X x U — R and the two linear functionals F' € X*
and G € Q*. The saddle-point problem formulation (as introduced in (1.2.1)) reads: find
(z,p) € X x @ such that

{A(x,v) +B(v,p) = (Fv) YveX, (2.1.5)

B(z,q) = (G, q) Vg € Q.
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2.1. Discretization Techniques for Optimal Control Problems

We can introduce the Galerkin approximation of the abstract problem (2.1.5). Let XN
and Q" be two finite dimensional subspaces of the spaces X and Q, respectively. In this
work these discrete spaces are considered as Finite Element spaces, but the dissertation
has value for a general discrete space.

The Galerkin Finite Element approximation of the problem (2.1.5) is: find (2V,pV) €
XN x QN such that

{A(xN,vNHB(vN,pN) = (FoN) vl e X, (2.1.6)

BN, ¢V) = (G, ¢V) VgV e QV.

Similarly to the continuous case we can define the space:
X(j)v:{wNeXN : B(wN,qN):Q VqEQN}.

Even if QV ¢ Q and XV C X, in general Xév ¢ Xo. Now we want to provide a discrete
version of the (Brezzi) theorem (1.3) (for the proof see [57], Cap.16), that gives us a result
well-posedness of the problem (2.1.6).

Theorem 2.1 (Brezzi). Assume that the Hilbert spaces X and Q, the functionals F € X*
and G € Q*, and the bilinear forms A(-,-) : X x X — R and B(-,") : X x Q@ — R are
given. Let XN and QN be two finite dimensional subspaces of X and Q respectively.
Furthermore, assume that A(-,-) is continuous on XN x XN and B(-,-) is continuous on
XN x QN. Assume that the bilinear form A(-,-) is weakly coercive on X{)v, i.e.

.A(IEN, UJN) N

inf  sup > o and inf  sup > 0.

JCNEX(J)VwNEXbMHxNHXHwNHX o wNEX[f)\fx

Moreover, suppose that B(-,-) satisfies the discrete inf-sup condition

B N N
inf  sup %2ﬁjv>0.
N eQN v exn [[wN]|x|[¢V ]l

Then, for all h > 0, the problem (2.1.6) has a unique solution (2N, pN). Furthermore, the
following inequalities hold:

aN—i-’yA

1 ,
HF!XJFBNHGHQ*],

N
2™ [|x < Y

1 A o nale +9a)
I71lo < 37 [(1 + 20 IR + el

Q*] .

Finally, if (z,p) € X x Q denotes the unique solution of the problem (2.1.5), the following
error estimate holds:

N N : N . N
r—x + |lp — <C inf ||z —w 4+ inf - ,
| lx +llp—p"llg < (wNEXNH | x quQNHP q |Q>

where C := C(aN, BN, v.4,78), so C is independent from N .

Remark 2.1.1. In subsection 1.2.2 we have analysed how a linear quadratic OCP can
be read in a saddle-point framework. So the general Brezzi’s Theorem 2.1 also holds for
the linear quadratic OCPs. This is the reason why the well posedness of a discrete linear
quadratic OCP depends on the fulfillment of its assumptions.
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Let us focus on the algebraic structure of the system associated to (2.1.6). The dimension
of XN and QV are respectively indicated with A’y and Ng. Let us define the basis of the
finite spaces XN and QN with:

;e XVEX {he@Vpe.

Now we can rewrite the solution (xN Y )eX N o QN as:

Nx NQ
(mN = ijgoj(x), N = Zpkl/)k(x))
j=1 k=1

if the basis functions are chosen as test functions for the problem (2.1.6), one can define
A e RVx*Nx B e RNoNx F € RVX and G € RV as follows:

Aij = Agi, ¢5), Bmi=B(¢i,¥m), Fr=(F, k), Gs= (G, 1s).

From those quantities, we can build the following linear system, with a block structure:

5 7)) -(e) 1)

where (x); = z; and (p)r = px. Thanks to the Galerkin approximation, the OCP problem
(1.2.9) has the following algebraic formulation:

1
minimize §XTAX —FTx subject to Bx = G. (2.1.8)

2.1.3 Approximation of Linear Quadratic OCPs Governed by Elliptic
Coercive State Equation

Our purpose is to study the Galerkin approximation of linear quadratic control governed
by elliptic coercive state equations. We want to describe them in the framework proposed
in section 1.2.1 and analyse the discretize model illustrated in subsection 2.1.2. As usual
we consider Y and U, the state and the control space, respectively. The state and the
control variables will be indicated with y and u. In this case U = U(w), where w C Q
or w C Jf2. Furthermore, we assume that €2 is a open, bounded domain with a regular
boundary 92 such that 'y NT'p = @), while 'y UT'p = 0. Moreover, let Q =Y be the
adjoint space and let H be the observation space (we can observe the total domain or the
boundary, or a part of them).

Let us define the OCP problem as follows:

1 Q
min ~ J(y,u) = =||Qy — val|% + =n(u,u
@mgw(y) 5119y = yall + 5 n(u,u) (2.1.9)

a(y,q) = c(u,q) + (G, q)g+q VgeQ=Y,

where, n(-,-) : U x U — R is a bilinear form linked to the penalization of the control
variable, « > 0 is a given constant, y; € H and Q € L(Y, H).

In order to recast the problem (2.1.9) in a saddle-point formulation (2.1.5) we have to
make the following assumptions.
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Assumptions 2.1. Suppose:

1. a(+,+) : Y XY — R is continuous and strongly coercive, i.e. there exist two constants
Yq > 0 and a4 > 0 such that:

la(s, )| < vallslly]rlly Vs,r €Y and a(s,s) > aa|\s||§/ Vs €Y,

2. the bilinear form ¢(-,-) : U x Y — R is symmetric and continuous, i.e. there exists
a constant v, > 0 such that:

le(v, @) < ellvllullally VwelU,VgeY,

3. the bilinear form n(-,-) : U x U — R is symmetric, coercive and continuous, i.e.
there exist two constants v, > 0 and a,, > 0 such that:

n(v,w) < wlvllv|jwlly Yo,w € U and n(v,v) > ay||v||f Yo e U.

Let us define X =Y x U endowed with the scalar product (z,w)x = (y,2)y + (u,v)v,
where z = (y,u) € X and w = (z,v) € X. Let A(-,-) : X x X — R be a bilinear form
defined as follows

Az, w) = (Qu, Qz)m + an(u,v).
Furthermore, let us consider B(-,-) : X x Y — R a bilinear form such that
B(w,q) = a(z,q) — c(v,q)-

To recast the OCP problem (2.1.9) we also need the Riesz isomorphism Apg : H — H*
and the adjoint operator of Q that we will indicate as Q* € L(H*,Y™). Finally, we can
define F' = (Q*Apyq,0) € X* and reach this new formulation:

. 1
min J(z) = 5 A(z,z) - (£,z) (2.1.10)

B(z,q) = (G,q) Vg €Y.

our purpose is to establish an equivalence between the problems (2.1.9),(1.2.9) and the
following one:

{A(x,w) + B(w,p) = (F,w) Ywe X (2.1.11)

B(z,q) = (G,q) Vgev.

To do that, we have to prove the hypotheses of theorem 1.4, exploiting assumptions 2.1.
Lemma 2.1. The bilinear forms A(-,-) and B(-,-) verify the hypotheses of Theorem 1.J.
Proof. The bilinear form A(-,-) is trivially symmetric and nonnegative.

1. The bilinear form A(-,-) is continuous on X x X. Indeed:

Az, w)| < 1QullullQzlln + allullullvlly < QPN allella + allullullvlly
< (1P + e)lz/lx[wl|x-
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2. The bilinear form B(-,-) is continuous on X x Y:

1B(w, q)| < la(z, @)+ le(v; )| <7allzllyllglly + vellvllollally
< (Ya + o) lwllxlglly-

3. The bilinear form A(-,-) is strongly coercive on
Xo={we X : B(w,q) =0, YgeY}
. Let us consider w € Xy = B(w,q) = 0= a(z,q) = ¢(v,q) VYq € Y. So it holds:

(07
aallzlly < alz,2) = c(v, 2) < velollulizly = vlly > ,7“HZHY-
(&

This leads to:

(6] [0}
A(w, w) = [|1Q2||% + e[|z = || Q=17 + §|!v||2U + §||UH2U
aa?
272
> ao(||2l3 + IlvllF) = aollwl%,

(67
> [|Qallf + 55 12115 + S llvllE

2

« o
where ap = —max <1, —2 ¢.
3 | 2 }

4. The bilinear form B(-,-) verifies the inf-sup condition:

B _
p Gl = e Lt
weX, [|WIx (zv)€Y XU,
ucx soerar 17 + ol
a(g; q)

= > adllqllg>0. m
(z0)=(¢0) llally v=q *

From assumptions 2.1, Theorem 1.3, Theorem 1.4 and Lemma 2.1, the following Proposi-
tion holds.

Proposition 2.1. The OCP (1.2.9) has a unique solution given by (z,p) € X XY, solution
of the saddle-point problem (2.1.11).

Now we are allowed to analyse the Galerkin approximation of the saddle-point problem
(2.1.11). So, we can consider the two finite dimensional subspace XV ¢ X and QV =
YN cvy. Specifically, XN —yN x gN , with YN c Y and UV c U. The discrete version
of problem (2.1.9) reads: find (zV,p") € X x YV such that:

{A(xN,wN)+B(wN,pN)=<F,wN> v e XV, (2.1.12)

BV, q") = (G, q") gV € QV.

Our proposal is to verify the hypothesis of Theorem 2.1: it guarantees the well-posedness
of the problem (2.1.12).

Lemma 2.2. Thanks to the assumption that QN = YV, the bilinear forms A(-,-) and
B(-,-) satisfy the hypothesis of theorem 2.1.
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Proof. The main issue is to prove that assumptions 2.1 are also valid in the discrete
version of the OCP. Let us focus our attention on the bilinear form a(-,-): the continuity
on YV x QN (= yN ) is naturally inherited, while a general QV could lead to the loss of
the strong coercivity. Thanks to the assumption QY =YV the strong coercivity on YN
follows from the strong coercivity on Y. It analogously holds for ¢(-,-) and n(-,-). The
final result follow the same arguments of lemma 2.1. g

The last result and Theorem 2.1 prove the next Proposition.

Proposition 2.2. The saddle-point problem (2.1.12) has a unique solution (zV,pV) e
XN x YN,

2.1.4 Approximation of OCPs Governed by Stokes State Equations

The aim of this subsection is to analyse an OCP problem governed by Stokes equation.
We will focus on its saddle-point structure and on its Galerkin approximation. We will
specifically face this kind of problem

1
min J(v,p,u) = 5/{)]v—vd|2dﬂ+%/glu\2dﬁ,

(v,p,u
—vAv+Vp=u in Q, (2.1.13)
such that ¢ div(v) =0 in €,
v=0 on 0f).

Let © be a bounded, open regular domain and let 02 be its boundary. Let us specify
functional spaces and variables involved. We consider V = H}(Q) x H}(Q) and v,v4 € V
as the velocity variable. The variable p € P = L?(Q) represent the state pressure. The
control space is U = L?(2) x L?(f2) and the control variable u € U. The state variable is
(v,p) €Y =V x P, whereas the adjoint state variable is indicated with (w,q) € Q@ =Y.
As in Example 1.3.2.3, we reach weak formulation:

{a(v,¢) +b(¢,p) = (0,8)12 VeV (2.1.14)

b(v,£) =0 V¢ e P,

where

a(v,$) = v /Q Vv-VdQ  bv,p) = — /Q pdiv(v) .

Let us define the usual product space X =Y xU, and let x = ((v,p),u) and A = ((¢, 7),T)
elements of X. We consider the following bilinear form A(-,-) : X x X — R:

A(x,A) == / vy dQ+a/ u- 7 dQ. (2.1.15)
Q Q
Now let (¢,£) € Q =Y. We define the bilinear form B(-,-) : X x Y — R as follows:

B(x,(,¢)) := a(v,8) + b(¢, p) + b(v,§) — c(u, @) (2.1.16)

Given F = ((v4,0),0) we can reformulate the problem (2.1.13):

x€X 2 (2.1.17)

{min T(x) = S A%, %) — (F, %),
B(x,(#,£)) =0 V(w,q) €Y.
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Our purpose is to prove assumption of Theorem 1.4 to reach the equivalence between the
OCP (2.1.13) and the saddle-point framework: find (x, (w,q)) € X x Y such that

(2.1.18)
B(x,(¢,€)) =0 V(. &) €Y.

Notice that the state Stokes equation is a mixed variational problem and so the system
(2.1.14) has the features of a weakly coercive problem. Let us define A(-,-) : Y xY — R
in the following way:

{A(x,,\) + B, (w,q)) = (F,\) VA€ X,

A((v,p), (9,8)) = a(v, ) + b($,p) + b(v,&).

Since a(-,-) and b(-,-) fulfill the hypotheses of theorem 1.3, the continuity and the weak
coercivity of A(-,-) can be shown (see [5]). We can exploit the Necas - Babuska theorem
to ensure the uniqueness of the solution for the state equation. Let us enunciate the it:

Theorem (Necas). Let us consider two Hilbert spaces V. and W, let F(-) be a continuous
linear functional on W. Let A(-,-) : V. x W — R be a bilinear form verifying:

1. continuity, i.e. there exists C 4 > 0 such that

|A(u, w)| < Callullv||lwllw Yu € V,Vw e W,
2. weak coercivity, i.e. there exists a constant B > 0 such that:

A A
inf sup M > and inf sup M > 0.
veVuwew [[vllvlwlx weW vey ||v]lv[lwlx

Then, the problem
A(u,w) = F(w) Vwe W

has a unique solution and it also holds:
lullv < SIE]
B

What is important for our purpose is the weak coercivity of A(-,-), in particular there
exists 54 > 0 such that:

A((v,p), (9,9))

inf  sup > B4 >0.
vpeYgeey [(v,p)lly (. Iy

We have all the ingredients to prove the following statement:
Lemma 2.3. The bilinear forms A(-,-) and B(-,-) verify the hypotheses of Theorem 1.4.

Proof. Let us consider let x = ((v,p),u),A = ((¢,7),7) € X. To reach our proposal, the
following scalar products are used:

((V’p)? (¢'a7T))Y = (V7¢)H1 + (p77r)L27
(u’T)U = (uaT)LQa

(XvA) = ((va)7 Whﬂ)y + (u7T)U'

The bilinear form A(-,-) is trivially symmetric and nonnegative.
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2.1. Discretization Techniques for Optimal Control Problems

1. The bilinear form \A(-, -) is continuous on X x X. Indeed:

JAG M <[Vl l1ll e + allullz2]l7]] 2
< (T4 a)flx|x[[A]lx-

2. The bilinear form B(-,-) is continuous on X x X. We can affirm that thanks to
the continuity of a(-,-) and b(-,-) and exploiting Poincaré inequality, which reads as
follows: let £2 C R™ be a bounded domain, then there exists a constant C' > 0 such
that

0]l z2(0) < ClIVY|| 20 Yo € HY (), (2.1.19)

moreover it holds:

0]l 2() < Clloll i 0)-

So, we can reach our goal as follows:

1B(x,(8,8) = la(v, ) + b(,p) + b(v, &) — ¢(u, 9)]
< Yalloll g @l e + llglla ol 2 +wlvIa €l ez + [lull L2l 22
< Yallvll @l + wllpllm oz +wlviiaEllee + Cllull 2| @] g
< (Ya + 2% + O)x[x[/(8, &Iy

3. The bilinear form A(-,-) is strongly coercive on
Xo={xe X : B(x,(¢,6)) =0, V(¢,§) €Y}
Notice that x = ((v,p),u) € Xp if and only if

a(v,9) +b(@,p) + b(v, &) = (u, )2 V(¢ &) €Y.

Let us consider (¢,&) = (v,&). To continue in our purpose, we need to refer to
Cauchy-Schwarz inequality: let V' be an inner product space, then

(v, w)y | < vllvl[wlly Vv, w e V.

So, thanks to the Poincaré and the Cauchy-Schwarz inequalities it holds:
v[|[Vv|[7a + 2b(v,p) = (u,v)2 < Cllul 2| V]| 2,
and we can derive:

2b(v. p) (2.1.20)

v
> —||V —_
Il > GIVYlie + oo

Now let us prove the strong coercivity of A(+,-) on X, assuming that 3, > 0 is the
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2.1. Discretization Techniques for Optimal Control Problems

inf-sup constant of b(-,-):

« «
A(x,x) = |[v[[72 + olullze = [vI72 + 5 [ulzz + 5l

2 2
av a 4b(v,p) «
> V]2 + = —[|VV]|2s + ———22 L g2
= HVHL2 + 2 (2 || VHL2 2 C2HVV||%2 + 2 HuHL2
2 21412 2
: av 5 203 Vg llpllz: oy o
> 1,22 + Sl
> min {15} M+ Gaovi, g * 2
¢
2083 |Ipll7= | «
Alloll2 b IIPII72 2
> ¢l|vllz + — @z T 5 lallz2
. 206 o 2 2 2
> min {eo, “25%, 5} [IVI5 + o3 + [ull3:]
ap
= ao|lx[I% vx € Xo.
4. The bilinear form B(-,-) verifies the inf-sup condition:
wp BoxOva) A (%) — (w)p
cexxr0 IXlx voweX. vowzo L JI(v.p)3 + ful}
A
> AR g gy
u=0 (vp)ev, (v)20 /(v p)[1%

From theroems 1.3 and 1.4 and Lemma 2.3 we can state the following:

Proposition 2.3. The OCP problem (2.1.13) has a unique solution given by (x,(w,q)) €
X XY solution of the saddle-point problem (2.1.18).

Now we are we can consider the Galerkin approximation of the saddle-point problem
(2.1.18). So, we can consider the two finite dimensional subspace XV ¢ X and QV =
YN ¢ Y. Specifically, XV = YN x UV, with Y c Y and UV c U. The Galerkin
approximation of the problem (2.1.18) reads: find (xV, (w",¢V)) € XV x YV such that

{.A(XN,AN)—FB()‘N (W, qV)) = (F2V) vaV e XV, (2.1.21)

BN, (¢, V) =0 VgV, eN) e YN

Our proposal is to verify the hypothesis of Theorem 2.1: it guarantees the well-posedness
of the problem (2.1.21). A necessary condition is that Y C Y must be inf-sup stable
for the Stokes system (2.1.14), i.e. let V& < V and PV C P be the discrete spaces of
velocity and pressure, respectively and YN = yN x pN , then VN and PV has to verify
the inf-sup condition:

inf  sup _bue.e) B > o. (2.1.22)
eNePN g eyn [|B] (€]l 22
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2.2. Numerical Resolution: One-Shot Approach

Lemma 2.4. Thanks to the assumption of the inf-sup stability of YV and assuming that
QN = YN, the bilinear forms A(-,-) and B(-,-) satisfy the hypotheses of theorem (2.1).

Proof. The continuity of the bilinear forms a(-,-) and b(-,-) is inherited from the original
functional space. Also the coercivity properties of a(-,-) derives directly from the parent
spaces. Assuming QY = YV and the inf-sup stability of Y¥ it is possible to state that
there exists an ﬁﬁ/ > 0 such that:

A(VV,p), @V, V)
o eyNWNpeyNH vN P Y, My

Once considered these features, we can proceed as we did in lemma 2.3.

> s\ >o.

From Theorem 2.1 and Lemma 2.4 we can derive the following result.

Proposition 2.4. Assuming that hypothesis of Lemma 2.4 are verified, then there exists
a unique solution (x, (wN,¢V)) € XN x YN for the saddle-point problem (2.1.21).

2.2 Numerical Resolution: One-Shot Approach

In this section numerical methods to solve OCP are discussed. To better understand what
we are going to analyse, let us consider an OCP in abstract form. As usual, the state
variable is indicated by ¥, the control variable by u. The general problem is the following;:

r(nin) J(y,u) subject to E(y,u) =0, (2.2.1)
Y, u

where £(y,u) = 0 is a generic state equation. As specified in the introduction of this
chapter, there are two ways to numerically solve a OCP: the iterative method (i.e. see
[35, 70, 57]) or the one-shot method (i.e. see [67, 69]). We will focus our attention on
the latter one. This method has been used for all the applications treated in this work.
We are going to analyse the application of this method to linear quadratic OCPs, specifi-
cally. Two examples are proposed: the first is an OCP governed by the Laplace equation,
the second is an OCP with Stokes state equations.

2.2.1 Omne-Shot Approach for Linear Quadratic OCPs

Suppose that we are facing a Galerkin approximation of the linear quadratic OCP (1.2.9).
As specified in Remark 2.1.1, the discrete version of a linear quadratic OCP reads as:

1
minimize §XTAX ~Flx subject to Bx = G. (2.2.2)

The optimality conditions of problem (2.1.8) is of the form already described in (2.1.7):

0)E)- ()

Example 2.2.1.1 (OCP governed by the Laplace equation). In this simple example a
one-shot approach is applied to an OCP for the Laplace equation on an open, bounded,
regular domain €. The problem is the same analysed in Example 1.3.2.1. Let Y = H} ()
be the state space, U = L?() the control space. The state and the control variables are
y € Y and u € U, respectively. The weak formulation of this problems has the following
form:
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2.2. Numerical Resolution: One-Shot Approach

- _ 1 a2 a [ 9
(y,iﬁlé%w‘](y’“)* 2/Q(y Ya)© dQ + Q/QU dQ2

such that a(y,q) = (u,q)r2 + (f,q) 12 Vqgevy,

(2.2.4)

where a(s,r) = / Vs - Vr dQ. In this particular case the weak adjoint equation is:
Q

a(z,p) = —(y = ya, 2)r2 Vzev.
Let {7V} be a triangulation over Q, that is, we can consider a discrete domain
OV =int (U K ),
KeTN

where K is a triangle of 7. In a Finite Element approximation YV = ¥ N X and
UN=Un X, where

X ={N ec®@) : WV|g eP,, VK TV}
and P, represents the space of polynomials of degree at most equal to . Now let us

consider YV C Y and UV C U as the FE discretization of the state and the control space,
respectively. The discretization of the OCP problem (2.2.4) reads:

1 e}
T ) =5 [0 = e+ § [ )2 an

such that a(yV, ¢") = (W, V)2 + (f, V)12 Vg e YV,

Let y and u be the coefficient of yN and u” expressed in terms of the nodal basis for YV
and UV, respectively. We can analyse the algebraic formulation of the discrete problem
(2.2.5):

min
(N wN)eYN xUN (2.2.5)

1 o 1
i J =—y'My—y"M —u'Mu+ Sy M
o B o W) = gy My =y Mya + gutMu s gyaMya (2.2.6)
such that Ky = Mu +f.

where K is the stiffness matrix derived from the bilinear form a(-,-) and M is the mass
matrix associated to the functional.
In this framework, it is simple to obtain the discretized adjoint equation:

K'p=-M(y —ya).

We now show the connection between this specific example and the general formulation

= (5 )6)-(6)

a= (i ) B ) x= (v w)" enp (s o).

Now we are able to build the optimality system exploiting the block structure:

M 0 KT y Myq
0 aM -—-M ul| = 0
K -M 0 P f
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2.2. Numerical Resolution: One-Shot Approach

Example 2.2.1.2 (OCP governed by the Stokes equations). This example faces a one-
shot approach applied to an OCP governed by Stokes equations on an open, bounded,
regular domain (2. This case recalls the example 1.3.2.3: v € V := H}(Q) x H}(Q) is the
velocity field,

peP::Lg(Q)z{reﬁ(Q) : /Qr:O}

represents the pressure and u € U := L?()) x L?(f) is the distributed control variable.
The main difference is the presence of the desired pressure pg € P. The constants o > 0
and d > 0 are penalization terms in the cost functional.

1 1)
min J(vopow) = 5 [ v=vaPd+ 3 [ p=paan+ 5 [ ufi,

(v,p,u)

—VvAv+Vp=u+f in Q, (2.2.7)
such that ¢ div(v) =0 in Q,
v=0 on O€.

Now we can consider the FE discretization of the spaces: VN c vV, PN c P, UN c U.
We are going to indicate with (v, p,u) the coefficients of the discrete variables expressed in
terms of the nodal basis for VN, PN UV, The discretization of the OCP (2.2.7) is given
by:

1 _ 1 T T 1) T T
(yN,uNr?éngUNJ(v’p ) = 27 My —v" Myvg + 5P Myp — ép” Mypq +

« 1 1)
+ u M+ of Myva + 5pf My, (2.2.8)

Asv + Blp= Myu+ f

such that
Bgsv =0,

where Ag is the stiffness matrix associated to the Laplace operator, Bg is the matrix
representing the divergence operator. Here, M, and M, are the mass velocity matrix and
the mass pressure matrix, respectively. To build the optimality system, let w and q be the
adjoint velocity and the adjoint pressure, respectively. The optimality system reads:

Mv 0 0 AS Bg: v Mvvd
0 oM, O Bs 0 P OMypa
0 0 aM, -M, O u | = 0 . (2.2.9)

As B -M, 0 0 ||w f

Bs 0 0 0 0 q 0

The system can be expressed through the aggregated variables V, U, W. V is the ag-
gregated velocity-pressure variable, U represents the control variable, whereas W is the
aggregated adjoint variable. The optimality system can be formulated in the following
way:

M 0 K A% f,

0 aM, —-ET||[U|=]0], (2.2.10)

K -F 0 \)\% fs

(M, 0 _ (As B (M, A [ Myvy B
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2.3. Numerical Results

The system (2.2.10) can be rewritten under a saddle-point formulation as:

1)) -(2)

A:(ﬂg az(\)@)’ B=(K -E), X:G)

2.3 Numerical Results

where

In this section we will illustrate the numerical results associated to the examples pre-
sented in subsection 2.2.1. The two experiments deal with an OCP governed by a Laplace
equation (test case proposed in [16]) and an OCP with Stokes state equations (a slightly
modified test case proposed in [78]). The simulations have been implemented in FEniCS
(see [45], for further informations one can refer to https://fenicsproject.org), exploiting the
one-shot method. For the approximation a FE Galerkin optimize-then-discretize method
is used.

2.3.1 OCP Governed by Laplace Equation

We show numerical results for the OCP introduced in Example 2.2.1.1, focusing on a
solution tracking. Let us consider 2 = (0,1)2. The control is distributed over Q. The
problem has the following strong formulation:

1 o
i Ty == [ (y—yg)? dO f/ 2 40
i (y,u) 2/9@ Yd) +g fou

—Ay=u+f inQ, (2.3.1)

such that
y=20 on 0f),

where U = L?(Q), Y = H}(Q2) and f = 0. In Figure 2.3.1.1 a plot of the desired state
yqg = 10x1(1 — z1)z2(1 — x2) is given. For the FE discretization the space Py is used.

Figure 2.3.1.1:  Desired state ygq.
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2.3. Numerical Results

We solved the OCP for a = 107°. The Optimal state and the control variable are presented
in figure 2.3.1.2. In this case the objective functional reaches J = 2.32-10~%. Then, we
have repeated the same experiment with o = 1072 as a penalization term. This time, the
cost functional is J = 4.39 - 10~2. The numerical results for the optimal state and control
are reported in figure 2.3.1.3.

Finally, in figure 2.3.1.4 the difference between the optimal state and the desired state is
shown, respectively for & = 1072 and o = 107°. In the first case the maximum absolute
value reached is 4.9 - 10~!, while in the second case we have a 5.58 - 1073.

Figure 2.3.1.2:  Left: optimal state; right: control. The penalization term is o = 107°, the
functional J = 2.32-10~*

Figure 2.3.1.3:  Left: optimal state; right: control. The penalization term is a = 1072, the
functional J = 4.39 - 1072,
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Difference State and State Desired

5587203 0.0042 -0.0026 0.0014 1214e-16

|

Figure 2.3.1.4:  Left: difference between optimal state and state desired, a = 1072; right:
difference between optimal state and state desired, o = 1075,

2.3.2 OCP Governed by Stokes Equations

We show numerical results for the OCP introduced in Example 2.2.1.2, focusing only on
a velocity tracking. Let us consider = (0,1)2. The control is distributed over . The
problem has the following strong formulation:

1
min J(v,p,u):§/ﬂ|v—vs]2 dQ—l—%/Q]uIQ s,

(y,u)eY xU
—VvAv+Vp=u inQ, (2.3.2)
such that ¢ div(v) =0 in €,
v=20 on 02,

where

Vg = <1Oai(s0(w1)so(wz)), 10%@(%1)@(@))),

T2

with ¢ : (0,1) — (0,1) is defined as ¢(z) = (1 — cos(0.872))(1 — 2)2. The top left plot of
figure 2.3.2.1 shows the desired velocity state of our problem. Let us consider o = 1074
as penalization for velocity. From the discretization we used a Taylor-Hood pair, i.e.
continuous piecewise quadratic polynomials for the velocity and continuous piecewise linear
polynomials for the pressure. The optimality system formulated in (2.2.9) has the following
particular form:

M, 0 0 Ag Bg v Myvg
0 0 0 Bs 0 P 0
0 0 aM, —M, 0 ul=| O
As BT -M, 0 0 w 0
Bs 0 0 0 0 q 0

A plot of optimal velocity, optimal pressure and control is given in Figure 2.3.2.1, while
in figure 2.3.2.2 the difference between the state and the desired state is shown.
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2.3. Numerical Results

Pressure

-3.413=+00 -1.81 00038 1.8 3.605=+00

|1 L

Figure 2.3.2.1: Top left: velocity desired; top right:optimal velocity; bottom left: control;
bottom right: optimal pressure . The penalization terms are a = 107 and § = 0. The functional
is J = 4.02-1072.

Figure 2.3.2.2: Difference between optimal velocity and desired velocity. The penalization
term is a = 1074
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Chapter 3

Reduced Basis Method for
Parametrized PDEs

The aim of this chapter is to introduce the reduced basis (RB) approximation for parametrized
PDEs. The interest in this efficient resolution method for parametrized PDEs arises in
very different contexts (i.e. see [7, 15, 47]). Reduced Order methods act on parametrized
problems that have to be evaluated many times. This kind of problems are usually very
expensive in terms of computational costs. A huge number of engineering issues depends
on input parameters: they can represent physical properties or geometrical variables. The
traditional discretization techniques could not afford the computational issue of repeated
resolution of these very complex problems. The RB approximation aims at reducing the
computational cost of parametrized simulations.

To understand how RB methods work, we have to introduce M, the solution manifold,
in other words the set of the solutions of the parametrized PDE under the variation of
the parameters. RB methods want to approximate every particular solution using only
few basis functions, say N, called reduced basis. Let N be the dimension of a classical
approximation space. The RB approximation is based on two different stages:

1. offtine stage: it is a (potentially) costly phase, where the solution manifold is
explored to build a reduced basis capable to describe with a sufficient accuracy any
particular solution of M. Computationally one has to solve N problem with N
degree of freedom;

2. online stage: it consists into a Galerkin projection onto the reduced basis space, for
a particular parameter value. The computational cost of this phase is independent
from N.

For RB methods, our principal theoretical references are [57, 34].

In the first Section we will introduce the abstract formulation of a parametrized PDE and
we will specify the important concept of affine decomposition. In Section 3.2 the RB ap-
proximation is described, with the description of offline and online stage, respectively. Sec-
tion 3.3 will be dedicated to the description of Proper Orthogonal Decomposition method
(from now on POD). Section 3.4 is dedicated to an introduction to the Empirical Interpo-
lation Method (as a reference see [34, Chapter 5], [2]) to deal with nonaffine parametric
dependence. In Section 3.5 an oceanographic application modeled by Quasi-Geostrophic
equations in the parametric RB framework is introduced and analysed. For RB methods,
our main theoretical references are [57, 34].
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3.1. Parametrized PDEs

3.1 Parametrized PDEs

In this section we will introduce the concept of parametrized PDEs. We will focus on
the elliptic case, since in this chapter the RB method dissertation will be developed in
this particular framework. We have seen how this kind of problem covers a wide class
of scientific phenomena and engineering applications. Let P(u) be our problem, with
B=[p1,...,pp] € P CRP p>1, where P represents our parameter space. As we have
already specified in the introduction to the chapter, g can represent physical features of
the model or geometrical variables.

The abstract formulation of a weak parametrized PDE problem and its classical approxi-
mation is presented. Then the fundamental assumption of affine decomposition is discussed
(i.e. see [57, 34]).

3.1.1 Parametrized Weak Formulation

We are going to introduce a framework for a stationary parametrized problem. Let  C RY,
d =1,2,3 be regular physical domain. The parameter space will be indicated with P C RP,
whereas V' is a suitable Hilbert space. Let us consider the parametrized V-continuous
functionals f : V. x P — R and ¢ : V x P — R and the parametrized V-bilinear form
a:V xV xP — R. The parametrized weak formulation of the problem reads: given
p € P, find u(p) € V such that:

a(u(p),vip) = f(v;ip), vevV, (3.1.1)
and evaluate the output of interest s : P — R
s(p) = €(u(p); p). (3.1.2)
In this chapter we are assuming that the problem is compliant, that is:
LoAl(spm) = f(sm), VmeP,
2. the bilinear form a(-, ;) is symmetric for all g € P.
The Hilbert space V' is endowed with a inner product and with a norm || - ||y:

(w,v)p = a(w,v;p), Yw,v, €V,
lwlly = \/(w, w) = \Ja(w,w:5), Y e V.

The well posedness of the abstract problem (3.1.1) is guaranteed by Lax-Milgram Lemma.
We want the problem to be well posed for all the values of the space of parameters. So,
in addition to the bilinearity of a(-,-;u) and and the linearity f(-, ), we require:

1. a(-,-,p) is coercive and continuous for every p € P with respect to the norm || - ||y,
i.e. there exists a positive constant a(p) > ag > 0 and () < oo such that:

a(v,vip) = a@lol} and  a(w,vip) < y@lelvloly Yoo eV, (3.13)

2. f(-,p) is continuous for all p € P with respect to the norm || - ||y, i.e. there exists a
constant d(p) < dp < oo such that:

f;p) <o(p)]lvllv, Yo e V. (3.1.4)
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3.1. Parametrized PDEs

Let us specify the coercivity constant and the continuity constant of a(-, -; u) over V. They
are respectively defined as:

. .a(v,v; a\w, v;
a(p) = inf (7#), v(p) = sup sup alw,vip)

. YpeP. (3.1.5
vev vl wev vev [wllv]lvllv )

Thanks to these hypotheses the problem (3.1.1) admits unique solution.

3.1.2 The Truth Problem

We will present the abstract formulation of the discretized version of the problem (3.1.1).
This framework will be indicated as the truth approrimation. The dissertation has sense
for every choice of discrete space for Galerkin method, but in this particular case we will
refer to a FE discretization. Let us consider VY C V, an N-dimensional approximation
space.
The discrete version of the problem (3.1.1) reads: given g € P, find vV (u) € VV such
that

a(uN (), v:p) = f(v, p), vo e VNV, (3.1.6)
Naturally, the dimension of the solution is N and the stiffness matrix has dimension N"xN/.
The order of operation needed to find u(p) is O(N®), with a > 1, so, for great values of
N the resolution process can be computationally costly.
For problem (3.1.6) is possible to specify the coercivity constant and the continuity con-
stant defined respectively as:

’}/N(/l,) = sup sup w VY e P, (3.1.7)
wNevnoN v TN v TV v
and NN
oNp) = inf AUH) Y € P. (3.1.8)

Nevn oNE

The discrete problem (3.1.6) is well posed since oV (i) > () > 0 and N (p) < (), for
all p € P.

3.1.3 Affine Decomposition

To ensure the efficiency of the RB method, one has to verify the so called affine decomposi-
tion. This assumption as we will see in Section 3.2.2, is essential to guarantee an adequate
Offline-Online procedure. We are assuming that the bilinear form a(-,-; ) and the linear
form f(-;p) are affine in the parameter p, that is: there exist Q, and @ such that the
forms can be rewritten in the following way:

a(w, v; p) Z Ol(p)aqg(w,v), Yw,v €V, Yu e P, (3.1.9)
= Z 0% (1) f(v) Yv eV, Yu e P, (3.1.10)
where the forms
aqg: V xV =R, fe: V=R
are independent from the value of the parameter u, while the coefficients
0L:P =R, @?:P—HR,

are p-dependent scalar quantities.
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3.2 Reduced Basis Method

In this section we will introduce the RB approximation method and its main features. A
deeper analysis of Offline-Online decomposition is presented. For this theoretical part we
refer to [34, 57]. Finally, the POD algorithm (see [41, 57]) is discussed and is exploited
to build the reduce basis functions. The proposed analysis is based on elliptic coercive
problems, but the framework can be extended to non coercive PDEs. In this more complex
case the well posedness is fulfilled in the general sense of if-sup stability. A particolar
example is the application to Stokes equations (the reader interested in it, could look at
[65, 63, 25]).

Let us assume that a given FE approximation is used for our abstract problem (3.1.1), as
previously specified. RB methods compute an approximation of uwN () using the space
spanned by chosen solutions of the truth problem (3.1.6). We are now ready to describe
the reduction method and all its features and characteristics.

3.2.1 Solution Manifold and Problem Formulation

Let us recall the abstract exact problem (3.1.1): find u(g) € V such that

a(u(p),v;p) = f(v;p), Vv eV

We will refer to u(p) as exact solution. In the introduction to this chapter we have shortly
introduced the concept of solution manifold, that is the set of all the solutions of the
parametric problem (3.1.1) varying the parameters. It will be indicated with:

M=A{u(p) [peP}cCV.
Refering to the new truth formulation, one can define the discrete solution manifold as
MN = {uN () | pe Py c VY,

based on the parametric truth solutions under the variation of the parameter in P. As we
said, let us suppose that VNis a given FE approximation space.
Our goal is to describe the RB spaces construction for this kind of parametric problem®.
Given a positive integer N,,q., we can define a succession of hierarchical RB spaces V]\I,%B
for N =1,..., Npaz, that is:

VEB c VB c...cVvEE cvN.

mazx

These assumptions are fundamental property for the (memory) efficiency of the RB ap-
proximation. To define VﬁB, given N € {1,..., Ny} we have to introduce the sample

SN: {l‘l’l?"'Jll'N}'

The elements p,, € P, with 1 <n < N are chosen trough an appropriate algorithm. We
can now consider the snapshots uN (nn) € VN, Now, we are able to build the RB spaces
as follows:

VB = span {uN (), 1 <n < N}. (3.2.1)

Notice that for construction the spaces are hierarchical, and also the samples have a similar
nested structure:

S1={p} C Sy ={p1,p2} C - C SNpppo-

!The option proposed is very common and in literature is known as Lagrange RB spaces. There are
other approaches based on Taylor space or Hermite spaces (i.e. see [55, 38] respectively).
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3.2. Reduced Basis Method

We are now able to introduce the reduced problem in a Galerkin projection formulation
onto the RB spaces. It is a new approximated problem and it reads: given g € P, find
uRP(u) € VEE ¢ VN such that

a(uy” (), oN";m) = fFon%im)  VoR” e VP (3.2.2)

From now on we will remove the apex *Z for the sake of notation, so VﬁB = Vxn and
ulP(u) = un (). The next step is to find a well-conditioned basis for Viy. The basis
functions are built thanks to a Gram-Schmidt process on the snapshots un (gy,), 1 <n <
Npaz in the inner product (-, -)y. In this way what we obtain is a set of orthonormalized
basis functions {Cn},];@f’”, that is:

(Cna Cm)V = Opms

where 1 < n,m < Npaz and 6y, is the Kronecker symbol.
Naturally, the basis functions and the snapshots of the truth solutions verify the next
property:

Viv = span {C1, -+, (v} = span {u (1), -+, u (un)}-
We can now express the reduced solution in terms of the reduced basis {Cn} e in the
following way:

(). (3.2.3)

‘F%z

Jj=1

Substituting the latter expression (3.2.3) in the reduced problem (3.2.2) and choosing
vy = (3, 1 < i < N, one obtains the following algebraic reduced system

N
> al G mun () = f(Gi ), 1<i<N, (3.2.4)
7=1

that has the coefficients ug\,(u) as unknowns. The problem (3.2.4) can be expressed in
matrix form as

An(p)un (p) =y (p), (3.2.5)
where (un(p)); = ufv(p) and (fy); = f({; ), whereas the matrix Ay has as entries:

(AN ()i = al(Gi, G p)-

3.2.2 Offline-Online procedure

The system (3.2.4) usually has low dimension N x N, but its formulation is linked to
the FE approximation space in the basis functions {CJ}N’”‘”. If one assembles the RB
stiffness matrix Ayn(u) for every value of the parameter g, the evaluation process will
remain very expensive in terms of computational cost. Thanks to the affinity assumption,
the formation of the matrix Ay (u) can be decoupled in two phases: the Offline and the
Online stages, that allow to efficiently solve the system (3.2.5) for each new value of the
parameter p. Specifically, using the expressions (3.1.9) and (3.1.10), the system (3.2.4)
takes the following form:

N
Z(Z@q anJ,Q) ZGq ) f4(G) 1<i<N.



3.2. Reduced Basis Method

The latter problem can be rewritten in matrix form:

Qa Qs
(Z @zm)A?V) un(u) = 3 LWL, (3:2.6)
q=1 q=1

where
(AN)ij = aq(Gi, &), (F5)i = fq(Gi)-
It is clear that a RB approximation requires a p-independent costly Offline phase and a

very efficient Online phase, u-dependent. The first procedure is needed only once, while
the second process is applied at every new evaluation of a different parameter p € P:

e in the Offline stage, first of all the snapshots uN (y,) for 1 < n < Npqq are computed.
Then a Gram-Schmidt orthonormalization for 1 < n < N4, is applied obtaining
the equivalent basis {Q}N maz - After this preliminary phase, we are ready to assemble
and store the following structures:

fq(Cn)y 1<n< Nmaxa 1< g < Qf, (327)

and
aq(CnaCm)a 1<nm< Nmmm 1< qg < Qa- (328)

The computational cost depends on N, Q, and N,qz.

e In the Online stage, we exploit the structures computed in the previous step to build
Z@ wag(G,G)  and Z@q )fa(G), 1<i,j<N,

and then solve the resulting linear system of dimension IV x N to obtain ugv (p) with
1 < j < N. The operation count depends on N,Q, and @y, but it is independent
from N. To be more specific we need O(Q,N?) to assemble the stiffness matrix,
O(QN) to assemble the output vector and finally O(N3) are the operations needed
to solve reduced linear system (3.2.5).

Remark 3.2.1. Let us present what is the relation between the RB quantities and the
corresponding FE approximations. Let us introduce {15}, basis for the FE space V.
Notice that (; € VN so they be expressed in terms of the FE basis, that is

N
gz = ZCMP& 1 <4 < Niag-
s=1
Moreover
N N N
(Cu Cj Z Z Gisa 1/]87 1/}7”)@7“ and fgf = Z erfq(¢r). (329)
s=1r=1 r=1

Let Z =[¢1---(n] € RN*N be the basis matriz, for 1 < N < Npae. Then the equations
in (3.2.9) can be expressed in a matrix form:

AS, =2 A%z, and fl, = 27},
where (A%)ij = aq(i, ;) and (£17); = fo(¥i).
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3.2. Reduced Basis Method

3.2.3 Proper Orthogonal Decomposition (POD)

The main issue treated is this subsection is to understand how to generate reduce basis
spaces. There are essentially two classical approaches to reach this goal: one is the so
called greedy algorithm (see [34, Subsection 3.2.2]), the other one is the proper orthogonal
decomposition (POD). We will focus our analysis on the latter of the two algorithms.

To apply a POD, a discrete and finite-dimensional subset P, C P is needed. For this
specific set of parameter one can define

MN(Py) = {u () | p € P}

The cardinality of MY (P,) is M = |Py|. Naturally it holds MV (P,) ¢ MV since
Pr C P. When Py, is fine enough, MmN (Pr) is a good approximation of the discrete
manifold M#. From now on we will refer to MV (P},) as V. The algorithm of POD is
based on two processes:

1. sampling the parameter space P to compute the truth solutions at the chosen
parameters,

2. a compression phase, where one discards the redundant information.

The N-space resulting from the POD algorithm minimize the following quantity:

1 :
\IM > inf ot () = onl} (3.2.10)

v
pep, NEVN

over the N-dimensional reduced spaces Vi of Vi = span {u (p) | p € Py}

Let us introduce an ordering on the parameters p1, ...,y € Pp. This induce an ordering
on the truth solutions w? (1), ..., u" (). To reach our goal of constructing the POD-
space, we define the symmetric and linear operator C : V4 — Vg as

M
)= 3 0N N )iV (), N € Vi

m=1

Let us consider the eigenvalues A, € R and the corresponding eigenfunctions &, € Vi,
with ||&,]lv = 1, linked to the operator C verifying

(C(&)s w™ (1m)) = A (&nr ™ (), 1<m< M. (3.2.11)

Let us assume that the eigenvalues satisfy Ay > Ay > - -+ > Aps. The orthogonal POD basis
functions are given by &1, ..., &, and they span V. We can take into consideration the
first N functions &1,...,&n that satisfy the criterion 3.2.10. They span the space Vpop.
One can define the projection Py : V — Vpop as follows:

(PN[f]agn)V:(fagn)V) 1<n<N,
and is given by
N
Py[f] =D (fin)vén
n=1

Let us apply the projection to all elements of MY (P}), so it holds:

1 M M
JM > N () — PN ()17 = J > A
m=1

m=N-+1
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3.3. The Empirical Interpolation Method (EIM)

Remark 3.2.2. All what we have introduced in this subsection can be seen under an

algebraic point of view. Let us consider u () for m = 1,..., M and construct the
correlation matrix C € RM*M a5
1
Cmq = M(UN(“M)ﬂuN(“Q))Vﬂ 1<m,qg <M.

Then, solve the N-largest eigenvalue-eigenvector (A, v,) problem:
Cuv, = A\yUn, 1<n<N,

with ||Jv,|| = 1. Giving a descending order to the eigenvalues A\; > A9 > --- > Ay, the
orthogonal basis functions {{1,...,&{x} satisfy Vpop = span {{1,...,{x}. The basis is
given by:

M
Zvnmu m), 1<n<N,

where (vp,)m is m-th component of the eigenvector v, € RM.

3.3 The Empirical Interpolation Method (EIM)

In this section will analyse the Empirical Interpolation Method (EIM). As said in the pre-
vious section, the efficiency of the RB method is strictly linked to the affinity assumption
on the forms, that is, Yu € P:

a(w,v; ) Z@q wag(w,v), and f(v Z@q (3.3.1)

In many cases the affine assumptlons are not verified and one has to use some numerical
techniques to recover them: EIM is an approach to approximate the non-affine structure
in a suitable way. The following introduction to EIM algorithm has as references [34,
Chapter 5],[2].

3.3.1 EIM Description

Let us suppose to have a function g(-,-) : X X Pgry — R, where X is a Banach space
and Pgry is a parameter space. The EIM procedure aims at approximating this kind
of functions. The goal is reached through an interpolation operator Ig, that interpolates
the function of interest at some specific interpolation points 1,...,zg € {1 as a linear
combination of some appropriate basis functions {h1,...,hqg}. The peculiarity of these
basis functions is that they are part of the set {g(-, ) }pepy, - Indeed, they are build as a
linear combination of specific snapshots g, , . - ., gu,,, where the () parameters p1, ..., puq €
Prry are chosen through a suitable algorithm.

Assume that g(-,p) € CY(Q) C X. Let u € Pgras be a chosen parameter, the interpolation
operator Ig[g(-, u)] applied to g,(-, u) reads as:

IolgC-w)(@) = Y ag(why(z),  z €. (3.3.2)

The interpolation operator has to verify the following equality:
Iolg( wl(z5) = g(xj, p), i=1....Q, (3.3.3)
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3.3. The Empirical Interpolation Method (EIM)

and the interpolation is given by the following linear system:

Q
S ag(whg(zy) = glzjop),  j=1,...,Q.
q=1

Let us express the previous system with Ta, = g, where:

T = hj(x;), (ap); = aj(p), (gu)i = g(xi, p), i,j=1,...,Q. (3.3.4)
There are these main issues to be analysed:

1. build the basis functions {h1,...,hq}

2. determine the interpolation points x1,...,zq

3. prove that the interpolation matrix T;; = h;(x;) is invertible (the interpolation
system has unique solution).

The basis functions and the interpolation points are given by greedy algorithm. The
algorithm chooses g, that is the worst well approximated by the current interpolation
operator. Analogously, the interpolation point is chosen as the one that maximize the
corresponding error function (if the reader is interested in a deeper description of the
algorithmic procedure, see [34, page 53]). As already said, the basis functions are linear
combination of some specific gy, ,...,qu, that are able to approximate quite well every
gu- The basis functions and the {h1,...,hq} and the snapshots {gu,,...,gu,} span the
same space:

Vo =span {hi,...,hg} = span {gm,...,qu}.

Even if they both generate the space V{, it is preferable use {h1, ..., hg} as basis functions
since the following properties hold:

Tii:hi(xi)zl, 1§’L§Q and Tij:hj(wi):(), 1§Z<]§Q

Thanks to this choice the basis functions and the interpolation points satisfy (as specified
in [2]):

1. {h1,...,hqg} are linearly independent,
2. matrix T is invertible (lower triangular with unity diagonal),
3. EIM is well posed in X until convergence is not reached.

Moreover, the interpolation operator Ig is the identity restricted to the space V. Indeed
it holds:

Iolg(z, pi)] = g(z, pi) 1=1,...,Q, Yz €,
and

IQ[g(quJ‘)] :g(xlvl'l‘) izla"')Qa V[LEPE[M.
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3.3. The Empirical Interpolation Method (EIM)

3.3.2 EIM and RB

EIM can be a very useful instrument in reduced context: it allows to apply the RB methods
to a wider class of problems, that do not verify the affine assumption 3.3.1. Our aim is to
underline how EIM can be used to face this kind of issue. Let us assume that the bilinear
form of our problem is:

alw,vip) = | glaswbiuw,vi) o

where b(w, v; x) is bilinear in w in v for any x € Q and the function g depends non-trivially
on p, i.e. there is not an affine decomposition of the form:

Qa
g(z;p) = Zaq(,u,)hq(x), peP,xel
q=1

In this case one can apply EIM to approximate g(x; ) and to recover an affine decompo-
sition formulation:

Qa
g(z;p) ~ Zaq(l‘)hq(ff)» peP,xell
q=1

Thanks to this approximation

Qa
a(w,v; u) =~ ag hg(x)b(w, v; ) dS2.
(w0~ 3 0qlw) [ ha(olb( viz)

This technique can be used to obtain an affine decomposition for the right hand side
f(v;p), in a similar way.

Remark 3.3.1. Let us analyse the EIM algorithm under an algebraic point of view.
Assume that a discrete representation of the domain €2 and of the parameter space Pgrys
is given by Qu = {x1,...,2n} and PE;; = {u1,...,pn}, respectively. Consider the
following matrix representing the function g at the variation of the parameters:

Gij = g(wi, pj), 1<i< M, I<j<N.
Suppose that a set of basis vectors Hg = [hi,. .., hg] and interpolation indices i1, ..., igQ.
The discrete version of the interpolation operator Iy : RQ — RM applied to g € R¥ is
given by
IQ [g] = HQaga
where a, is such that Ta, = g. The interpolation matrix T is defined as:
Tlm: (HQ)ilma l,m: 1,...,@.

In the following we will present the EIM algorithm.
Let us consider ¢ = 1, and a given tolerance t. While err < t do:

1. First of all, pick the index
Jq = arg max||G.; — Ij1[Gyj]|ler,
j=1,., M

where G.; represent the j—th column of the matrix G. Then we consider the inter-
polation index:
iq = arg max|Gyj, — (Ii-1[Gyj,])il.

i=1,...,
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2. Define the basis vector by:

ijq — Iq—l [ijq]

hy = .
T Gy, — (Ig-11Goy, )i,

3. Finally compute the error in the following way:

err :jirll,e?(,MHG:j— g—1[Glller

and set ¢ :=q+ 1.

In some cases one wants to obtain continuous approximation of g(x,u) for all (x,u) €
Q x Pgrym. The basis functions h, are found as in 2., but all has to be interpret in a
continuous context. Let us define the following quantities:

S, = aG from Iq—l[G!jq] = Hq_la(G:jq)’

1jq)’

and
Sqq = qujq - (Iq—l[Gijq])iq'

then, the continuous basis functions can be constructed thanks the recursive formula:

q—1
g(xaﬂiq) - Z S:thj(x)
j=1

Sqq

he(x) =

3.4 EIM-POD Galerkin Based Reduction Method Applied
to Quasi-Geostrophic Equations

This section introduces a POD-Galerkin reduced order method approach applied to a cli-
matological problem describing large scale Ocean-wind circulation. We solve a stationary
quasi-geostrophic linear model? for constant density flows under the influence of Earth
rotation. A two-dimensional square domain §2 = [0, 1] x [0, 1] is considered. It represents
a large portion of Ocean surface. The parametrized equations have the following strong
formulation 3:

q=AY in €,
oY . .

G THL poAg = —sin(ugy + pa)  in Q,
q=0 on 02,
=0 on 0f2.

The parameter vector g = [p1, pto, (13, f4] is in the space P = [10~%,1]%. The components
w1 and ps are dissipative coefficients, while us and py4 change the forcing term, representing
wind action on the Ocean surface. Let us define V = H}(Q). For the sake of notation,
our parameter p, will be indicated simply with .

2The non-linear version will be considered in future. The problem will be deeply analysed in the last
chapter.

31t is the so called Stream function formulation, from which one can derive the currents velocity com-
ponents (u,v) thanks to the following relations: u = —%%, v = $2.
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The weak problem formulation aims at finding, for some p, solutions ¢ (u) and g(u) in V
such that:

| atwe+ [ Vi ve=0 Vop eV,
Q Q

B,
/Q giu)p + 1 /Q q(p)p + p2 /Q Vq(p) - Vp = —sin(ugy + pa) Vo,p e V.

We endow V' with the inner product:
(v,w)V:/Vv~Vw Yo,w € V.
Q

The parametrization on the forcing term leads to a nonaffine formulation. The strategy
to reduce the problem is a EIM-POD Galerkin algorithm (as a reference see [34, Chapter
3] and [34, Chapter 5]).

3.4.1 EIM-POD Galerkin Algorithm

As we learnt through this chapter, the efficiency of a reduced basis approach is closely
linked to the affine assumption. When it is not verified, it is essential to lead the problem
to an approximate affine formulation (thanks to EIM algorithm). Now we have a new
problem to reduce via POD Galerkin algorithm. This is what we call EIM-POD Galerkin.
Let us summarily analyse EIM action on a u dependent function f: Q2 x P — R, like in
our case the forcing term — sin(usy + p4). We know that EIM procedure interpolates f :=
f(x, ) at {z1,...,2Q} € Q on basis functions {h1,...,hg} that are linear combination of
f evaluated in @) specific parameters.

Let us define the interpolant

Q
IQ[f] (z) = Z aq(ﬂ)hq(w)'
q=1

After EIM approximation f is replaced by Ig[f](x). This kind of procedure restores the
affine assumption and so one can treat the new problem with a POD Galerkin reduced
basis method. Our specific system is nonaffine and gives a two-component solution. This
issue could be faced in two ways:

1. perform single EIM-POD Galerkin for all the solution components (monolithic),
2. perform a EIM-POD Galerkin for each solution component (partitioned).

In the next section we will compare the two choises in terms of: error between reduced
and finite element solution and POD eigenvalues decay.

3.4.2 Numerical Results

In this section we show some numerical results in order to provide reasons to split EIM-
POD algorithm for the variables ¢ and . In all experiments we used:

e 20 reduced basis functions,

e 21 EIM basis,
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training set and test set of 100 points,

log-uniform distribution for physical parameters p; and us,

uniform distribution® for forcing parameters 3 and g,

a logarithmic y-axes scale for all the plots.

p3 and pyg Fixed

In the first case considered the two parameters acting on the forcing term are fixed, while
p1 and g can vary in [1074,1]. We take pu = [u1, 2, 7, 0] as a parameter vector. This
particular formulation guarantees the affine assumption, so we do not need EIM algorithm.
In Figure 3.4.2.1 we present monolithic error®, the partitioned error® and eigenvalues decay
normalized with respect to the component largest eigenvalue. Even if both methods have
a good final result, one can notice that the partitioned error decays more rapidly than the
other one and that POD eigenvalues have the same trend, especially for 1. Splitting the
POD method could be an advantage for affine problem version.

p1 and po Fixed

Let us focus on a different kind of problem for which physical parameters are fixed,
while forcing parameters can change in the usual range. Our vector parameter is yu =
[0,0.073, 13, 114]. The experiment can be useful to understand how the two methods react
to the loss of affine assumption. Here an EIM algorithm is fundamental. In Figure 3.4.2.2
we can visualize how the errors grow if we take a number of basis function greater than
nine. It is the sign that EIM-POD, at that point, adds noise to the system (the eigenvalues
are practically zero from basis nine on). As in previous experiment, splitting is a better
choice if one uses few reduced basis functions.
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Figure 3.4.2.1:  On the left we have the monolithic error (red) and partitioned error (green)

plots, on the right POD eigenvalues plots for fixed pus and py (red for monolithic version, green
and blue for partitioned version on component g and v respectively).

4We chose a different sampling distribution because 1 and po usually assume small values to have a
real physical meaning: we wanted to replicate this in EIM-POD algorithm.

5The norm for the error computation in || - ||vxv is defined as ||v||3,, where v is the aggregated state
variable.
5The norm for the error computation in || - |Jvxv is defined as ||(¥, ¢)||[3xv = |[¥|I3 + ||¢|[2-
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Figure 3.4.2.2:  On the left we have the monolithic error (red) and partitioned error (green)
plots, on the right POD eigenvalues plots for fixed p; and ps (red for monolithic version, green
and blue for partitioned version on component ¢ and ¢ respectively).

No Fixed Parameters

The last case has the abstract form described in the introduction to this section. Let
@ = [p1, p2, i3, p14] be our vector parameter varying in P = [1074 1]*. The problem is
more complex than before: we have to take in consideration that the reduction issue adds
up to a not affine formulation. Figure 3.4.2.3 shows errors and POD eigenvalues. In this
case, we reached a good result either via splitting or not, so the method are comparable.
The errors trend is the same for both methods.
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Figure 3.4.2.3:  On the left we have the monolithic error (red) and partitioned error (green)
plots, on the right POD eigenvalues plots for no fixed parameters (red for monolithic version, green
and blue for partitioned version on component ¢ and 1 respectively).

In the following figures, the difference between the truth state and the reduced state for
the variable ¢ are shown. In figure 3.4.2.4 the case with only p1 and po fixed is analysed.
Figure 3.4.2.5 represents the pointwise error in the specific case of only us and py fixed,
while in figure 3.4.2.6 the no fixed parameters problem is shown. The last two figures refer
to u = [0.,0.073,0.5,0.1].
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Figure 3.4.2.4:  Left: truth solution, center: reduced solution, right: difference between state
and desired state.
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Figure 3.4.2.5:  Left: truth solution, center: reduced solution, right: difference between state
and desired state.
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Figure 3.4.2.6:  Left: truth solution, center: reduced solution, right: difference between state
and desired state.

47






Chapter 4

Reduced Basis Method for
Parametrized Optimal Control
Problems

This chapter aims at generalizing the reduced basis techniques described in the previous
Chapter to parametrized optimal control problems. As we have already specified, solving
a parametric control problem is a very costly operation: we will use RB methods to solve
lower dimensional approximate problems compared to the full order discretization. RB can
be very useful since parametrized control applications are various (i.e. see [47, 59, 64, 53])
and all of them are computationally demanding. Our analysis focuses on linear quadratic
optimal control problems governed by elliptic state equations and by Stokes equations.
In Chapter 1 we had introduced the saddle-point formulation for linear quadratic control
problems. Naturally, we can extend this concept and define a parametrized saddle-point
formulation for Optimal Control Problem (OCP(u)), where p is a parameter defined in
finite parameter space P.

Let us indicate, as usual, the state space and the control space with Y and U, respectively.
Let @ be the adjoint space. We assume that the adjoint space and the state space will
coincide, i.e. Y = Q. Let X = Y x U be the aggregated space of state and control.
The generalized continuous parametric formulation of a linear quadratic control reads as
follows:

) 1
{I;leu)l{ J(z,p1) = §A($’$;N) —(F(u), z) (4.0.1)

subject to B(z, q; p) = (G(w), ) Vg € Q.

Analogously to what we have presented in the first chapter, it will be proved that the
optimality system of the (OCP(p)) (4.2.1) has the following form:

{A(m,w;u) +B(w, p; p) = (F(p),w) Yw € X, (4.0.2)

B(z,q;pn) = (G(w), q) Vg € Q.

The goal of the RB methods is to find a low order approximated solution of the problem
(4.0.2). Let Xy C X and Qn C @ be the RB approximation spaces for the aggregated of
state and control space and the adjoint space, respectively. In other words, one wants to
solve: given p € P, find (zn(p),pn()) € Xn X QN such that

{A(.Z‘N,wN;[L) + B(wn, pn;p) = (F(p), wy) Ywn € Xn, (4.0.3)

B(zn,qn;p) = (G(1), q) Vgn € Qn.
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4.1. Reduced OCP(u) Governed by Elliptic State Equations

In this chapter we are going to analyse the existence, uniqueness and stability of a RB
solution for the problem formulation (4.0.3). In Section 4.1 we will focus on OCP(u)
with elliptic state equation and their RB approximation. Section 4.2 presents the RB
approximation of an OCP(u) governed by Stokes equations. Finally, in the last section,
some numerical results of linear quadratic parametrized control problems are shown.

4.1 Reduced OCP(u) Governed by Elliptic State Equations

In this section we are going to present a theoretical framework to have RB methods applied
to linear quadratic parametrized OCP(u) with elliptic state equation. As we have already
anticipeted in the introduction to this chapter, the structure of a parametric saddle-point
problem is exploited.

The main references that we have followed are [54, 52]. First of all, the whole theoretical
problem structure is described, than the truth approximation, the RB approximation and
the technique of aggregated spaces are analysed.

4.1.1 Problem Formulation

We have already described the framework of an Elliptic OCP in Section 1.2.2. The next
step is to generalize the concept to parametrized control problems. Let €} be a open,
bounded and regular domain. As usual, let us indicate the state space with Y, the adjoint
space with @ and with U the control space (remember that the control can be on a
portion of , in other words, on the boundary or on a subset of the spatial domain). The
assumption @ = Y is made. Furthermore, the observation space is H, with yq(u) € H,
and G(p) € Q*.

We can consider the weak formulation of the OCP(p):

1 «Q
min  J(y,u) = —m(y — Y — i)+ —n(u,u;
o (y,u) = 5mly —ya(w),y — ya(w); p) + Snlu, u; p) (411)

such that a(y, ¢ p) = c(u, q; ) + (G(w), q) Vg € Q.

Let us specify the hypotheses on the various forms of the problem: the bilinear form
a(-, ;1) 1Y x Q — R is continuous over Y x @, that is

Ya(pt) = sup sup alyaip) < 400 Y e P, (4.1.2)

vey qeq lllyllalle

where P is the parameter space. Moreover, the bilinear form a(-,-;u) is coercive over
Y = @, in other words, there exists ag > 0 such that:
e wyip) L ala,gp)

Qa(i) = in

= in > lap Y e P. (4.1.3)
vey |l e lall ¢

Furthermore, the bilinear forms ¢(-,;p) : U x @ — R is symmetric and continuous, that
is
c(u, q;
~Ye(p) = sup sup clu.aip). < 400 Vp € P, (4.1.4)
uet qeqQ l[ulluliallo
and the bilinear form n(-,;p) : U x U — R is symmetric, continuous over U x U and
coercive over U, that is
n(u, v; p)

Yn(ft) = sup sup — ———— < 400 Yu e P, (4.1.5)
uet veu |[ullullvllu
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4.1. Reduced OCP(u) Governed by Elliptic State Equations

and

> app >0 Ve P. (4.1.6)
el lullf;

We have to consider other assumptions onto the bilinear form m(-,-;pu): it has to be
symmetric, continuous and positive in the norm induced by the observation space H.
Another property that we have to guarantee is that the forms are affine in u € P: this
hypothesis is crucial for Offline-Online stages. We have to require that for some finite
QasQey Qny Qm, Qa, Qy,, the forms can be expressed as follows:

Z@q )al(y, w), c(u, w; p) Z@q )ed (u, w)
Q77l
Z@q ymi(y, z) (u,v; ) Z@q )n?(u,v) (4.1.7)
de
= Z O (1) (G, w), ya(w) = _ OF, (w)yg,
q=1 g=1

where a?(-,-),c(-,-),mi(-,-),n%(-,-), G4, y} are independent from the parameters, while
01,04, 01,,0%,0¢,0¢  are smooth functions depending on p.

The problem (4.1.1) can be formulated in a saddle-point framework. Let us define X =
Y xU. Let z = (y,u) and w = (z,v) be two elements of X, p,q € Q. We can define the
bilinear forms A(-,;p) : X x X — R and B(+, ;) : X x @ — R as follows:

Az, w; m) = m(y, z; ) + an(u, v; ) Vo, w € X,
B(w,q;p) = a(z,q; 1) — c(v, ¢; p) Vw € X and Vg € Q.

As we have already seen in subsection 1.2.2, defining F'(p) = m(yq(p),-) € X*, given
i € P, one can recast the problem (4.1.1) as:

(4.1.8)
subject to B(z, ¢; p) = (G(n), q) Vg € Q.

Now, the assumptions made on the linear and the bilinear forms allow to fulfill the hy-
potheses of Theorem 1.4, i.e. the problem (4.1.8) is equivalent to the following one: given
a parameter g € P, find the solutions (z(p), p(p)) € X x @ that verify:

. 1
{%1( I (w.p) = GA(wxip) — (F(), @)

{A(Cﬂ(#)aw;ﬂ) + B(w, p(p); ) = (F(p),w) Yw e X, (4.1.9)

B(z(p), ;1) = (G(n), @) Vg€ Q.

First of all, let us notice that the affine assumption (4.1.7), allow us to express the bilinear
and the linear forms of the problem 4.1.9 in the following way:

Az, w; p) Z@q )AL (y, w), B(w,p; p Z@q )B%(w, p),

= Z 0% (r)(GY, 5), (F(p),w) = Z 0% () (F1
q=1 —l

(4.1.10)
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4.1. Reduced OCP(u) Governed by Elliptic State Equations

with © 4,05,0¢q, OF are u—dependent smooth functions, and the linear and the bilinear
forms A9(-,-), B4(-,-), G, F'? are p—independent.
Moreover we have to guarantee the following assumptions.

Assumptions 4.1. The bilinear forms A(-,-; ) and B(-, -; ) have to verify:
1. the bilinear form A(-,-; ) must be symmetric and nonnegative over X;

2. the bilinear A(, -; ) is continuous over X x X, i.e. it holds:

Az, w;
YA(p) = sup sup Al wip)

< 400, peP;
vex wex [|[]xllwllx

3. Let us define
Xo = {w € X such that B(w,q;u) =0, Vq € Q}.

The bilinear A(-, -; p) is coercive over Xy, i.e. there exists a constant 49 > 0 such
that A
T, T

> Vp € P;
wEXQ HZL'H%( - a.AO? l‘l’ )

4. the bilinear form B(-,-;u) is continuous over X x @, i.e.

B(w, q; p
v5(p1) = sup sup Blw, g i)
wex e wllxlgllQ

< +o0, Yu € P;
5. the bilinear form B(-, ;) verifies the inf-sup condition over X x @, in other words,
there exists a constant Sgg such that

B(p) = inf sup B(w,¢;p)

Z 630 > 07 v"l’ € 7)
a€Quex ||wllxllqllq

As we have seen in chapter 1, the hypotheses made on the bilinear forms of the state
equation, guarantee the fulfillment of assumptions 4.1

4.1.2 Full Order Approximation

We are going to adapt the concepts introduced in subsection 2.1.2 to an OCP(u). Let
{TN } be a triangulation of the domain €. Let us define the following space

X ={N ec®@) : Wik eP,, VK € TV}

and P, represents the space of polynomials of degree at most equal to 7. Now we can define
YN =vyn X QN =YN and UN =UnN Xj. By construction it holds that YN ¢ Y,
UN c U and XV =YV x UN c X and QV C Q. Naturally, the A" denotes the dimen-
sion of the product space X x QV, in other words N = Nx +Ng, where Ny = Ny +Np.
The Galerkin Finite Element problem for an OCP(u) reads: given u € P, find (zV (u), pV (1)) €
XN x QN such that

{A(:vN(M),wN;M)+B(wN’pN(M);u) = (F(u),wV), vV e xV,

B(:CN(p,),qN;/J,) - <G(p,),qN> vV e V. (4.1.11)
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4.1. Reduced OCP(u) Governed by Elliptic State Equations

We will refer to the problem (4.1.11) as the truth problem. As we have seen for the
parameter independent formulation of the problem (see Lemma 2.2), the assumption YN =
QV provides the bilinear form A(+,-;p) to fulfill the continuity over XN x XN and the
coercivity over the space

X(/)\[ = {wN c XN such that B(U)N, qN;/L) =0, qu\[ € QN}’

that is
N N
N A(Z’ , W 7/")
Yai(p) = sup sup —g———— < +00, Y € P;
oNexmunex |2V | xllwN | x
and
N N
N . A(‘T y L aﬂ’)
a = inf ————""% > a4 >0, Vu € P.

The bilinear form B(-,-;p) verifies of continuity and of inf-sup stability over the space
XN x @V, in other words:

B, ¢V;
*yg: sup  sup (}\[U—W<+oo, Yu € P;
whexnN gV en v [lxlleM o

and there exists a constant Szg > 0 such that

B(uw™, ¢V p)

BN(w) = inf sup N 2P VmEP.

VeV pvexn [wN]xllg
Thanks to Lemma 2.2 and the fulfillment of the hypotheses of Proposition 2.2 the discrete
Finite Element problem (4.1.11) is well-posed.

Remark 4.1.1. Let us express the concepts just presented into an algebraic framework.
Following the same steps made in Chapter 2, an OCP(p) governed by elliptic state equation
leads to the following linear system:

Ap) B (W) (VW) _ (Fw)) (4.1.12)
Bu) 0 )\ G(p)
The affine decomposition assumption is naturally inherited by the matrices A(u) and B(p)

associated to the bilinear forms, and by the matrices of the linear forms F(u) and G(p).
In other words, the following equalities hold:

Qa Qs
Ap) =) 0% (n) A7, B(p) =) _ 6%(n)BY,

q;; ‘é;l (4.1.13)
G(p) =Y 64 (m)GY, F(u) =) 0% (n)F9.

q=1 q=1

4.1.3 Reduced Basis Approximation

We are going to extend the notions of reduced basis methods for parametric PDE to
OPC(u) problems. The path to reach our goal is substantially the same discussed in
Chapter 3: the idea is to use a new approximated space that has a basis composed by
well-chosen solutions (zV' (i), pV(p)) of the problem (4.1.11). An assumption has to be
made: the discrete solution has a smooth dependence on g. This hypothesis allow the
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4.1. Reduced OCP(u) Governed by Elliptic State Equations

parametric manifold M to be smooth and to be approximated by full order snapshots,
solutions of (4.1.11).

Let us take N € {1,..., Njaz} and a set of parameters Sy = {u',...,u"V} and the Finite
Element solutions {(zV(u"),pV (u™))}N_,. Let us define the reduced spaces for state,
control and adjoint variable, respectively given by:

YN = span {C’n = yN(p'n)a n = 1""7N}7
Uy =span {\, == oV ("), n=1,...,N},
Qu =span {& = p" ("), n=1,...,N}.

Let us define Xy = Yy x Uy in order to recast our problem into a saddle-point formulation.
The OCP(p) problem reads: given p € P find (zn(p),pn(p)) € Xy X Qn such that
{A(xN(ﬂ)wa;M) + B(wn, pn (1) k) = (F(p), wn), Yun € Xn, (4.1.14)

B(zn(p),an;p) = (G(B), qn) Van € QN

What we have to prove is the well-posedness of the RB approximation. The crucial point
is to prove the coercivity of A(-,-; u) over the space

XY = {wy € Xy : Blwy,qn;p) =0, Yoy € Qn}

and the fulfillment of the inf-sup condition for the bilinear form B(-,-; ), since the conti-
nuity property derives directly from the Finite Element spaces.
Let us be more specific on the inf-sup condition of B(-, -; u): there exists a constant Sy > 0

such that

B .
Bu(p) = inf  sup DWNANIH) o g Yu € P. (4.1.15)

anEQnwyexy lwnl xllavllo

To prove the hypothesis 4.1.15 we can follow the techniques already used in Lemma 2.1.
So, by definition, we have:

B(wy,qn) a(zn,qn) — c(vN, qN) a(qn,qn)
= lwnllx ¢ ?up 2 2 V=0 llanlly
wNEXN, zZN,WN)EYNXUN, —+ ZN,UN)=(4N;
gN?é(])V j(VZNJZJN);é\E&O)N \/”ZNHY HUNHU

for all gy € Qn. Notice that to exploit the coercivity of a(-, ;) in the last inequality we
have to suppose Yy = Qn. For the reduced spaces, this assumption do not derive directly
from the Finite Element approximation, since RB basis are linked on the parametric
problem and they are not generic functions as in Finite Element case. A way to recover
the inf-sup stability condition 4.1.15 is to define the enriched RB spaces Yy,Uyn and Qn.
To ensure the stability of the RB method we have to build what is known as aggregated
space of state and adjoint variables

Zy = span {G == yV ("), & =p" ("), n=1,...,N}.

Now, let us choose Yy = Zn, Xy = ZyxUpy and Qn = Zn. So, the new RB approximated
problem reads as: find (zn(p), pn(p)) € Xn x Qn such that

{A(:czv(/z),wzv;u) +B(wn, py(p);p) = (F(p),wn), Ywn € Xy, (4.1.16)

B(zn(p),an;p) = (G(1), ) Van € Qn.

Exploiting the new spaces formulation we can fulfill the inf-sup condition 4.1.15, since
YN =0Qn = Zn.
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4.1. Reduced OCP(u) Governed by Elliptic State Equations

Lemma 4.1. The bilinear form B(-, -; ) verifies the inf-sup condition 4.1.15. Furthermore
it holds

B () > N ().

Proof. Let us compute

B(wn, qn; 1)
On(p) = inf sup ————1F =
) aveZnwyexy [wnllxlanllo
_ inf sup a’(ZNv(INvlj') B C(UN7QN;M)
INEZN 2y wn)eznxUy  II(2NsoN)Ixlan g
> UGN AN o) > oV () > 0.
an=ax aneZn |lanllQ
UN=

Notice that the identification zy = ¢y is now allowed, since they are both in Zy.

Proposition 4.1. The reduced basis saddle-point problem (4.1.16) has unique solution
(zn(p),pN(p)) € XN X QN for allp € P.

Proof. To prove the proposition is sufficient to require the fulfillment of the hypotheses
of Brezzi’'s Theorem 2.1. As said previously the continuity of the bilinear and the linear
forms over RB spaces is inherited from FE spaces. The fulfillment of the inf-sup condition
4.1.15 is proved in Lemma 4.1. The coercivity property of the bilinear form A(-, ;) can
be proved miming the arguments used in Lemma 2.1 and Lemma ?77?.

4.1.4 Algebraic Formulation of the Enriched RB Approximation

We will now introduce the algebraic structure of a RB approximated problem (4.1.16),
with enriched space for state and adjoint variables. Let {; ]251 = {¢; é-vzl U {fj}j-v:l be
the basis functions for the space Zy, i.e.

Zn =span {1, j=1,...,2N}.

We can know write our state, control and adjoint variables in the following way:
2N N 2N
yn () = yn, ()75, un(p) =Y un, ()X, () =Y pn, ()75
j=1 j=1 j=1
Let us define the product space Xy = Zn x Uy. One can generate X from the functions

{0} }?51 where

o _ @), j=1,...,2N
70, _ay) j=2N+1,...,3N,

in other words
2N N
N (p) = (Yyn (), un(p)) = (Z yn; (B)7j, > un, (#)Aj) :
i=1 i=1

In algebraic formulation, the reduced problem (4.1.16) reads:

3N Qay aN @By QFy

Yo 04 WAL an () + Y0 D 0% (W)BY, pn () = Y O (W FY, 1<i<3N
Jj=1g¢=1 k=1 ¢=1 =1

3N @By Qoy
j=1 g=1 q=1

(4.1.17)
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4.2. Reduced OCP(p) Governed by Stokes State Equations

where the matrices linked to bilinear and linear forms are given by

Ay = Aloio)  1<ij<3N
B}{,ij = B0}, 7;) 1<j<3N,1<i<2N
i = (F, ;) 1<i<3N
Gy, = (G, m) 1<i<2N.
If one denotes with
Qay @By
An(p) = > 0% (AL, By(w) = ) 0% (B,
q=1 q=1
Qay QFy
Gn(p) = Y 0§, (G}, Fy(p) = ) Of. (W)FF,
q=1 q=1

the linear system (4.1.17) can be written as

Bn(p) 0 pn (1) Gn(p)
Let Z, = (11,...,75) € RV xRN and Z, = (A1,..., Ay) € RV xRN be the basis matriz.
Thanks to these definitions we can build the following matrices:

7 0 Z. 0 0
Zo= |77 € R x R3VN, Z=10 2z, 0| crR¥ xR,
0 Zu 0 0 Z

z

So we can express the left hand side matrix of the system (4.1.18) in the following way,
underlining how it is linked to the Finite Element space:

T T T
(i ") (s )

the new matrix formulation is still symmetric and the dimension of the system is 5N x 5N.

4.2 Reduced OCP(u) Governed by Stokes State Equations

In this section we are going to provide a reduced basis approach to deal with linear
quadratic OCP(u) governed by Stokes state equations. It is very important to understand
how to face this kind of problem, since Stokes equation are exploited in several and different
applications (i.e see [64, 61, 25]). The structure of the section follows the structure used
in section 4.1: we will use the RB framework and we will study its stability. The main
theoretical references are [53, 52].

4.2.1 Problem Formulation

We are going to introduce the parametric version of a linear quadratic control problem
governed by Stokes state equation. Let us consider the open, bounded and regular domain
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4.2. Reduced OCP(p) Governed by Stokes State Equations

Q CR2 Let HY(Q) x H} () c V € HYQ) x H'(2) be the velocity space. The pressure
space is given by

j - L(Q)(Q):{TELQ(Q) : /Qr:()}.

Then, the state space is Y = V x P. As adjoint space we consider () = Y, whereas the
control space is given by U = L?(Q) x L?(Q2). The state variable will be indicated with
y = (v,p) € V x P. The observation space taken into consideration is H = L?((2).

The OCP(p) reads as:

1
min  J(y,u;p) = §m(v — V4, V— Vg i) + gn(u, u; p)

(y,u)€Y xU 2
subject to {a(v,qs,u) + (8. pim) = c(u,dip) + (Fln).¢) VoeV
b(v, &) = (G(n) ) vEE P,

where F(u) € V*, G(u) € P* and v4 € H. The bilinear forms a(-,-;p), b(-,-;pu) and
¢(+,;p) are the parametric equivalent of the forms introduced in subsection 2.1.4. Let us
remind the hypotheses made over the bilinear forms:

1. the bilinear form ¢(+,;p) : U x V' — R must be symmetric and bounded over U x V,

2. the bilinear form n(-,-;u) : U x U — R must be symmetric, bounded over U x U
and coercive over U,

3. the bilinear form m(-,-;u) : H x H — R must be symmetric, continuous and positive
in the norm induced by the space H.

The OCP(p) can be recast as follows:

(y,g)leir;w«f(y, uyp) = %m(v — V4,V — Vi jb) + %n(u, u; ) (42.1)
such that A((v,p),(¢,€),p) = (G(w), (8,€)) + C(u, (8,£);n) V(4,¢) € Q,
where the bilinear form A(-,;p) =Y x Q — R is defined as
A((v,p), (:8), ) = a(v, ¢, p) + (¢, p; ) + b(v, & 1), (4.2.2)
while the functional G(g) € Q* is given by
(G(n), (8,8)) = (F(u),8) + (G(w), €), (4.2.3)
and the bilinear form C(-, ;) : U x Q — R is
C(u, (¢,8);u) = c(u, ¢; p). (4.2.4)

Naturally, to have an efficient RB approximation of the problem, we have to require the
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4.2. Reduced OCP(p) Governed by Stokes State Equations

forms to be affine in the parameter u: for some Qa, Qc, Qm, @n, @c it holds:

Qa
A((v,p), (@, 8)ip) = Z O% () AY((v,p), (8,)),
C(u, Z O¢(p)C(u, (,5)),
= Z O, (kymi(v,¥), (4.2.5)

n(u, ;@) Z@q nd(a, 1),

(G(n), (8,€)) = Z OG (n)(G
q=1

where 0%, 02,07, 0%, O, are smooth p-dependent functions, and A%(-,-), CI(-,-), mi(-,-),ni(,

are continuous linear and bilinear parameter independent forms. Our goal is to recast the
OCP(p) (4.2.1) in a saddle-point formulation. Let us introduce the space X =Y x U, the
variables z = ((v,p),u), ( = ((¢,7),7) € X and (¢,&) € Q. Let A(-,;pu) : X x X - R
be a bilinear form defined as:

Az, G p) = m(v,¥; p) + an(u, T; ), Ve, (€ X,

Let B(-,-;p) : X x Q — R be a bilinear form given by:

B(z,(9,8),n) = A((v,p), ($,§); 1) — C(u, (8,¢), 1), Vz € X, ¥(9,£) € Q.

As usual, F(u) = m(vg,-) € X*. Thanks these new linear and bilinear forms the problem
(4.2.1) reads: given p € P

] 1
{1;1611)1( J(z;p) = 5./4(957%/1:) — (F(p), z) (4.2.6)

subject to B(z, (¢,&); p) = (G(n), (¢,€)) V(9.¢) € Q.

The assumptions made over the linear and the bilinear forms of the original problem
(4.2.1) fulfill the hypotheses of Brezzi’s Theorem 1.3 and Theorem 1.4: this guarantees
the equivalence between the problem (4.2.6) and the following saddle-point formulation:
given p € P, find (z(p), (w(p),q(p))) € X x @ such that

(4.2.7)
B(z(p), (6,€); 1) = (G(n), (¢, €)) V(9.6 € Q.

{A(:U(M),C;;z) +B(C (w(p), q(w);p) = (F(n),¢) V(€ X,
The bilinear forms A(-,-; u) and B(-, -; u) satisfy the following properties:

1. the bilinear form A(-,-; p) is symmetric and non-negative over the space X;

2. the bilinear form A(-, -; ) is continuous over X x X: i.e.

Az, G
~YA(f) = sup sup M < +o00, YV € P;
vex cex ||z[x[[Cllx
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4.2. Reduced OCP(p) Governed by Stokes State Equations

3. let us define the space
Xo={CeX : B((,(¢,&),n) =0, V(8,8 €Q} CX.

The bilinear form A(-,-;p) is coercive over Xy, i.e. there exists a constant ag > 0
such that

-
AEIH) > 0y, VaeP;

4. the bilinear form B(-, ;) is continuous over X x Q: i.e.

B, (6 €)i )
u Up e e 00, Y P;
o) = sup sup ERICAATS <+ ne

5. the bilinear form B(-,-; p) verifies the inf-sup condition over X x @, i.e. there exists
a constant Fy > 0 such that

B(p) = inf sup B¢, (¢,8); 1)

_— = A/ P. 4.2.8
WL S e @ olg = RE (4.28)

Naturally, the affine decomposition assumption is inherited from the affine assumptions
(4.2.5). Indeed, for some Q 4, @5, Qc, @ it holds:

Az, G p) Z@q VAY(z,¢), Bz, Z@q z,(,8)),

(G(w), (8,€)) = Z%;(M)(Gq,w), Z@q )(F?,C),
qg=1

where © 4,03, 0a, O are smooth p—dependent functions and A?(-,-), BI(-,-), G, F? are
p—independent bilinear and linear forms. As we underlined among this chapter and among
the previous one, these assumptions are fundamental in order to apply efficiently RB
methods.

(4.2.9)

4.2.2 Full Order Approximation

In this subsection we will provide a Finite Element approximation of the saddle-point
problem (4.2.7). In an analogy with the theory discussed in subsection 4.1.2, let {7V} be
a triangulation of the domain 2. Let us define the following space

Xy ={N ec®@) : Vg eP,, VK TV}

where P, represents the space of polynomials of degree at most equal to r. Now we can
define YN =Y NX} L QN =YV and UN = UNX;, A+ By construction it holds that YN ¢
Y, UV c U and XN YN xUN ¢ X and QN C Q. Moreover, let us suppose that YV =
QN . Naturally, as before, the A" denotes the dimension of the product space XV x QV,
in other words ' = Nx +Ng, where Nx = Ny +Ny. The truth Galerkin approximation
of the problem (4.2.7) reads as: given p € P, find (zV (), (W™ (), ¢V ())) € XN x QV
such that

{A(wNm), i) + BV, (W (). N ()i ) = (F ), M) e e XV
M), @V, V) m) = (Glu), (@M, €Y)) V(gN, M) e QY.
(4.2.10)
As we did in Lemma 2.4, assuming that QY = Y| the bilinear forms A(-,-; ) and
B(-,-; ) verify the following properties:
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4.2. Reduced OCP(p) Governed by Stokes State Equations

1. The bilinear form A(-,-; p) is coercive over XN x XV i.e.

AN, Vi)
'y%(u) = sup SUp o < 00, V€ P;
Nexn (Nexa eV || x 1KV ]| x

2. let us define the set
Xyl ={¢e XN BV (@NeV)im), VoV, V) € QY.
The bilinear form A(-,-; ) is coercive over X in other words:

N N
N e AT )
o - 1nf —_— " >« >« >O V EP,

3. the bilinear form B(-,-;p) is continuous over XV x @V, that is:

BV, ¢V, V)im)
VN ) = sup sup ! < 400, Yy € P;
5 () Nexn (@v eNyeen AV IIx (@Y, V) llo

4. the bilinear form B(-,-;p) verifies the inf-sup stability over XN % QV, ie. there
exists a constant 5y such that
. BN, (@, eM)p)
BN u) = inf sup > Bo, Yu e P. 4.2.11
W)= o Meov B T T @V M) 2t

In particular, as we did in Lemma 2.4, it holds that SV () > BV (u), where GV (p) is the
Babuska constant of the bilinear form A(-,-;u). For these reasons, the Finite Element
(FE) approximation (4.2.10) is well-posed, thanks to Proposition 2.4.

Remark 4.2.1. Let us recall the algebraic formulation of the linear system associated to
a linear quadratic OCP(u) governed by Stokes equations. Following the same steps made
in Chapter 2, the system reads:

Ap) BTw) (XNw)) _ (F(w)
<B(#) 0 )(WN(M)>_<G(M)>’ (4.2.12)

()

denotes state and control aggregated variables, whereas W is the adjoint variable related
to the velocity and the pressure variables. Notice that the affine decomposition 4.2.9 is
inherited from the original space, in other words it holds:

where

QA QB
Alp) =Y 0%AY, B(u) =) _ O}B,

q;; Z;l (4.2.13)
G(p) =Y OLGY, F(p) =) O}F.

q=1 q=1
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4.2. Reduced OCP(p) Governed by Stokes State Equations

4.2.3 Reduced Basis Approximation

As underlined in the previous subsection, the aim of RB methods is to use a new approxi-
mated space that has a basis composed by well-chosen solutions (2 (), (W™ (1), ¢V (p)))
of the problem (4.2.10). We already know that the discrete solution has a smooth depen-
dence on w. This allows the parametric manifold M to be smooth and to be approximated
by snapshot solutions of (4.2.10).

In the specific case of OCP(p) governed by Stokes equation, one has to take into account
a nested saddle-point problem: we have a first saddle-point structure given by the state
equations, and the other one given by the linear quadratic optimization. We will proceed
in the following way:

1. the well-posedness of the Stokes problem will be guaranteed by an enriched velocity
space with supremizer solutions (i.e. see [62, 65, 53, 63]),

2. then we will focus on the stability of the whole OCP(u) problem, in other words,
we have to ensure the fulfillment of the RB inf-sup condition on the bilinear form
B(-,;p). As we did for the OCP(u) governed by elliptic equations, we will exploit
aggregated spaces for state and adjoint variables, under the assumption Yy = Qx.

RB Stability of the State Equation

Let us analyse the RB stability for the state equations. For a given N € {1,..., Nz}, let
us consider the sample set Sy = {u,..., uN } and the relative Finite Element solutions
{WN (@™, pN (™), n = 1,...,N}. A first (naive) reduced space for pressure can be
defined:

Py =span {pV (u"), n=1,...,N}. (4.2.14)

To ensure the stability of the reduced state equation we have to follow the strategy of the
pressure supremizer operator T/ : PN — VN defined as follows:

(Tts.¢)y =b(g,s;p), Ve VY. (4.2.15)
We are now ready to build a reduced enriched velocity space:
Vﬁ = Span{v/v(iun): Tgéle(“n)a n = 17 R N}

By the reduced Galerkin projection onto V¥ x Py, we can formulate a reduce state equa-
tion. The new problem reads: given p € P, find (vy (i), pn(p)) € V& x Py such that

{awN(u),qs;m +b(¢, o (p)ip) = (F(p), ¢) Vo € VE, (4.2.16)

b(vn(p), mp) = (G(p),m) Vr € Py.

Thanks to the inclusions V& C VN, Py ¢ PN the bilinear form a(-, -; p) remains contin-
uous over Vﬁ X Vﬁ and coercive over Vﬁ, whereas the bilinear form b(-, -; ) is continuous
over V]{]‘ x Pp. Furthermore, using the enriched velocity space, the bilinear form b(-, ;)
verifies the RB inf-sup condition: in [65] is proved that

b(, ;)

—es > BN () > By > 0, V€ P.
mePx geyn |7l plldllv

For these reasons the reduced problem (4.2.16) is well-posed since they verify the hypothe-
ses of the Brezzi’s Theorem 2.1.
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4.2. Reduced OCP(p) Governed by Stokes State Equations

RB stability of the global control problem

Once proved the stability of the saddle-point state equation, we will focus on the stability
of the OCP(u) saddle-point structure. In order to reach our goal, we must exploit new
approximated spaces. Let us define the aggregated spaces for the pressure variable

Py = span{pN(u"),qN(u”), n=1,...,N}, (4.2.17)
and for the velocity variable
VE# = span (v (u"), TN (u"), W (u), TGN (W), n=1,...,N}. (4.2.18)
Finally, the control space is defined as follows:
Uy = span {uV(u"), n=1,...,N}. (4.2.19)
Let us consider the following aggregated space for state and adjoint variables
Zy = VL x Pn,

this space will be use both for the state space and the adjoint space, i.e. Qn =Yy = Zn.
Considering the product space Xy = Yy x Uy, the new problem formulation reads: given

p € P, find (z(p)n, (Wn (1), an (1)) € X x Qn such that

{A(UCN(#),CN;#) + B(Cn, (W (), qn(p); ) = (F(p), (n) YN € X, (4.2.20)

B(zn(p), (dn,En); 1) = (G(w), (dn,EN)) V(pn,¢én) € @n-

Now we have to guarantee the well-posedness of the RB approximation. The continuity
property of the bilinear forms A(-,;p) and B(-,-; ) is automatically inherited from the
Finite Element spaces. In particular we want to prove the fulfillment of the coercivity of
the bilinear form A(-,-; ) over the space

XV ={¢veXn : BN, (dn,EN)im), (PN, En) € QnT,

and the fulfillment of the RB inf-sup condition of the bilinear form B(-,-;u): in other
words we have to show that there exists Sy > 0 such that

. B(Cn, (PN, EN); 1)
= f
Pn) = 0 e 2 Tew Xl @, )l

> By, Vp e P. (4.2.21)

Lemma 4.2. The bilinear form B(-,-; ) verify the inf-sup condition (4.2.21).

Proof. First of all, thanks to the enrichment of the velocity space with the supremizer
solutions and the fact that Yy = Qun, we are able to prove that there exists a constant
% such that

- ) A((vN,PN), (ON,EN)i 1)
= f
) = e i o T o) @ x)

_ inf sup A((VN7pN)7 (¢N7§N)7ﬂ'> 2 B?\[
(S5 ENEQN (v pi)evy |V, PN) Iy (@, En)llQ
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4.2. Reduced OCP(p) Governed by Stokes State Equations

Now we are going to exploit the weak coercivity of the bilinear form A(-,-;u) to prove the
inf-sup stability of B(-,-; ). Indeed:

B(zn, (dn,EN)im) A((vN,pN), (ON,EN)i 1) — c(u, d; )
eve Denllx T (e w3 Bl
rNEXN VN,PN),U)E X s VN, u
onmn) 2o N PNy ISl
> sup A((vn,pn), (N, EN); 1)
u=0 (v ,pn),0)EYN XU, (v, pw)lly

((vn,pN),0)#0

> Bl@n.En)lly = Bl (@n,én)lle-

Proposition 4.2. The RB saddle-point problem (4.2.20) has an unique solution for all
pep.

Proof. We have to verify the hypotheses of the Brezzi’s Theorem 2.1. We have already un-
derlined that the continuity properties of linear and bilinear forms are naturally inherited
from the Finite Element spaces. In Lemma 4.2, we have already proved the RB inf-sup
condition over the bilinear form B(-,-; p). The coercivity of the bilinear form A(-,-; u) can
be proved as we did in Lemma 2.3 and in Lemma 2.4, under the assumption of Qn = Yy
and the supremizer enrichment of the velocity space.

Remark 4.2.2. Notice that, by the definition of the supremizer 7%, the reduced velocity
space V¥ (and therefore, all the spaces deriving from it, like Yy and Qn) depends on p.
The supremizer enrichment adds 2@, N basis functions to the original dimension of the
reduced velocity space and leads to a less efficient application of RB methods. To avoid
this inconvenient we follow the strategy presented in [53, 26, 63]: we substitute the space
V& with the following one

Vi = span {v" (u"), 7" pN (u"), W (@), T ¢V ("), n=1,...,N}. (4.2.22)

Adding only 2N supremizer snapshots allow to have an efficient decoupling of the Offline
and the Online stages. The stability of this technique is numerically demonstrated in
[26, 63]. Thanks to this new space formulation, the dimension of the state and the adjoint
space is 6N, whereas the control space has dimension N (see [1] as a reference).

4.2.4 Algebraic Formulation of The Enriched RB Approximation

Let us introduce the algebraic formulation associated to the enriched reduced problem
(4.2.20). Let us consider Vy as the space introduced in Remark 4.2.2. The aggregated
space for state and adjoint variable is

Zny = VN x Py, YN =QN = 2N,

with {z;}%Y] as basis functions. The control space Uy is generated by {\;}0,. Finally,
we construct Xy = Yy x Uy = span {0, j = 1,...,7TN}, where the functions o, are
defined as follows:

o _ [0 j=1,...,6N,
70,0 6n) j=6N+1,...,7N.
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4.3. Numerical Results

Now we can express state, control and adjoint solution of (4.2.20)

7N 6N
=2 Xn, (Woy, (W (), an(m) =Y W, 1)z
j:l j:1

Then, the linear system associated to the RB problem (4.2.20) has the following explicit
form

7N Qay 6N Qby Qry
o> O WAL XN, () + D Y 0%, (W) B, Wi, (1) Z@ (WFY, 1<i<7N
j=1 ¢=1 k=1 g=1
7N @By Qoy
> 3 O, (5%, X0 = 3 0, (G, L<ison
j=1 ¢=1
(4.2.23)
where the matrices linked to bilinear and linear forms are given by
A?V = A(oj,04) 1<4,j <TN
BY,, = Bloj, z) 1<j<7N,1<i<6N
Fq = (F9,0;) 1<i TN
G?\, = <Gq,z2> 1 <i<6N.
Denoting with
Qay QBN

Z ©%,wAY,  Bn(p) =) 0%, (wBY,
=1

QGN QF n

Z 0L, WGY,  Fnw) = 6% (wFf,
q=1

the linear system (4.2.23) can be written as

An(p) BY(w)\ (X)) _ (Fn(w)
(BNm) 0 )(wNm))‘(GN(u))' (4224)

This matrix formulation is still symmetric and the dimension of the system is 13N x 13.]V.

4.3 Numerical Results

In this section we are going to present three numerical examples to test the performance of
RB methods on parametric optimal control problems. The first two tests are the paramet-
ric version of the examples proposed in Chapter 2. The last example is the reduced para-
metric adaptation of an advection-diffusion OCP(u) proposed in [57, subsection 17.11.2].
For the simulations we have used RBniCS library (for information visit the following web-
site: http://mathlab.sissa.it/rbnics), and a one-shot approach to solve linear systems. To
build the reduced basis we tried two strategies:

1. perform single POD Galerkin for all the solution components, i.e. monolithic ap-
proach,

2. perform a POD Galerkin for each solution component, i.e. partitioned approach,
exploiting aggregated spaces.

The results given by the monolithic and the partitioned approach have been compared.
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4.3. Numerical Results

4.3.1 OCP(p) Governed by Laplace Equation

The first test problem is based on the example proposed in subsection 2.3.1. Let us
consider © = (0,1)2. The parametrized version of the distributed control problem (2.3.1)
reads as follows:

1 o
i Ty == [ (y—yg)? dO f/ 2 40
i (y,u) 2/Q(y Yd) +g U
—pAy =u+f in Q, (4.3.1)

such that
y=20 on 0f).

Let us briefly recall the main features of the problem: U = L?(Q), Y = H}(Q), f =0
and @ = Y. The desired state yg = 10z1(1 — z1)z2(1 — 22) is given. The parameter
p represents the diffusivity constant and the parameter space is P = [0.5,1]. The weak
formulation of the state equation reads:

a(y, q; 1) = c(u,q) Vg € Q,

where the bilinear form a : Y x Q — R and ¢: U x Q — R are the defined as follows:

a(z, q; 1) :u/ Vz-VqdQ, c(v,q) = / vq dSQ.
Q Q

Furthermore, the bilinear forms m: Y xY — Rand n: U x U — R are given by

m(y,z) = /Qyz s, n(u,v) = /qu dQ.

Let us recast the problem in a saddle-point formulation: let X =Y x U be the product
space of state and the control spaces. Let us consider two elements of X, i.e. x =
(y,u),w = (z,v) and p,q € @ and define the bilinear forms

Az, w) = m(y, z) + an(u,v),
B(w, g; 1) = a(z,q; 1) — c(v,q),

and the linear functional:
(F,w) = / yqz dSQ.
Q

Let us underline the affine structure (very intuitive in this simple case): with Q4 = Qr =1
and () = 2 the affine decomposition of the problem is given by

el =1 Al(z,w) = Az, w)

Op =1 (Flw) = (F'w)

O = u Bl(w,q):/Vz‘quQ
Q

0% =-1 B*(w,q) = / vq dSQ.
Q

In the following we present a specific experiment. We used a POD algorithm with 20 basis
functions, and a training set of 100 points. The parameter is chosen trough an uniform
distribution. The penalization term is v = 107°. In the following we are going to show the
results given by the specific diffusivity parameter p = 1. In figure 4.3.1.1 full order state
solution and reduced state solution are shown, with a pointwise error plot: notice that the
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4.3. Numerical Results

maximum value of the error is of the order of 1078. Analogously, in figure 4.3.1.2 we have
a comparison between the full order control variable and the reduced control variable.

Poirtwise Errar
1210416

RELCEERE:] G.led 6,3=-10 Bd=d
;T

Figure 4.3.1.1:  Left: full order optimal state; center: reduced optimal state, right: pointwise
€rror.

Prltwiss Broe

DEBleDS  -13=5 R 12e5 240505
LLLLILL

Figure 4.3.1.2:  Left: full order control variable; center: reduced control variable, right: point-
wise error.

Let us focus on the error analysis. In figure 4.3.1.3 we notice that, as we expect, increasing
the reduced basis number, the error decreases for all the tree variables. In the bottom right
plot a comparison between the monolithic error and the partitioned error of the reduced
basis approximation with respect to the full order approximation® is presented: splitting
the POD algorithm for the different variables and using the aggregated space formulation
is more convenient and leads to better results.

Let us call W =Y x U x Q. For u € W, the monolithic error is given by an aggregated error of the
type [|u|[3y, while the partitioned error is given by ||ullfy = |ylI3 + |ull + llall-
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Figure 4.3.1.3:  Top left: reduced optimal state error trend; top right: reduced control error
trend. bottom left: reduced adjoint state error trend; bottom right: comparison between monolithic
and partitioned approaches.

Table 4.1: Speed up analysis for Laplace problem

1 2 3 4 5 6 7 8 9 10
62 62 61 61 60 60 59 59 58 57

11 12 13 14 15 16 17 18 19 20
57 58 56 57 55 55 54 53 52 52

Basis Number
Speed up

Basis Number
Speed up

In the following a comparison between the dimensions of full order system and the
reduced one is shown.

N xN | 1323 x 1323
5N x 5N | 100 x 100

As we underlined among the whole chapter, reduced basis methods are a good technique
to let costly problems be solved in a small time with respect to the time necessary to a
full order solving system. This can be easily noticed in Table 4.1: the reduced system
dimension is drastically lower with respect the full order system dimension. The reduced
space dimension is indicated with NV, while the full order dimension with A/, as usual.
To characterize the computational performances of the RB methods we used the speed up
index: it measures how many reduced order systems can be afforded in the time needed
for a full order system to be solved. Naturally, the time of the reduced system resolution
increases if the basis number increases, but the advantages are remarkable even with a
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4.3. Numerical Results

large reduced space dimension. Let us indicate with J; the cost functional associated to
the full order solution and .J;, the cost functional of the reduced problem: for the particular
value = 1 we have J; = J, = 2.3286 - 10~%.

4.3.2 OCP(p) Governed by Stokes Equation

The second test is based on the numerical example proposed 2.3.2. As spatial domain we
consider © = (0,1)2. The control is distributed over . The spaces are those specified in
subsection 4.2.1: in this particular case, since we have homogeneous Dirichlet boundary
conditions, V = H}(Q) x H}(Q). Let Y =V x P be the state space. Let us focus on two
examples.

Affine Target Function

The parametrized version of the problem (2.3.2) reads as follows: for a given p = [p1, 2],
find (y(n), u(p)) € Y x U solution of

1
min  J(v,p,u) = 3 /Q |v — pavgl? dQ + %/Q lul? dQ,

(y,u)€Y xU
—mAv+Vp=u inQ, (4.3.2)
such that < div(v) =0 in Q,
v=0 on 0f2,

where

Vg = (;xg(@(xl)w(wz)), —;gjl(sO(wl)w(wz))),

with ¢ : (0,1) — (0,1) is defined as ¢(z) = (1 — cos(0.872))(1 — 2)2. The parameter
represents the diffusivity and ps chances the intensity of the desired velocity field. The
parameter space is P = [0.5,1] x [5,10]. In this particular example the weak formulation
of the state equation is:

{a(V,¢;M) +b(¢.p) =c(u,8), VoeV, (4.3.3)

b(v,&) =0, Vé e P,
where the bilinear forms a : V XV - R, b0: V x P >R and c: U x V — R are given by:
a(v,o;p) = m/QVV - V¢ dQ,
bgp) = — [ divig)pdc.
c(u,¢) = /Qu - pd2.

Now we want to recast the problem (4.3.2) into a saddle-point formulation. To reach this
goal we build the bilinear forms A : Y xY — R and C: U x Q — R as follows

A((v,p), (8,8); 1) = a(v,¢; ) + b(¢, p) + b(v, ),
C(u,9) = ¢(u,¢).

Let us consider the bilinear forms m :Y xY — R ans n: U x U — R given by:

m((v,p), (@, 7)) = /Q vip dS2
n(u,'r):/Qu-'rdQ.
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4.3. Numerical Results

To have a problem of the form presented in (4.2.7) let us define X = Y x U and let
x = ((v,p),u) and ¢ = ((¢,7),T) be two elements of X, while (¢,£) € Q. We have to
consider the following bilinear forms A4 : X x X — R and B: X x Q — R given by

A(z,¢) = m((v,p), (@, 7)) + an(u,7),
B(z,(¢,6);n) = A((v,p), (¢,6);p) — C(u, ¢).

and the linear form F(p) : X — R

(F(p),¢) = NQ/QVcﬂ/J dSQ.

The affine structure can be underlined (as the previous example, very intuitive): with
Qa=1,Qp=2and Qr = 1 the affine decomposition of the problem is given by

O4=1 Al(z,¢) = Az, ),

Ok = m Bl(z,(9.) = [ Vv- Ve,

0% =1 B2(x, (,€)) = —/Qdiv(qS)p 0 — /Qdiv(v)f a0 — /Qu L dO,
Ok = p2 <F1,<>:/de¢ dS2.

Let us describe a specific test experiment. In this case we took as parameter g = (1,10)
and as penalization term o = 10™%. To build the reduced basis we directly decide to use a
partitioned POD of 10 basis functions on a training set of 50 points. In figure 4.3.2.1 and
in figure 4.3.2.2 we can notice how rapidly the error decays and how the reduced solution
is similar to the full order one.

Table 4.2 highlights how much RB methods are useful for a Stokes problem. Even in this
case the dimensionality is drastically reduced: we recall that A is the full order dimension,
while N is the reduced one. To solve a full order system a time t; = 48, 78s is needed,
while ¢, = 2.38 - 10~2s, where t, represents the reduced problem time resolution. This
convention is adopted for all the following examples. Let J; and J, be the functionals
associated to the Finite Element problem and the reduced problem, respectively. In this
experiment J; = 5.5760 - 1072 and J, = 5.5764 - 1072,

Velocity Eror
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Figure 4.3.2.1:  Left: full order state variable; center: reduced eim state variable, right: error.
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Figure 4.3.2.2:  Left: full order control variable; center: reduced eim control variable, right:
error.

Table 4.2: Speed up analysis for Stokes problem

Basis Number 1 2 3 4 5 6 7 8 9 10
Speed up 1731 2529 2408 2479 2314 2352 2252 2192 2012 1895

In the following a comparison between the dimentions of full order system and the
reduced on is shown.

N xN | 23085 x 23085
13N x 13N | 130 x 130

Non-Affine Target Function
Let us analyse a particular non-affine case. We consider the problem (2.3.2), with a little

variant on the target function v4. The new formulation (4.3.4) reads as follows: for a
given p = [u1, iz, i3, jua], find (y(a), u(w)) € ¥ x U such that;

. 1 «@
min J(v,p,u) = §/Q|V — pava(p)|* dQ + 5/9 ul? dQ,

(y,u)eY xU
—mAv+Vp=u inQ, (4.3.4)
such that ¢ div(v) =0 in Q,
v=0 on 0},

where

vi= (a%wl)so(xz»,—a%«o(xl)so(m))),

with ¢ : (0,1) — (0,1) is defined as ¢(z) = (1 — cos(uzpaz))(1 — 2)2. The target function
is not affine in the parameters and the problem looses the affine assumption. To recover it
we used a partitioned EIM-POD strategy (see Chapter 3), that allows us to approximate
() in an affine formulation in order to apply efficiently RB methods. The parameter p
is in the parameter space P = [0.5,1] x [5,10] x [0.5,0.8] x [0, 3.5]. Let us discuss some
results: p = [1,10,0.8, 7] is taken, we applied a POD reduction with 10 basis on a training
set of 50 points using an uniform distribution on the parameters. The EIM approximation
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was made exploiting 11 basis functions (they are sufficient, as we can see from the table
4.3).

Table 4.3: EIM Error ¢(z)

EIM Basis Number | Error

1 3.97492e-05
1.56411e-06
1.92805¢-08
2.08603e-10
2.87039e-12
9.38846e-14

S O = W N

In figure 4.3.2.3 and 4.3.2.4 the full order state and control expected are compared to their
EIM-POD approximation, respectively. Table 4.4 represents the computational advantage
of using RB spaces rather than full order approximation.
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Figure 4.3.2.3:  Left: full order state variable; center: reduced state variable, right: error.
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Figure 4.3.2.4:  Left: full order control variable; center: reduced control variable, right: error.
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Table 4.4: Speed up analysis for EIM Stokes problem

Basis Number 1 2 3 4 5 6 7 8 9 10
Speed up 922 1636 2079 1960 1641 1634 1602 1404 752 792

In the following a comparison between the dimensions of full order system and the
reduced one is shown.

N xN | 23085 x 23085
13N x 13N | 130 x 130

The time resolution for the full order system and the reduced one are, respectively, t; =
53.59s and t, = 1.17s. As we did for the other examples, we indicate with J; the cost
functional related to the full order problem and J, the one related to the reduced problem.
What we reach is J; = 5.55758 - 1072 and J, = 5.55759 - 10~2.

4.3.3 An Environmental Preliminary Application: Thermal Pollution
into a River

In this subsection we will apply RB methods to solve an OCP(u) dealing with an envi-
ronmental application. We will parametrized a control problem governed by advection-
diffusion state equation. The example we are going to face is inspired to the one proposed
in [57, Subsection 17.11.2] and deals with the issue of the thermal pollution of a river.
Thermal pollution can be very dangerous since it can change the natural habitat of an
ecological specie, causing the loss of biodiversity. Advection-diffusion control models are
very useful to avoid those kinds of issues and they are exploited in order to prevent eco-
logical problems when a new industrial system must be designed.

The theoretical base of the general OCP governed by advection-diffusion is discussed in
Example 1.3.2.2. As usual, we will indicate with Y and U the state and the control spaces,
respectively. The adjoint space is Q = Y. Let us adapt the structure theoretically pro-
posed in 1.3.2.2 to our specific parametric version of the control problem. First of all, we
introduce the spatial domain used: in figure 4.3.3.1 three subdomains are highlighted

1. ©y: the portion of the domain where the forcing term is defined;
2. Qg: the portion of the domain where the control variable is defined;

3. Qops: the portion of the domain where the observation is made.

Lopsl |
) i ; i i .I_Qg_T‘
IN o 2 4 6 8 10

Figure 4.3.3.1:  River pollution domain description, from [57, Subsection 17.11.2]
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Transport Field
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Figure 4.3.3.2: Transport field.

In this particular example we are going to reach a desired temperature profile, avoiding
alterations the industrial system emission rate. The non dimensional OCP(g) problems
reads as follows:

min J(y,u) = / (y — ya)® dQ0Bs + a/ (u — p3)* dQoss,
QoBs

(50) flops
—div(u1Vy) + B - Vy = pax1 + uxe in Q, (4.3.5)
such that {y =10 on Lrw,
dy
/,{/17 — O on FN
on

where 'y in specified in figure 4.3.3.1 and 'y = 0Q\I'jy, y € Y = H%D () represents
the temperature profile, u € U = R is the control variable, whereas yg € L?(f2) is the
desired temperature profile. With y; and yo we will indicate the characteristic functions
associated to € and Q3. The parameter g = [u1, 2, u3] is considered in the parameter
space P = [0.01,0.1] x [5,10] x [5,10], where p; represents the diffusivity coefficient, o
a source term and p3 the desired emission rate. The penalization term is o = 1073. We
have to specify that B is a transport field (see figure 4.3.3.2) given by the solution of
Navier-Stokes equation in the domain € with the following boundary conditions:

e a parabolic velocity profile on 'y with 1 as maximal value;

oB

* 5n =0 on I'oyr;

e no-slip conditions on 9N\ (I';xy UTour);
e Reynolds number Re = 500.

The problem can be rewritten in weak formulation as follows:
a(y, q; ) = c(u, q), Vg € Q,
where the bilinear forms a: Y x Q@ — R and ¢ : U x @ — R are defined as follows:
a(y, ¢; ) Zul/QVy-Vq dQ+/Qﬁ‘qudﬂ

c(u, q) :u/ q dSQ.
Q

Moreover, the bilinear forms m : Y xY — R and n: U x U — R are given by
m(y,z) = 2/ yz; dQ, n(u,v) = 2/ uv dS.
Q Q
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To recast the problem in a saddle-point formulation, as usual, define X = Y x U and

consider x = (y,u), w = (2,v) € X and ¢ € Q. Furthermore we can define the linear
forms as:

(F()w) =2 [ yaz 2+ 2 [ vd (Glu)a) = p2 | a

and the bilinear forms
Alw,w s ) = m(y, ) + an(u, v),
B(w, q;p) = a(y, ¢; 1) — c(u, q).

In this way we have recast the problem (4.3.5) in the saddle-point formulation typical of
linear quadratic OCP(u)s. We can underline the affine structure of the problem: with
Qa=1, Q=2 Qr =2 and Qg = 1 the affine decomposition of the problem is given by

ol =1 A, w) = Az, w),

Op = m Bl(w,Q):/QVy-Vq dQ,

@%:1 BQ(x,q):/Q,B-qudQ—v/quQ,
O¢ = p2 <G1>Q>:/qu97

oL =3 <F1,w>:2/ﬂde,

0% =1 <F2,w>:2/ﬂydde,

Let us show some numerical results for specific values of the parameters. For the construc-
tion of the reduced basis a partitioned POD technique was used, exploiting 50 reduced
basis with a training set of 100 points. The parameters were chosen trough uniform dis-
tribution. In the experiment proposed the parameter was fixed to g = [0.01,10, 10]. The
penalization term is & = 1072 and 34 = 0. In figure 4.3.3.3, the full order optimal temper-
ature profile and the reduced optimal temperature profile are shown, the bottom figure
represents the pointwise error, which has 10~7 as maximum value. The error trends with
respect the full order approximation are presented in figure 4.3.3.4. The top left, top
right and bottom left plots describe the optimal state, the control variable and the adjoint
variable error, respectively. The bottom right plot represents the comparison between the
monolithic approach and the partitioned approach (for the error definitions, see footnote
1) in terms of error norms: notice that for few reduced basis functions the two method
are comparable, while the partitioned method gives a consistent improvement from the
15*" reduced basis and on. Let us analyse how much RB is convenient computationally
speaking: in Table 4.5 the temporal improvement from basis number 1 to basis number
50 is presented (the comparison between full order and reduced order is shown through
the usual speed up index); notice how the dimension of the reduced system is lower than
the full order one, this lead to the following results t; = 1.7s and ¢, = 3.56 - 10~2. Finally,
let us analyse the cost functionals. Let J; and J,. have the usual interpretation. In this
experiment we obtain J; = J, = 4.1836 - 10—2.

74



4.3. Numerical Results
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Figure 4.3.3.3:  Top left: full order temperature profile, top right: reduced temperature profile,

bottom: pointwise error.
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Figure 4.3.3.4:  Top left: reduced optimal state error trend; top right: reduced control error
trend. bottom left: reduced adjoint state error trend; bottom right: comparison between monolithic

and partitioned approaches.
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4.3. Numerical Results

Table 4.5: Speed up analysis for river problem

Basis Number | 1 2 3 4 5 6 7 8 9 10
Speed up 75 8 73 66 59 T2 66 68 T1 77

Basis Number | 11 12 13 14 15 16 17 18 19 20
Speed up 67 74 69 64 58 T2 65 66 68 49

Basis Number | 21 22 23 24 25 26 27 28 29 30
Speed up 73 63 67 72 T8 67 76 63 44 65

Basis Number | 31 32 33 34 35 36 37 38 39 40
Speed up 68 65 51 64 56 60 39 55 56 b4

Basis Number | 41 42 43 44 45 46 47 48 49 50
Speed up 13 53 47 48 46 46 43 42 38 45

In the following a comparison between the dimensions of full order system and the
reduced one is shown.

N x N | 2975 x 2975
5N x 5N | 250 x 250
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Chapter 5

Reduced Basis Applications in
Environmental and Engineering
Marine Sciences

In this chapter we are going to apply the RB numerical methods to environmental control
problems. Specifically, we will focus our attention on marine sciences: thematically and
geographically speaking, large scale dynamic of Atlantic Ocean and pollutant control on
the area of the Gulf of Trieste are analysed. As we have already underlined among this
work, one can be interested in predicting some quantities and in controlling some physical
or geometrical features in many contexts: from civil environmental engineering to ecolog-
ical and climatological sciences. The theory of optimal control problems can be widely
exploited in these topics and applications: in the last years environmental studies have
grown and have been object of interest of many specific fields. Mathematical modeling
and computational analysis are very important tools to study and face environmental is-
sues. Optimal control applications can be easily adapted to various marine environmental
problems: in forecasting (for example see [39, 74]), in preventing human activity effects
and in monitoring pollutant quantities and substances (i.e. see [16, 18]) and in eco-friendly
industrial planning and designing (i.e. see [48]), just for citing few possible applications.
Reduced basis methods can be a very efficient way to study all these phenomena: as we
already specified in Chapter 4, control problems are hugely demanding under the computa-
tional point of view. RB methods can be a useful and powerful instrument to rapidly solve
problems with a new low-dimensional formulation. Furthermore, environmental problems
are characterized by a great use of parameters. They could describe physical features of
the model or geometrical characteristics of the domain that we are considering. For these
reasons, RB methods are an appropriate resource in this particular field of research. There
are many works that verify how RB approach is a suitable technique to solve optimal con-
trol problems linked to environmental issues (i.e. see [16, 58, 59]).

In this thesis we will essentially focus on two thematic fields.

1. Forecasting and studying general Ocean circulation models
Ocean circulation models are a wide studied topic and they have fascinated scientists
in many fields of knowledge. In the last years, their analysis is growing and improving
(i.e. see [71, 74, 11]) since they are related to serious issues as global warming, gulf
current weakening and other problems linked to anthropic causes. They are analysed
in the hope of forecasting catastrophic events in order to prevent them. One way
to have more realistic forecasting models is to exploit data assimilation technique
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5.1. Reduced Basis Application to Ocean Circulation Model

(i.e. see [10, 9, 3, 28]): during the simulations this approach allow to train the
model adding information from experimental data. In this chapter we focused on
the study of the PDEs governing the Ocean circulation model and then adapt a
parametric state solution tracking problem to them (this is the base of assimilation
analysis). Numerically, the Ocean circulation models are deeply studied at the best
of our knowledge: the numerical simulation technique is strongly linked to finite
differences approach (i.e. see [73, 11]). In this work we have not only used a Finite
Element approximation for the full order solution, but we will exploit RB methods
to show their advantages for the specific case.

2. Environmental engineering application of optimal control problem gov-
erned by advection-diffusion equations
In the second application we focused on advection-diffusion pollutant optimal control
problems. We have already treated the topic: theoretically in chapter 1, numerically
in chapter 4, respectively. In this Chapter we are going to adapt the concept pre-
viously studied to our geographical reality: the Gulf of Trieste. Optimal control
problems can be a great instrument to avoid environmental and ecological changes.
The Gulf of Trieste is a physical basin particularly windy and it has very peculiar
flora and fauna population (i.e. see [68, 50]). Moreover its analysis is important
and interesting since it has a great impact on Trieste community: the city of Trieste
overlooks the sea and depends on the Gulf and on its structures from harbours to
tourist infrastructures. For these reasons it needs to be monitored and kept under
control and, maybe, redesigned.

Finally, let us introduce how the chapter will be organized. It will substantially consist
in two sections. In the first section the Ocean circulation model will be discussed, then
we will introduce an OCP(u) state tracking problem, analysing it under a saddle-point
formulation. Finally, some numerical results will be shown on different domains. In
Section 5.2, RB methods for advection-diffusion control problems are discussed. We will
apply them to a pollutant control test case and then on a OCP(u) with the Gulf of Trieste
as reference domain.

5.1 Reduced Basis Application to Ocean Circulation Model

As we said in the introduction to the Chapter, in this section we will study the dynamics
of general Ocean circulation. This kind of large scale analysis is what is behind long
time scale forecasting models. Ocean dynamics is strictly linked to the wind action.
Large scale circulation, indeed, can be considered as a coupled system of atmosphere and
Ocean. It satisfy a balance between pressure gradient forces and the effects of Earth’s
rotation (physically described by the Coriolis’ effect). In Oceanography, this phenomenon
is called geostrophic equlibrium. The model that we are going to use adds quantities (time
derivatives, diffusive effects...) to the equilibrium and then it constitutes the subject of
the quasi-geostrophic theory. In this section we are going to describe the PDEs governing
this large scale dynamics (for the theoretical physical topics, we refer to [11]), then we
will introduce a state solution tracking control problem governed by quasi-geostrophic
equations that will be solved with RB methods and then compared with Finite Element
approximation.
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5.1. Reduced Basis Application to Ocean Circulation Model

5.1.1 General Governing Equation

In this subsection we are going to present the general non-linear quasi-geostrophic equa-
tion.

Quasi-geostrophic equation describes the homogeneous wind-driven Oceanic circulation.
In other words it explains the Ocean gyres phenomena due to wind stress action under
a single fluid layer' assumption. The non-dimensional state equation has the following

form:
(51) F, A¢)+a—¢ =f- —A¢+( ) A2y, (5.1.1)

where, given a suitable space V', the non-linearity of the expression is given by F(-,-) :
V x V — R defined as:

_ W 0¥ g
f(¢’Q)_8x8y Oy Ox”
Moreover,
4 4 4

oxt Oyt Oy20x?

As specified in [11, Section 3.2], the forcing term is linked to the action of the wind by the
following relation:
f= k-rot 7,

where k is the third reference spatial unit vector, whereas T represents the wind stress.
Considering an open, bounded and regular domain  C R? we have to impose no-slip
conditions over ¥ and A, in other words:

=0 and Ay =0 on 0f).

We have already specified that quasi-geostrophic equation describes large scale Oceanic
dynamics. The division for the constant L gives non dimensionality to the system and
L = O(10%).
The quasi-geostrophic equation is linked to geophysical Navier-Stokes equations: more
specifically, the first equation is the stream function formulation of the following system
of equations

Op O*u  0%u )
a(u.V)u—(l—i—ay)v——% —(amz—i—az)—i—fl in Q,
_ Op e 0%v 0% .
e(u-V)o+ (1+ey)u 3y —e(@—k 3y 2) + f2 in Q, (5.1.2)
div(u) =0 on 09,
u=20 on 0f),

where u = (u,v) € H}(Q) x HE(Q) is a velocity field with scale O(1072m/s), Re is the
Reynolds number that verifies

1 O3

re=0(7)

and ¢ = O(107%). The terms —(1 + ey)v and (1 + ey)u represent the Coriolis’ effect for
the first velocity component and the second velocity component, respectively. The reader

We are assuming that the whole fluid has the same density and so stratification effects are neglected.
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5.1. Reduced Basis Application to Ocean Circulation Model

interested in the derivation of the quasi-geostrophic equation from the geophysical Navier-
Stokes equations can refer to [11, Chapter 3]. The following relation links the velocity
field and the stream function:

4 8¢) (5.1.3)

u:(u,v):(—a—y,% .

Let us analyse the different dynamics depending on the parameters dy,dg, 7. The ex-
istence and uniqueness of the solution is non-trivially proved in [19]. As spatial domain
we firstly considered Q2 = [0,1] x [0, 1], that represents the Ocean surface in this example.
The various regimes depend on the relative amplitude of 37 and §;. The behaviour of the
solution of the quasi-geostrophic equation under the forcing term f = — sin(7y) is shown
in three cases (the simulation are based on a Finite Element discretization?, as a reference
on stability of the method see [40]):

1. the first case shown is a linear case, corresponding to 6; = 0 and 67 = 7-10%. As we
can see in the left of figure 5.1.1.1, the solution is characterized by an intensification
on the western boundary, a phenomenon very known in literature and also observed
in nature (i.e. Gulf Stream, as reported in [74]);

2. in the center of figure 5.1.1.1 the solution of a moderate amount of non-linearity
effect is presented. In this case we have chosen d; = 6y = 7 - 10%. Notice that the
gyre moves northward;

3. the last configuration corresponds to a highly non-linear system, where 7 >> s, in
the specific 6y = 7-10% and §; = 7-10%. What we can observe is the intensification
of the northward movement of the circulation gyre?.

In figure 5.1.1.2, we can observe the same behaviour described for the squared domain,
but on a mesh that simulate the North Atlantic Ocean.

High tan Linsar Soidon

'“I III|WI L1l

21052400

Figure 5.1.1.1:  Left: linear solution; center: weak nonlinear solution, right: high nonlinear
solution.

2The weak formulation of the quasi-geostrophic equation was already discussed in subsection 3.4 and
it will be better presented in the following subsection.
3The highly non-linear configuration is reached as a steady state of the time dependent problem:

204 () Fw o+ 2L

Indeed, the problem (5.1.2) is unstable when 6; >> da. To avoid this inconvenient there are several
techniques that can be used, like the ones proposed in the articles [12, 51]. See the appendix Perspectives
for a deeper analysis.

—fo 7A¢+( ) A%, (5.1.4)
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Figure 5.1.1.2:  Left: linear solution; center: weak nonlinear solution, right: high nonlinear

solution.

The mesh used in figure 5.1.1.2 is obtained trough FreeFem++ (as a reference see [32]
and visit the link http://www.freefem.org/) from Google Earth images, and then, thanks
to Gmsh (see as a reference [27], and visit http://gmsh.info/), imported into FEniCS for
Finite Element simulation (in this case we refer to [45], for further informations one can
refer to hitps://fenicsproject.org). In figure 5.1.1.3 we can give a taste of the work needed
to obtain a physical mesh for the North Atlantic Ocean.

Ms:h and State Solution

-l415ede aae 0. 0.5 Albedl

Figure 5.1.1.3:  Left: mesh and state solution; center: western Atlantic Ocean, right: eastern
Atlantic Ocean.

Remark 5.1.1. To make the model more realistic one can add the influence of bathymetry
in the dynamics equations. In the quasi-geostrophic case it is simple to consider the
underwater depth effect in the equation (we always refer to [11, Chapter 3]). Let us
suppose that the sea floor can be defined by a smooth function A : 2 — R. The new state
equation to be examined is:

5[ 8¢ 5M 2 55‘
(7) F@. A0+ hia,y) + 5o = f+ (F) A% = (T)Awe
To describe the Atlantic floor?, for example, one can use
T
hz,y)=e T +g(z,y),

where g(z,y) is a Gaussian function representing the mid-Atlantic Ridge, whereas the
exponential function represents a rapid coastal decay. We notice that bathymetry did not

4 Atlantic domain experiments are analysed in figure 5.1.1.2
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5.1. Reduced Basis Application to Ocean Circulation Model

cause considerable changes: for this reason we decided to use a no-bathymetry simplified
model, without loss of generality.

5.1.2 Linear Optimal Control Problem Formulation

As we have already declared in the introduction to this Chapter, we are going to build an
OCP(u) governed by quasi-geostrophic equation. We will focus on the linear case: consider
this simple case is not restrictive, since the behaviour of the large scale circulation usually
follows a linear trend.

The optimal control problem that we will face is a state solution tracking. This procedure
is the base of data assimilation technique, much exploited in forecasting models (i.e. see
[10, 9, 3, 28]). Let us define the problem:

min J(¢,u):1/(w—¢d)2 dﬂ+%/ﬂu2 Q

(Y, u)eY xU
[ 2, .
ik 1 AY + pa A% in Q, (5.1.5)
such that v =0 on 99,
Ay =0 on 0f),

where ¢ € Y is our state variable, u € U is the forcing term to be controlled, where
Y and U are two suitable functions spaces, that will be lately specified. The parameter
p = (p1, p2) represents the diffusivity action of the system and the parameter space is
P =[10%,1] x [107%, 1], whereas the penalization term is o = 1075,

Now, let us rewrite the problem in the following way:

min I = [ (@ v do+§ [ uao

(($sq); )€Y xU

q=Ay in Q,

such that g =u— p1q+ pelAq in Q, (5.1.6)
p=0 on 0f),
¢=0 on 0,

where the spaces are defined as Y = H}(Q2) x H}(Q) and U = L?(2). The aim of the
problems (5.1.5) and (5.1.6) is to let the solution v be the most similar to ¢g € L%(Q),
the desired state variable’.

Let us introduce the weak formulation of the state equation. It can be expressed in the
following way:

a((¥,q), (¢.p)ip) = c(u,0)  Vo.p € Hy(Q), (5.1.7)
wherea:Y xY - Rand c: U xY — R are given by:

a((¥,q), (¢,p); p / qbdQ—l—,uz/Vq Vo dQ +
—i—,ul/ngdQ—i—/quQ—i-/Vq'Vde,
Q Q Q

c(u, @) = /Qu¢ Q.

5The function g4 in a data assimilation framework represents real data that allow to update model
parameters in order to be more precise in the forecasting previsions.
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The definition of the bilinear form a(-,-) derives from integration by parts, Divergence
Theorem and the belonging of the variables (1, q) and the functions (¢, p) to the space
H () x H} (). The equation (5.1.7) derives from the addition of the two weak equations:

Q Q

¢
Q Oz

(5.1.8)
¢dQ+u2/QVq-qudQ%—,ul/QqaﬁdQ—/ngbdQ:0 Y(é,p) €Y.

It is easy to prove the consistence of the weak formulation (5.1.7) with respect to the
strong formulation. Indeed:

0
/qu9+/v¢~vpd9+/w¢d9+u2/vq-v¢+m/q¢d9—/u¢d9:o
Q Q Q Ox Q Q Q

applying again integration by parts, Divergence Theorem and assuming that both state
variables and (p, ¢) vanish on the boundary of the domain, the previous equation can be
written as

/ﬂ(q—Aw)deﬂL/ﬂ(gi+u1q—M2Aq—U)¢>dQ=0.

Since p and ¢ are two arbitrary functions of H{(£2), we obtain the following system:

(5.1.9)

0
i}erq—uqu—u:O,

ox

notice that the system (5.1.9) coincides with the strong formulation of the state equation
in the problem (5.1.6).

Next step is to recast the optimal control problem into a saddle-point framework. Let
us recall that the state space is Y = H}(Q) x HL(Q), the control space is L*(2) and for
the adjoint space we require that Y = (). Let us define the product space X =Y x U.
Let x = ((¢,q),u) and w = ((x,t),v) be two elements of X, whereas let s = (¢,p) be an
element of Q. The problem (5.1.6) can be rewritten in the following general parametric
way: given p € P find (z(p), p(p)) € X x @ such that

{A(w(u),w;u) + B(w, p(p),w) = (F(n),w) Vwe X (5.1.10)

B(x(w),s;p) =0 Vs € Q,

for some suitable bilinear forms A : X x X — R and B : X x Q — R and linear form
F : X — R. To build these two bilinear forms we need not only a(-,-; ) and c(-,-), but
also the bilinear forms m : Y xY = R and n: U x U — R defined as

m(w,x)Z/wa ds
n(u,v) :/ uv dS),
Q

and the linear form F : X — R as:
(F,w) = /dex dQ.
Let us define the bilinear form A(-,-; 1) and B(-, -; ) as follows:
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A('v ';,U,) = -A(:U>w) = m((w7Q)a (th)) + an(uﬂ})
B('v ,/t) = a((?ﬂ,Q)’ (¢7p)) - C(Uv ¢)

As we have specified in subsection 4.1.1, there are some assumptions to be made on the
bilinear forms a(-,-),c(+,-),m(-,-) and n(-,-) to guarantee the consistence of the saddle
point formulation, as well as, existence and uniqueness of the solution. The following are
verified for every given .

e a:Y x (@ — R is continuous over Y x @,
e ¢:U x @ — R is continuous over U x @Q,
e n:U x U — R is continuous, symmetric over U x U and coercive over U,

e m:Y xY — Ris symmetric, continuous and positive in the norm of the observation
space.

In this specific case, for the decoupled version of the state equation used in the problem
(5.1.6), the bilinear form a(-, -; u) is not coercive®. Although this fact, we decided to reduce
the system and study the results.

Before using reducing techniques, one has to define the discretized version of problem
(5.1.10). As we already said, a Finite Element discretization is chosen. The discrete version
of this specific OCP () problem reads: given p € P, find (V(u), pV (1)) € XV x QV
such that

{A(HSN(M)WN) + BN pN ()i p) = (FwV), vo e XV,

BN (), sV 1) = 0 oV e OV, (5.1.11)

To build the reduced space we exploit a partitioned POD algorithm. Moreover, to en-
sure stability to the RB approximation, we used aggregated space for state and adjoint
variables, defining the space

ZN = span {C’n = (Tr[}N(p'n)a q/\[(l'l’))? én = pN(“n)v n=1,..., N}
The control space has the usual form
Uy = span {\, == o ("), n=1,...,N}.

Now, let us choose Yy = Zn, Xy = ZyxUpy and Qn = Zn. So, the new RB approximated
problem reads as: given g € P find (zn(u),pn(1)) € Xn X Qn such that

{A(:EN(M),WN) + B(wn, py(p); ) = (Fywy), Yy € Xy, (5.1.12)

B(zn(u), sn;p) =0 Vsn € QN-

As in the previous chapters, N is the reduced space dimension and the system we are going
to solve is of the type proposed in subsection (4.1.4)

An(w) BR(w)) (zn(w)) _ (Fn(w)
= : (5.1.13)
Bn(w) 0 PN () 0
5The coercivity of the problem can be recovered analysing the not decoupled system (5.1.5) as in proved
in [40].
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The affinity assumption must be guaranteed for the efficiency of the reduced problem.
Let us highlight it. With Q4 = 1, Qp = 2 and Qr = 1 the affine decomposition of the
problem is given by

oL =1 Az, w) = A(z, w),
Op = B'(z,s) =/Qq¢ ds,
0% = 1y B2(x, s) =/qu-v¢ 4o,
2 3 oY
0% =1 B(ﬂc,s):/Q%QSdQ+/qudQ—l—/QVq-Vde—/ﬂuqbdQ,
@}:: 1 (Fl,fw) = (F,w).

Let us analyse some results. We build a reduce space with 50 basis functions, thanks to
a partitioned POD algorithm applied to a training set of 100 points. The sampling of the
parameters is based on a log-uniform distribution for the two component of u.

Reduced State

298011 nazr 10848400
L 1,

WlMH Li |l|1r||| M

Figure 5.1.2.1:  Left: desired state; center: full order solution, right: reduced solution.
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Figure 5.1.2.2:  Left: pointwise error; right: error decay.

We treat the specific case with g = (0,0.07%) and the penalization term o = 107°. First
of all, in figure 5.1.2.1 we can notice that the state solution matches the desired state and
the full order state solution. The pointwise error between full order state and the reduced
one is shown in figure 5.1.2.2, together with error” decay. Lets us focus on how much
is computationally convenient exploit RB methods rather than full order Finite Element

7 of the norm. Let us define y¢ the Finite Element solution and ¥, the reduced solution. The state error
norm is given by |ly: — y-||3-
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approximation. Geophysical simulations can last days, so it is very important to use an
efficient technique in order save time and computational resources. As we did in subsection
4.3, the speed up index is used (we recall that it measures how many reduced problems can
be solved in the time needed for a full order resolution). The performance of RB problem
formulation is shown in Table 5.1. In the table the dimension of the full order system
and of the reduced order system are reported: as we can notice, the reduced system is
characterized by a low dimensionality with respect to the Finite Element system. As we
did in the previous Chapter, we indicate with ¢; and ¢,, the full order and the reduced
order time resolution, respectively. What we obtain is ¢; = 5.59s and t,, = 2.38 - 107 !s.
Another quantity helps us to understand how efficient the RB methods are: the value of
the cost functional. Let J; and J. the cost functionals related to the full order control

problem and to the reduced order control problem. We obtain the following equality
Jy = Jp = 3.4465 - 107°.

Table 5.1: Speed up analysis for Quasi-Geostrophic equation on the square domain

Basis Number | 1 2 3 4 ) 6 7 8 9 10
Speed up 379 201 203 183 134 224 227 181 179 178

Basis Number | 11 12 13 14 15 16 17 18 19 20
Speed up 212 174 187 185 156 199 133 150 140 137

Basis Number | 21 22 23 24 25 26 27 28 29 30
Speed up 130 129 100 107 102 77 72 79 79 74

Basis Number | 31 32 33 34 35 36 37 38 39 40
Speed up 71 62 64 58 54 53 49 43 46 40

Basis Number | 41 42 43 44 45 46 47 48 49 50
Speed up 40 38 30 28 27 24 21 21 17 23

In the following a comparison between the dimensions of full order system and the
reduced one is shown.

N x N | 5935 x 5935
IN x 9N | 450 x 450

With the same parameters and the same POD inputs, we have solved the OCP(u) problem
on the mesh representing the North Atlantic Ocean. In figure 5.1.2.3 the desired state, the
full order state solution and the reduced one are presented. They match: this hypothesis
is supported by figure 5.1.2.4, on the left is presented a pointwise error of the difference
between full order approximation and reduced approximation (the maximum value reached
is 3.057 - 107%); on the right the state error norm decay (see footnote 7) is shown. Also
in this case, Table 5.2 represents the computational advantages of using reduced problem:
the speed up index shows how is convenient to exploit RB techniques and how many
computational time can be saved with respect to the Finite Element approach. In this
example we obtain t; = 6.07s and t, = 2.03 - 10~ !s, where ¢; and ¢, must be interpreted
has the previous examples. Let us give to J; and J, the usual characterization. In this
case we have J; = 7.3098 - 107% and J, = 7.2668 - 10~°.
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Figure 5.1.2.3:  Left: desired state; right: full order solution, bottom: reduced solution.
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Figure 5.1.2.4:  Left: pointwise error; right: error decay.

Table 5.2: Speed up analysis for Quasi-Geostrophic equation on the Atlantic Ocean mesh

Basis Number 1 2 3 4 5 6 7 8 9 10
Speed up 1049 369 437 309 395 223 315 385 247 192

Basis Number | 11 12 13 14 15 16 17 18 19 20
Speed up 263 342 253 253 207 210 205 193 180 199

Basis Number 21 22 23 24 25 26 27 28 29 30
Speed up 132 151 95 66 33 75 90 107 66 54

Basis Number 31 32 33 34 35 36 37 38 39 40
Speed up 48 54 80 78 62 48 53 52 51 44

Basis Number 41 42 43 44 45 46 47 48 49 50
Speed up 29 41 35 34 31 28 25 21 17 23

In the following a comparison between the dimensions of full order system and the
reduced one is shown.

N x N | 6490 x 6490
IN x 9N | 450 x 450
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Conclusions

In Oceanography, a numerical tool capable to save computational resources is really needed
and important. Even if the parametrization is usually linked to the physics of the problem,
and not to the geometry of the domain, Oceanographic simulations could be a great effort
to face.

A solution tracking with a given desired state was presented: as we already specified in
the introduction to the chapter, this kind of optimal control problem is at the base of
assimilation of experimental data. A complete data assimilation problem can be time
dependent, non-linear and it could have many parameters to handle and then, it is usually
very demanding. For this reasons RB methods are a valuable approach for these of physical
systems.

Let us focus on the environmental aspects of the specific example proposed:

1. First of all, the state tracking solution gives us information on the Ocean currents, on
their magnitude, position, on the gyres, etc. Globally speaking, the analysis of the
dynamic of the Atlantic Ocean allows to understand many climatological phenomena
governing the North Hemisphere.

2. Shifting our attention to the control variable, we can affirm that not only the currents
can be forecast, but also the wind stress and the fetch, that is the portion of domain
where the wind blows. It is important and interesting for the global understanding
of the general Wind-Ocean Circulation dynamics and their climatological effects.

Both currents and wind stress are linked to a much more complex environmental interest,
as the global warming and the global Ocean circulation. Even if the problem formula-
tion is straightforward, with distributed control over the whole domain and homogeneous
Dirichlet boundary conditions, the effects and the dynamics are very complex and linked
to many geophysical phenomena. Concluding: this climatological environmental issue can
be really demanding since involves a lot of physical variables to take into account. RB
methods can be a very suitable, viable and powerful tool to reduce the computational
effort of these complex models and could help a lot in this growing field of knowledge that
attracts the interest of many scientific subjects.

5.2 Reduced Basis Application to Gulf of Trieste

In this section we will apply our knowledge on RB methods to an environmental control
problem on the Gulf of Trieste. The problem aims at limiting the impact of a pollutant
tracers on touristic and natural areas. The OCP(u) is governed by advection-diffussion
state equation, theoretically discussed in chapter 1, and already generalized to parametric
version in the RB application of subsection 4.3.3. The section is structured as follows:
first of all, we will briefly recall the general problem formulation of an OCP(u): from the
theoretical formulation, to the Finite Element approximation and finally, to RB saddle
point formulation. Then, a test example of pollutant control is presented: it is adapted
from [59]. Finally, we will show the application on the Gulf of Trieste.

5.2.1 General Problem Formulation

The aim of this subsection is to put together all the knowledge on parametric advection-
diffusion optimal control problems. As usual, Y is the state space, U the control space
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and Y = @ the adjoint space. Let us recall the general weak formulation for a OCP(u)
governed by advection-diffusion state equation: given p € P, find (y(p),u(p)) € Y x U

1 «
min  J(y,u) = —m(y — Y — )+ =n(u,u;
o (y,u) = 5mly — ya(w),y — ya(p); p) + 5nlu, u; p) (5:2.1)

such that a(y, ¢; p) = c(u, ¢; p) + (G(w), q) Vg € Q.

In this case, the expression a(y,q;u) = c(u, q; u) represents the parametrized version of
advection-diffusion state equation with no forcing term, depending on the problem that
we are considering. Let xq, be the characteristic function of €, C €2, the portion of the
domain where the control variable is defined. The strong parametric formulation of the
state equation is:

—div(v(p)Vy) + B(u) - Vy = uxq, inQ,

y=20 on I'p,
0
V(ﬂ)a%zo on 'y,

then the bilinear forms a(-,-) : Y x@Q — R and ¢(+,-) : U x Q — R are defined, respectively,
as

aly.a.u) = [ (W) VY- Va+ (k) - Tya) d,

c(u,q) :/Q uq dSQ.

As usual G(p) € Q* represents forcing terms and boundary conditions, whereas m(-,) :
Y xY — Randn(-,-) : UxU — R are the bilinear forms associated to the cost functional.
Let us recall the properties of the spaces and of the boundary conditions, already discussed
in subsection 4.3.3

e () is an open, bounded and regular domain, with Lipschitz boundary 9 = T'p UT'y
and IpNI'y =0,

o U=L%*0N),

o YV = HL (@) ={ye H(Q) : yr, =0},

e V=0

e y; € L3(Q) is given,

o the diffusivity term verifies v(p) > 0 in Q,

e advective field B = B(p) in La(Q) x Lo(Q) is given,

e we impose homogeneous Dirichlet boundary conditions on I'p,
e we impose homogeneous Neumann conditions on I'y.

As we specified in example 1.3.2.2, it is possible to formulate the optimal control system
and find the solutions. Then one can apply POD technique on a Finite Element discretiza-
tion to have a RB approximation and solve the OCP(u) problem (as a reference see [59]).
We recall that the following properties are verified:
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e a:Y x @Q — R is coercive over @ for some specific values of p 8

e a:Y x @ — Ris continuous over Y x @, Vu € P,

[ ]
@)

: U x @ — R is continuous over U x @ Vu € P,
e n:U x U — R is continuous, symmetric over U x U and coercive over U, Vi € P,

e m:Y xY — R is symmetric, continuous and positive in the norm of the observation
space, Y € P.

We decided to use a partitioned POD and to recast the problem (5.2.1) in a saddle-point
formulation. In the examples, we will propose the structure already used in subsection
4.3.3. Analytically, we want to structure the problem in the following general way: given

p € P, find (z(p),p(p)) € X x Q such that

{A(x,w;p,) + B(w,p;p) = (F(p), w) Vwe X, (5.2.2)

B(z,q;pn) = (G(w), q) Vg € Q,

where X =Y x U, v = (y,u),w = (z,v) € X. In this specific case A : X x X — R and
B: X x @ — R are defined as follows:

Az, w;p) = Az, w) = m(y, 2) + an(u,v),
B(U), QHU') = Q(Z7 Q7y') - C(U7 Q)

In all the applications we implemented we had G(g) = 0, that is that we have no forcing
terms and homogeneous boundary conditions, whereas

(F(p), w) = (F,w) = m(yq, ).

For the discretized version of the problem a Finite Element approximation can be used.
Analogously to the system (5.1.11), the discrete version of advection-diffusion the OC' P (p)
problem reads: given p € P, find (Y (i), pV (1)) € XN x QV such that

{A(xN(u) )+ BwN, pV (w) (F,uNy, vuh e XN, (5.2.3)

BN (), ¢V p) = VgV e QY.

The reduced version of the problem is built trough a POD algorithm in order to obtain
the following system: given p € P find (zn (@), pn(p)) € Xn X Qn such that

(5.2.4)

{A(l’N(#)awN) + B(wn,pn(p); ) = (F,wn), Yy € XN,
B(xn(p),qn;p) =0 Van € Q.

In the following subsections we will present two specific applications and we will give more
informations on how the POD reduction was exploited.

8 As we have seen in Theorem 1.2.9, to guarantee the the stability of the saddle-point formulation we
have to require the coercivity of the bilinear form a(-, -), that we have only for chosen parameters, see [20,
Section 3.5] and [57, Chapter 12].
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5.2.2 Pollutant Control Test

In this subsection we are going to apply RB approach to an OCP(p) governed by advection-
diffusion equation. This test is preliminary to the example proposed in subsection 5.2.3.
The problem studied is a parametric marine adaptation of the one in [57, Subsection
17.13.3], that involves three real control variables.

First of all, let us present the domain considered for this particular example.

4
l—‘N
O,
Eolp o
Al
g Q
U3 I
FN
-4
-5 5
x [km]

Figure 5.2.2.1: Domain considered for the pollutant control test, from [57, Subsection 17.13.3].

In figure 5.2.2.1 we can notice:
1. the observation domain 2ppg := D, where the pollutant threshold is evaluated;

2. Qq := Uy, Qo := Us and Q3 := Us are the three pollutant areas linked to the control
variables ui,us and us, respectively;

3. on I'p homogeneous Dirichlet boundary conditions are applied;
4. on I'y homogeneous Neumann boundary conditions are applied.

Following the general formulation presented in subsection 5.2.1, we can build a specific
problem that reads: given p € P find (y(p),u(p)) € Y x U, such that

1

. (65} 2 a9 2 as 2
min J(y,u }/ — ya)? dQ +—/udQ +—/ud9 +—/ud9
(yu)eY xU (y ) 2 QOBS(y yd) OBS 2 Ja, 1 1 2 Ja, 2 2 2 Ja, 3 3

such that a(y, ¢; p) = c(u, q), Vg € Q.

where the state y is the pollutant concentration and y4 € R is the desired concentration
of pollutant, that usually represents a safety threshold. Let u = [u1, u2, us] be an element
of U = R3, the control space. The bilinear form a : Y x Q - R and ¢: U x Q — R are
defined as follows

aly,q, p) = /Q(mVy Vg + p2f - Vyq) d9Q,

c(u,q>=u1/ qdﬂl+u2/ qd92+u3/ ¢ d9s.
Q1 9] Q3

2

The first component of the parameter g = [u1, p2] € P = [0.1,1.] x [0.1, 3.] represents the
diffusivity action, while uo is a constant that changes the intensity of advection transport
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field B. To recast the problem in a saddle-point framework (5.2.2), we have to define the
bilinear forms m: Y xY - Randn: U xU — R as:

m(y,z) = /Q yz dQoBs,
OBS

n(u,v) = 041/ uvy df + 042/ ugUy dfdo + 063/ uzvz df)s.
Ql Q2 Q3
The next step is defining the product space of state and control variables, i.e. X =Y x U.
Let us consider z = (y,u),w = (z,v) € X and ¢ € Q. For this specific test case the
bilinear forms A4 : X x X — R and B: X x Q — R are defined in the following way:

Az, w) = m(y, z) + n(u,v),
B(w,q; ) = a(z,q; 1) — c(v, q).
The linear form F': X — R is defined as follows:

(F,w) = yd/ 2 dQoBs.
Qons
In this way we can build the saddle point system (5.2.2), introduced in subsection 5.2.1, and
then, after a Finite Element approximation (5.2.3), the reduced version of the saddle-point
problem is structured, corresponding to the formulation (5.2.4), thanks to a partitioned
POD algorithm with 50 basis functions generated on a training set of 100 points. The pa-
rameters have been sampled with an uniform distribution. To build the reduced problem,
we used the space Zy for both state and adjoint variable, where

ZN = span {CTL = yN(iun)a §n == pN(”’n)a n=1,.. 7N}

The control space remains R3. To be sure that the RB method is efficient, we have to
guarantee the affinity hypotheses. Let us underline the affine structure of this specific
OCP(u). With Q4 =1, @ = 2 and Qr = 1 the affine decomposition of the problem is
given by

oL =1 Az, w) = A(z, w),

Op = B'(z,q) = / Vy - Vg d,
Q

O = ua B*(z,q) = / B - Vyq dQ
Q

O =1 (F1 w) = (F,w).

Let us show some numerical results corresponding to the specific choice of p = (1.,2.5).
The desired concentration has the value yd = 100, and the maximum concentration for
the three control variables is U = 8-10°. The transport field has been considered constant:

T\ . (T . : )
B = (COS (%) ,sin (%)) The control variables have the following values:

up = 8.8838 - 102, ug = 7.4169 - 103, ug = 6.9423 - 10%.

Figure 5.2.2.2 shows a comparison between the uncontrolled concentration of pollutant and
the controlled solution of the full order and the reduced order approximation, respectively.
Let us analyse the performance of the RB method with respect to the full order approx-
imation. In figure 5.2.2.3 the pointwise error difference between the truth approximation
and the reduced one is represented. The maximum value reached is of the order of 1077.
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Figure 5.2.2.2:  Left: uncontrolled state; center: full order controlled state; right:reduced order
controlled state.
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Figure 5.2.2.3: Pointwise error that compares full order solution and reduced order solution.

Figure 5.2.2.4 shows the decay of the error norms comparison between reduced solutions
and full order solutions (see footnote 7 and extend the definition to all the variables). As
usual we report the speed up index in Table 5.3: it is very convenient to use RB meth-
ods since they save computational time. The reduced system has a lower dimension with
respect to the full order one and this allows the system to be more affordable, computa-
tionally speaking. Let us compare time of resolution: t; = 5.26s, while ¢, = 6.95 - 1072
The functional of the uncontrolled problem is J = 5.93919 - 10. When we add control
conditions the truth cost functional J; and the cost functional associated to the reduced
problem J, reach the same value 1,02442 - 103.

Emar Polbctart Canird Test Emar Polbctart Canird Test 5 Emar Polbctart Canird Test
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Figure 5.2.2.4: left: state error; center: control error; right: adjoint error.
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Table 5.3: Speed up analysis for pollutant control test

Basis Number 1 2 3 4 5 6
Speed up 953 998 990 987 956 958

7 8 9
930 933 894

10
892

Basis Number | 11 12 13 14 15 16
Speed up 868 846 824 800 775 755

1718 19
742 724 708

20
698

Basis Number | 21 22 23 24 25 26
Speed up 685 665 649 633 611 609

2T 28 29
589 562 534

30
522

Basis Number | 31 32 33 34 35 36
Speed up 514 493 483 458 436 424

37 38 39
411 400 388

40
376

Basis Number | 41 42 43 44 45 46
Speed up 369 330 338 324 311 303

47 48 49
290 273 275

50
269

In the following a comparison between the dimensions of full order system and the

reduced one is shown.

N x N | 6823 x 6823

AN +3 x 4N +3 | 203 x 203

5.2.3 Pollutant control on the Gulf of Trieste

In this subsection we are going to apply partitioned POD method to a pollutant control
on the Gulf of Trieste. We have simulated a pollutant loss from a marine accident. First
of all, we had to build the physical domain. As we did for the Ocean, we had to create
the mesh from Google Earth image thanks to FreeFem++ (as a reference see [32] and visit
the link http://www.freefem.org/) and, as in the Atlantic Ocean example, thanks to Gmsh
(see as a reference [27], and visit http://gmsh.info/) we imported it into FEniCS (see [45]
and for further informations one can refer to https://fenicsproject.org). To have an idea

of the global process see figure 5.2.3.1.

Figure 5.2.3.1:  Left: mesh; right: gulf of Trieste, bottom: subdomains considered: in red Qppg

and in green 2.

The problem is formulated in the following way: let us define the state and the control
spaces Y, U and the adjoint space Y = @ as we did in subsection 5.2.1, the non dimensional
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OCP(u) reads: given g € P, find (y(p),u(p)) € Y x U such that:

1
min  J(y,u) = = — )% dQoBs
o (y,u) =5 QOBS(y Ya) B 52
such that a(y, ¢; u) = c(u, q), Vg € Q.

where the state y is the pollutant concentration and y; = 0.2 € R represents the safe
concentration of pollutant. The control variable is uw € R. The bilinear formsa : Y xQ — R
and ¢ : U x Q@ — R are defined as:

a(y,q, p) = /Q(V(M)Vy-Vquﬂ(M)-VyQ) dQ,
c(u,q) = Lu/Q q dSy,.

where v(p) = pq represent the diffusivity action of the state equation, B(u) = [S1(u2), B2(us)]
is the transport field and g = [p1, po, p3] represents our parameter. The constant L = 103,
multiplied for the control variable u € R, make the system non dimensional. For the trans-
port field we decided to take into consideration only constant functions in the proximity
of the observation domain . They will have the following form:

Bi(p2) = po, Ba(p3) = ps.

The parameter space considered is P = [0.5,1] x [—1,1] x [—1, 1]. Let us spend some words
about the choice of the subdomains. The right plot of the figure 5.2.3.1 shows them:
in green we have the zone of the domain where the pollutant is (in our mathematical
formulation it is represented by €2,); the red part of the plot represents the observation
domain Qopg, positioned along the swimming touristic area and Miramare natural area.
This particular zone is of great interest for two reasons:

1. for the peculiar ecological flora and fauna marine population,

2. and because it is an area crowded by Trieste citizens inhabitants and from many
tourists.

These argumentations encourage us in the choice of Qppg.

The boundary conditions are specified in the bulleted list of subsection 5.2.1. The coasts
are considered in I'p, while the open sea represents I'y. To recast all the problem in the
framework presented in (5.2.2) we have to define the bilinear forms m : Y x Y — R and
n:U x U — R as follows:

m(y7 Z) = /Q Yz dQOBSa
OBS

n(u,v) = 0.

As usual let X =Y x U the product space of state and control variables. Let x = (y,u)
and w = (z,v) be elements of X, whereas g an element of Q. In this particular example,
the bilinear forms A: X x X — R and B: X x Q — R are defined in the following way:

Az, w) = m(y, z),
B(w,q;p) = a(z,q; p) — c(v, q).

9They will be sufficient to simulate the most interesting configurations for the transport field action on
the Gulf of Trieste, and we are not taken into consideration the dynamics at the boundary.
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The linear form I : X — R reads:

(F,w) = yd/ z dQoBs.

Qops

Now we have all we need to apply a Finite element discretization on the system (5.2.1)
and obtaining the discrete system (5.2.3) and a new OCP(u) that reads: given p € P,
find (V' (), PV (1)) € XN x QV such that

{A(xN(,u), W)+ BN, pN () p) = (F,w), Vol e XV, (5.2.6)

BN (), ¢V;p) =0 VeV e QV.

As we have already mentioned before, to reach a RB approximation we used a partitioned
POD algorithm with N = 50 reduced basis functions and a training set of 100 point. To
sample the parameters we used an uniform distribution on the space of the parameters.
We decided to apply the technique of aggregated space and to compare it to a monolithic
POD approach. Then, the state and the adjoint spaces will be approximated with the
same space defined as:

Zy = span {( = yM (u"), & =pV ("), n=1,...,N}.
The reduced control space Uy is R. Then, supposing Y = Zy and @Q = Zy, whereas
U = Uy, the reduced problem reads:

{A(mN(p),wN) + B(wn,pn (p); ) = (F,wn), Ywn € X, (5.2.7)

B(xn(p),qn;ip) =0 Vgnv € QnN.

We can underline the affine structure of the problem: with Q4 =1, Qg =3 and Qr =1
the affine decomposition of the problem is given by

oL =1 Al(z,w) = Az, w),
Op = B'(z,q) = /QVy - Vq d,
0y
2 _ 2 — dQ
Op = 2 B*(z,q) o 0z, 1
Jy
k= s = dQ
Op = u3 B*(z,q) o g
0L =1 (F',w) = (F,w).

Let us discuss some numerical results. First of all we solved an uncontrolled advection-
diffusion problem for a maximum value of pollutant u,,,.. = 1. We have studied the
optimal control problem in three classical configurations:

1. neutral wind condition,
2. Bora blowing condition,
3. Scirocco blowing condition.

Naturally, the configuration is given by the values that the parameters po, 3 may assume.
Our model involves only the surface of the Gulf (the depth can be totally neglected since
it is dozens meters deep). In the following we will present the solutions of the three con-
figurations.
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Neutral Configuration

The first experiment we analysed is the case with no wind blowing. This condition is given
by the transport field B(u) = [0,0]. In this particular case the OCP(u) is governed by a
Laplace equation and has no advection term. This is a purely diffusive control problem.
The diffusion term is given by g1 = 1. In figure 5.2.3.2 we have the comparison between
the uncontrolled concentration of pollutant and the controlled concentration in the Finite
Element approximation and the reduced solution. In the bottom right of the figure a
pointwise error is presented: the maximum value reached is of the order of 107!2. The
uncontrolled functional is J = 1.7579 - 1073, Let us indicate with .J; the cost functional
related to the Finite Element approximation, while J, is the cost functional value derived
from the reduced problem formulation (this convention will be used in the other two
experiments, also). In this neutral case they have the following value: J; = J, = 5.1320 -
1075, Our control variable is u = 7.6901 - 10~

o}

Uncontrolled State Coenfrolled Full Order State
DGANe . Dlzfllll \H|||||\H 9.457e01 4.3682-09 024 9500201
w H MUHUWJHHHUMH
Confrolled Reduced State Pointwise Error
-4,3682-09 0.24 9 500=01 -4171e-11 -lee-1 35e-12 282-11 4887=-11
WM'JJMHHM'H”“ MWU’MAH”H“HLH

Figure 5.2.3.2: No wind configuration. 7Top left: uncontrolled state; top right: full order
controlled state, bottom left: reduced controlled state, bottom right: pointwise error.

Bora Configuration
The second experiment shows how the physical results change under the action of wind.
The peculiar wind blowing on the city of Trieste is the Bora. It is a cold wind that blows

from East to North-West. To simulate his action we decided to take a constant transport
field B(p) = [—1,1], that exactly simulate the water transport due to Bora blowing. In
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this sense we expect that the pollutant has a minor concentration on the source domain,
since the Bora effect leads the current to remove waters from the observation and source
domains. For these reasons a lower value is obtained for J, J; and J,.: the pollutant in Qppgg
is less than the concentration observed in the previous configuration and in the Scirocco
configuration. In Figure 5.2.3.3 we have the solution plots referred to uncontrolled state,
controlled full order state and reduced controlled state. In the bottom right we find the
pointwise error describing the difference between full order and reduced order pollutant
concentration: the maximum value is of the order of 107!,

2 0

Centfrolled Full Order State

Unconfrolled State

0.0002+00 024 9515201 B0e 0.24 071 9.510=01

HIIIII ||||||||||| M]IHU I.IIIIII|IIlI

2 &

Poitwise Error
Controlled Reduced State
-3.834=-11 -l.7e-11 11 4527e-11
0.000=+00 0.24 9.510=01 L | LLLI I I I LLL
Mpl.l.l._wm\mwnﬂ M-I IMI I H

Figure 5.2.3.3: Bora configuration. Top left: uncontrolled state; top right: full order controlled
state, bottom left: reduced controlled state, bottom right: pointwise error.

The uncontrolled functional assume the same value than before: J = 1.7579 - 1073, while
J; and J, reach both 4.9167 - 10~5. The value of our control variable is v = 7.3698 - 10~1.

Scirocco Configuration

The last experiment presents the result of this control problem under the action of Scirocco.
It is a warm wind that comes from South-East. To simulate its action we decided to take
a constant transport field B(p) = [1, —1]. The net water transport is direct toward South
and so this do not allow the dispersion of pollutant in the open Adriatic sea, as Bora does.
What we expect is an higher value of the control variable u and and higher value of the cost
functional, since more pollutant is present in the observation domain. In Figure 5.2.3.4
uncontrolled state, controlled full order state and reduced controlled state are shown. As
in the previous two experiments, in the bottom right we find the pointwise error describing
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5.2. Reduced Basis Application to Gulf of Trieste

the difference between full order and reduced order solutions: the maximum value is of
the order of 10711,

Unconfrolled State Cenfrolled Full Order State
5.d64=09 0.23 0.47 0.7 @.368=01 0.000=+00 023 0.47 o7 ?.310e01
T | |

Controlled Reduced State

Pointwise Error
0.000e+00 0.23 0.47 o7 2.310e01
ll (NN SRR | 111 -4.5478-11 2.1e-11 4.2e-12 29e-11 5.380=-11
M | WL

Figure 5.2.3.4: Scirocco configuration. Top left: uncontrolled state; top right: full order
controlled state, bottom left: reduced controlled state, bottom right: pointwise error.

The uncontrolled functional assume the same value than before: J = 1.7579 - 1073, while
J; and J, reach both 5.3417 - 107°. The value of our control variable is u = 8.0800 - 10~1.
Now let us analyse the error norm comparison between full order solutions and the reduced
solutions. The plot in figure 5.2.3.5 shows the error norm decay for the state, control and
adjoint variables. They are related to the choice p = [1,—1, 1], that is Bora configuration.
Even if we used 50 basis functions to build the reduced space, we can notice that few of
them were sufficient to reach a good approximation of the full order solutions. The bottom
right plot shows the comparison between the monolithic error version and the partitioned
error with respect to the full order and reduced state variable. Some comments on Table
5.4.: the speed up inder remains considerably high. solving the reduced system is very
convenient in this case, since the full order system is characterized by high dimensionality
derived by the mesh. The time of resolution of the full order and the reduced order systems
are t; = 2.79s and t, = 2.41 - 10~ 2s, respectively.
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5.2.

Reduced Basis Application to Gulf of Trieste

Figure 5.2.3.5:

Gulf Errar
.
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10°
10° |
5
T
8 1"
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Errors. Top left: state error; top right: control error , bottom left: adjoint
error, bottom right: monolithic and partitioned error comparison.

Table 5.4: Speed up analysis for Gulf of Trieste example

Basis Number
Speed up

1
361

2
380

3

4

5

6

7

8

9

369 366 364 362 352 348 346

10
350

Basis Number
Speed up

11
336

12
334

13
333

14
328

15
317

16
315

17
309

18
303

19
301

20
296

Basis Number
Speed up

21
294

22
288

23
282

24
277

25
271

26
264

27
267

28
257

29
251

30
245

Basis Number
Speed up

31
240

32
234

33
231

34
218

35
216

36
204

37
201

38
202

39
195

40
188

Basis Number
Speed up

41
183

42
175

43
167

44
161

45
157

46
152

47
147

48
147

49
134

50
135

In the following a comparison between the dimensions of full order system and the
reduced one is shown.

N x N

| 5639 x 5639

AN +1x 4N +1| 201 x 201

100



5.2. Reduced Basis Application to Gulf of Trieste

Conclusions
The interest in parametric analysis of the gulf of Trieste is twofold:

1. it has a very peculiar dynamic, due to the particular wind circulation of the North-
Eastern zone of Italy. This means that we have to consider different scenarios, typical
of the region. Naturally, a model that has to simulate various solutions needs several
parameters and then RB methods can be a useful and powerful instrument to handle
them;

2. it is peculiar for urban and natural resources. Trieste is a city that arises on the
seaside and it is linked to its gulf under many aspects: tourism, economy, industry,
ecology and biodiversity, etc. For this reasons the study of the gulf can lead to
several important results, involving different aspects of citizens’ life and natural
environment.

Concluding, pollutant substances are, obviously, dangerous (i.e. see [21]): the unhealthy
effects could damage not only the peculiar flora and fauna of the Gulf, but, indirectly,
also human beings: Trieste is a city that overlooks the seaside and many of its activities
depends on it. As we have seen, many variables have to be taken into considerations, the
morphology of the Gulf, the structure of the city and the weather conditions, very peculiar
in this particular zone. In this specific example we focused on physical parametrization,
but in this case one can consider also geometrical parametrization and study different
phenomena. Reduced basis methods can be very versatile in this context, where many
parameters are involved and query optimal control problems could be formulated. In this
particular field of application, as in Oceanographic example, simulations can be computa-
tionally demanding and costly: RB techniques could be a good and viable way to reduce
this issue.
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Perspectives

In this appendix we are going to show some results on parametrized optimal control prob-
lems governed by PDEs (OCP(u)), that could be better developed in future.

The natural prosecution of this study, is to extend the concept proposed among the chap-
ters of this master thesis in more general frameworks. The initial purposes of this work
was to analyse not only linear quadratic optimal control problems, but also non-linear
and time dependent OCP(u). Naturally, these two extensions are of great importance in
engineering applications, as we can see in [19, 30, 23, 14, 13, 55|, for example.

In Oceanographic applications, while the non-linearity could be neglected, time depen-
dency is really important since the research is interested in temporal evolution of the dy-
namics and of the phenomena related to it. In the small scale contexts, the non-linearity
has a major influence: fluids dynamics is usually modeled by Navier-Stokes equations.
One of the main focus of scientific investigation in this field is linked on the the effects of
non-linearity related to Reynolds number.

Among this work we bumped into OCP(p) with non-linear state equations. In the fol-
lowing sections we will describes some numerical results linked to the little steps made in
non-linearity and time dependency, respectively.

Non-Linearity

Among this work, we tried to implement and study also OCP(u) governed by non-linear
PDEs. In this section we are going to show some results obtained in this direction. The
reduction was not implemented, but we ran some high fidelity simulations.

Initially, our attention focused on steady quasi-geostrophic non-linear equation and steady
Navier Stokes equation, exploited in the geophysical version. We were able also to build
state solution tracking non-linear OCP(u) governed by quasi-geostrophic equation. The
results that we are going to show are derived from finite element approximation.

Steady Quasi-Geostrophic Equation: State Equation and Control

We recall the non-linear version of the steady quasi-geostrophic equation, already intro-
duced in subsection 5.1.1. Considering ©Q = [0, 1] x [0, 1], Ocean circulation is described
by the following non-linear PDE.

) 0 .
oY P, a + 92 = r =S apt (20)’a% ino,
=0 on 01, (1)
AY =0 on 01},
where the non-linearity is defined by:
_0%0q g

103



where 1) is in suitable function space Y, L = 10° is a dimensional parameter, d; is the
non-linearity parameter, while 57, dg are diffusivity parameters and the forcing term is

f = —sin(my). As we did in subsection 5.1.1, we can impose ¢ = A and the system
becomes
q= Aw in €,
052 oy ds dpr\3 .
=0 on 052,
q=0 on 0f).

For the simulations we had to build the weak formulation of the problem. Let us consider
V,q €Y = H}(Q) x HY(Q). Thanks to this assumptions and exploiting integration by
part and divergence theorem we can reach the following weak formulation for the problem
(2): V(¢,p) € V, find (¢, q) € V such that verify

/qp+/V¢-Vp=0
(58) [@¥ax i) o+ [ SLo+ () [ 9496+ [ 4o

where f = —sin(7y) and exploiting the relation (see [11, Appendix A])

F(,q) = div(¥Vq x k).

We studied the dynamics of this PDE in a framework of weak non-linearity: in other
words, when the diffusivity and the non-linear parameters are comparable. Indeed, when
dr > dar, the system is unstable and needs a stabilization. We propose some numerical
results, some of them have been already introduced in subsection 5.1.1. In figure 1 three
configuration are shown, for different choice of parameters. The diffusivity parameter
dg = 0 in all the experiments, while:

e on the left we choose 7 = 0 and 637 = 7 - 10%;
e the plot in the center shows the non-linear solution for d; = 63y = 7 - 10%;

e on the right the unstable result for 67 = 7-10* and §3; = 7 - 103.

High Non Linear Solution

-1.570=+00 0.78 1578=+00

w W\HIHHHH

Figure 1:  Left: linear solution; center: weak nonlinear solution, right: high nonlinear solution.
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The next step was to implement a non-linear state tracking control problem. The problem
formulation is totally similar to (5.1.5). We already know that the state space is Y, the
control space is U and the adjoint space is Q =Y. The OCP split version reads:

min J(i/;,u):;/Q(q/z—wd)QdQ—l—Z/Qude

(Yu)eY xU
4= Aw in €,
such that o ( ) F(,q) + (f)q - <T> Ag=u inQ,
p=0 on 012,
¢=0 on Of).

Let us define (¢qq5, ¢aqj) € @ as the adjoint variables. Thanks to Lagrangian approach we
have built the following optimality system.

aadj((wadjv Qadj)7 (X? t)) = —(1/1 — Y, X)LZ(Q) V(X, t) €y,
(au,v) 2y = (v, (Yadjs Qadj)) Vv e U, (4)
a((¥,q), (¢,p)) = c(u, (¢,p)) V(¢.q) € Q,

where a : Y x ) — R is defined as the sum of the weak formulation of the right hands sides
of state equation in the constrain of (3)!Y. The bilinear form ¢ : U x Q — R is defined as

clu, (6,p)) = | ud

The bilinear form aqq; : Y x @ — R, thanks to integration by parts, divergence’s theorem
and thanks to the hypotheses made on the functions, is defined as follows:

90
(s o), (1)) = — [ ZH g / Vaugi - Vx 4+
0
+<£)/QadedQ+ /quwad]dg‘f'

+ f /Q]:(w7X)Qadj dQ2 +

+/ Gadjt a2 —l—/ andj -Vt dS,
Q Q

Let us show some numerical results in the case of weak non-linearity. We use a Finite
Element discretization P! — P! both for state and adjoint variables, to simulate the control
problem. In figure 2 a comparison between the desired state, the Finite Element solu-
tion. The right plot shows the pointwise error of the difference between desired state and
state obtained: the maximum value reached is 1.703 - 1072, whereas the value of the cost
functional is J = 1.0960 - 10~°.

10The consistency with the strong formulation of the state equation can be shown as we did in subsection
5.1.1.
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Figure 2: Left: desired state; center: control problem solution, right: pointwise error.

Steady Geophysical Navier Stokes State Equation

In order to understand what is the link between Quasi-Geostrophic equation and the
geophysical Navier Stokes dynamics, we decided to simulate it and to compare the results
obtained with these two different approaches. We recall the strong formulation of the PDE
(5.1.2), describing large scale fluid motion under the influence of Earth’s rotation. In this
particular example, we considered §g = 0. Our purpose is to find u € V = H}(Q) x H} ()
and p € P = L(Q2) where

such that:
(5[ 2 8]) 5M 3 82'&1 82U1 .
(f) (u-Vu—(1+y)uz = —%—F (T> (W—Fa—gﬂ) +f1 inQ,
(5[ 2 8p 5M 3 8211,2 82u2 .
<f) (u-Vio+(14+yu = _8_y + <T) (W + 8_3/2) + f2 in ), (5.2.8)
div(u) = on 012,
u= on 0,

in this case, u = (u1,u2) and the forcing term f = (fi, f2) is linked to the wind stress
1

and is taken as f = ( - = cos(Try),O). For the simulations we have considered a Finite
™

Element approximation, with a P2 — P! discretization for both state and adjoint variables.
The weak formulation of the problem reads: find (u,p) such that:

{a(u,V) +b(v,p)=f WeV, (5.2.9)

b(u,q) =0 Vq € P,
where the bilinear forms a: V xV — Rand b: V x P — R are defined as follows:
52
au,v) =(%) / (u-V)udQ - / (1 + y)ugvs dQ +
L Q Q
Svi3
+/(1 +y)ury d2 + (52 / Vu - Vv dQ,
Q L Q

b(v,p) =— /Qdiv(v)p dq.
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Let us show some results. As in the quasi-geostrophic case, the simulation is very unstable
for 7 > dpr. A stabilization is needed. Figure 3 shows the velocity fields in two config-
urations: in the left we have the velocity solution for §; = 0 and in the center the weak
non-linear velocity solution corresponding to d; = dyr = 7 - 104,

Linear Velocity Magnitude Weak Non Linear Velocity Magnitude
0.000=+00 145 29 4.34 5.7922+00 0.000e+00 1.45 29 4.34 5.792e+00
| SR [

Figure 3:  Left: linear velocity; right: weak non-linear velocity.

As we expect, in the linear case we have a thickening of the current toward the west
boundary. When we add the non-linear effect, the velocity fields moves Northward.

Time Dependency

Time dependency is another topic of great importance in science and engineering simula-
tions. In our work, we wanted to exploit it in Oceanographic application: one could focus
on the study of the evolution of the quasi-geostrophic equations and the builing of a time
dependent tracking control problem to be inserted in a data assimilation context. In the
following subsection we will show time dependent evolution of quasi-geostrophic equation
and of geophysical Nevier-Stokes.

Time Dependent Quasi-Geostrophic Equation State Equation

One of the major spark of this master thesis was the study of data assimilation model.
In other words we aim at simulating a time dependent dynamics and at some time steps
making an optimization on the solution in order to modify the parameters considered: in
this way a forecasting model could be more precise and reliable. The first step we did in
this direction was to simulate the time evolution of the quasi-geostrophic equation.

Let consider the usual domain € = [0,1] x [0,1]. The split time dependent quasi-
geostrophic PDEs read as follows: find (v, q) € V = H(Q) x H}(Q) such that

q=AY in §,

g | (61\? N OmNd o | Os .

a5 + (f) F,q) + I <T> Aq+ T9= sin(my)  in Q, (5.2.10)
q= on 0f),

=0 on 0f).
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As we did in the previous section, we can derive the weak formulation. It reads: find
(1,q) € V such that for every (¢,p) € V:

[+ [ vv-9p=0
9% +<%)24(quxﬁ),v¢+/ﬂg_f¢+ (5.2.11)

Q Ot
+(5TM)3/qu-v¢+%/ﬂq¢=f-

As is the previous examples, we exploited a P! — P! Finite Element approximation for
the state variable. For the time evolution we used an Implicit Euler Method, with initial
conditions ¢(t = 0,z) = 0. Let us show some results for different configurations.

Linear case

Let us take Q = [0,1] x [0,1]. We are going to present the results obtained with the
following parameters: §; = 0 and 6y = 7-10%. The time interval is [0, 60] and the dt = 10
as time increment!!. In figure 4 the time evolution at ¢t = 10,¢ = 30 and t = 60, from left
to right.

Psi

108200

Zoallsa

Eu:_\-ﬂm
o
Ennnna—m

Figure 4: Time evolution of linear case on the square domain.

The same parameters are were used in the simulation on the Atlantic Ocean. The time
interval of the simulation is [0, 100], dt = 10. In figure 5 linear time evolution is presented
for t =10, t = 60 and t = 100, from left to right.

D278z

Ennnna—m

Figure 5: Time evolution of linear case on North Atlantic Ocean.

1A time increment of dt = 10 means 4 month of dynamics evolution.

108



Non-linear case

Let us take Q = [0,1] x [0,1]. In this paragraph we will show the results for an high
non-linear case: d; = 7-10* and 6,y = 7-103. The time interval is [0, 130] and the dt = 10.
In figure 6 the snapshots proposed are related to t = 10,60, 130, from left to right.

Figure 6: Time evolution of non-linear case on the square domain.

We simulated the same parameters on the North Atlantic mesh. The time interval in this
case is [0,100], and the plots in figure 7 represent the 1) solutions at time ¢ = 10, 60, 100,
from left to right.
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Figure 7: Time evolution of non-linear case on North Atlantic Ocean.

Time Dependent Geophysical Navier Stokes State Equation

The time dependence was studied also in the case of geophysical Navier Stokes equations.
The unsteady formulation of the equations for dg = 0 is the following: find u € V =
H(Q) x HY(Q) and p € P = LE(Q) such that

ouq Or\2 B Op Saun3,0%u;  O%uy .

W—i_(f) (u-V)ul—(l—l—y)ug——a—x—i—(T) <W+6_y2)+fl an

Ouo Or\2 Op Sun3,0%us  O%us .

W'f‘ (f) (u-Vug + (1 +y)uy :_8_y+ (T> (81‘2 +a—y2) +f2 inQ

div(u) =0 on 00

u= on 0f),
(5.2.12)

where u = (uj,u2). Also in this case we used a Finite Element discretization. The scheme
used was a P? — P!, for velocity variable and pressure, respectively. To simulate the time
evolution, we exploit and implicit Euler method, with u(¢ = 0,2) = 0. Let us show some
result in linear and wek non-linear framework.
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Linear case

As we did for quasi-geostrophic case, we analysed the case of linear solution with é; = 0
and dy; = 7-10*. First of all we considered the square domain Q = [0, 1] x [0, 1]. The time
interval is [0,60] and dt = 10. From left to right, the plots in figure 8 show velocity field
solutions for ¢t = 10, 30, 60.

Figure 8: Linear geophysical Navier Stokes velocity on the squared domain.

The same physics and time parameters were used to understand linear time evolution
in the North Atlantic Ocean. In figure 9 velocity plots are shown: from left to right
t = 10,30, 60 with dt = 10.

Psi

—2.1846

E 1.4564
E‘n 7282
0.000e+00

Figure 9: Linear geophysical Navier Stokes velocity on North Atlantic Ocean.

2.913e+00

Non-linear case
Although we used no stabilization techniques, we were able to handle the weak linear case
corresponding to the parameters 67 = 637 = 7 - 10, The simulation in this case is made

on the time interval [0,100], with the usual dt = 10. Figure 10 shows the evolution for
t = 10,60, 100.

Psi
5.008Te+00

Figure 10: non-linear geophysical Navier Stokes velocity on the squared domain.

In figure 11 the results of the same experiment run on the North Atlantic Ocean mesh is
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proposed, for the same temporal steps.

Psi
2.2132+00

Z2.1848
Ew 564
Eu 7262

0.000+00

Figure 11: Non-linear geophysical Navier Stokes velocity on the Atlantic Ocean.

Conclusions and Future Developments

Among this appendix, we have presented the first results obtained in order to extend
what we have discussed among this work to non-linear time dependent optimal control
problems. At the end, let us expose purposes and intentions that we want to improve and
complete as a natural development of this master thesis.

1. First of all, a deeper analysis of non-linear cases is required to build OCP(u) gov-
erned by a general state equation. Then, we plan to deal with non-linear control
problems, solve them with RB methods and compare this approach to the other
discretization techniques, as Finite Element discretization.

2. Next step would involve the development of time dependent optimal control prob-
lems. They are of great importance in climatological applications, in order to fore-
cast and predict future scenarios. Time dependency will make the problems more
computational demanding. In this sense another objective is to apply model order
reduction to save computational resources.

3. Naturally, another objective is to mix these two first points to build non-linear time
dependent optimal control problems.

4. Finally, we would like to exploit what we previously underlined in environmental
applications: in particular, this knowledge can be exploited in order to build a real
data assimilation model. The other step is to reduce the problem and to compare
RB performance with full order resolution.
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