
SISSA - Università di Trieste
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Chapter 1

Linear differential operators

1.1 Definitions and main examples

Let Ω Ă Rd be an open subset. Denote C8pΩq the set of all infinitely differentiable complex valued
smooth functions on Ω. The Euclidean coordinates on Rd will be denoted x1, . . . , xd. We will use
short notations for the derivatives

Bk “
B

Bxk

and we also introduce operators

Dk “ ´i Bk, k “ 1, . . . , d. (1.1.1)

For a multiindex
p “ pp1, . . . , pdq

denote

|p| “ p1 ` . . .` pd

p! “ p1! . . . pd!

xp “ xp11 . . . xpdd
Bp “ B

p1
1 . . . Bpdd , Dp “ Dp1

1 . . . Dpd
d .

The derivatives, as well as the higher order operators Dp define linear operators

Dp : C8pΩq Ñ C8pΩq, f ÞÑ Dpf “ p´iq|p|
B|p|f

Bxp11 . . . Bxpdd
.

More generally, we will consider linear differential operators of the form

A “
ÿ

|p|ďm

appxqD
p

appxq P C8pΩq (1.1.2)

A : C8pΩq Ñ C8pΩq.

We will define the order of the linear differential operator by

ordA “ max|p| such that appxq ‰ 0. (1.1.3)
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Main examples are

1. Laplace operator
∆ “ B2

1 ` . . .` B
2
d “ ´pD

2
1 ` . . . D

2
dq (1.1.4)

2. Heat operator
B

Bt
´∆ (1.1.5)

acting on functions on the pd` 1q-dimensional space with the coordinates pt, x1, . . . , xdq.

3. Wave operator
B2

Bt2
´∆. (1.1.6)

4. Schrödinger operator

i
B

Bt
`∆. (1.1.7)

1.2 Principal symbol of a linear differential operator

Symbol of a linear differential operator (1.1.2) is a function

apx, ξq “
ÿ

|p|ďm

appxqξ
p, x P Ω Ă Rd, ξ P Rd. (1.2.1)

If the order of the operator is equal to m then the principal symbol is defined by

ampx, ξq “
ÿ

|p|“m

appxqξ
p. (1.2.2)

The symbols (1.2.1), (1.2.2) are polynomials in d variables ξ1, . . . , ξd with coefficients being smooth
functions on Ω.

For the above examples we have the following symbols

1. For the Laplace operator ∆ the symbol and principal symbol coincide

a “ a2 “ ´pξ
2
1 ` . . .` ξ

2
dq ” ´ξ

2.

2. For the heat equation the full symbol is

a “ i τ ` ξ2

while the principal symbol is ξ2.

3. For the wave operator again the symbol and principal symbols coincide

a “ a2 “ ´τ
2 ` ξ2.

4. The symbol of the Schrödinger operator is

´pτ ` ξ2q

while the principal symbol is ξ2.
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Exercise 1.1 Prove the following formula for the symbol of a linear differential operator

apx, iξq “ e´i x¨ξA
´

ei x¨ξ
¯

. (1.2.3)

Here we use the notation
x ¨ ξ “ x1ξ1 ` . . .` xd ¨ ξd

for the natural pairing Rd ˆ Rd Ñ R.

Exercise 1.2 Given a linear differential operator A with constant coefficients denote apξq its sym-
bol (it does not depend on x for linear differential operators with constant coefficients). Prove that
the exponential function

upxq “ ei x¨ξ

is a solution to the linear differential equation

Au “ 0

iff the vector ξ satisfies
apξq “ 0.

Exercise 1.3 Prove that for a pair of smooth functions upxq, Spxq and a linear differential operator
A of order m the expression of the form

e´i λ SpxqA
´

upxqei λ Spxq
¯

is a polynomial in λ of degree m. Derive the following expression for the leading coefficient of this
polynomial

e´i λ SpxqA
´

upxqei λ Spxq
¯

“ imupxqampx, Sxpxqqλ
m `Opλm´1q. (1.2.4)

Here

Sx “

ˆ

BS

Bx1
, . . . ,

BS

Bxd

˙

is the gradient of the function Spxq.

Exercise 1.4 Let A and B be two linear differential operators of orders k and l with the principal
symbols akpx, ξq and blpx, ξq respectively. Prove that the superposition C “ A ˝ B is a linear
differential operator of order ď k ` l. Prove that the principal symbol of C is equal to

ck`lpx, ξq “ akpx, ξq blpx, ξq (1.2.5)

in the case ordC “ ordA` ordB. In the case of strict inequality ordC ă ordA` ordB prove that
the product (1.2.5) of principal symbols is identically equal to zero.

The formula for computing the full symbol of the product of two linear differential operators is
more complicated. We will give here the formula for the particular case of one spatial variable x.

Exercise 1.5 Let apx, ξq and bpx, ξq be the symbols of two linear differential operators A and B
with one spatial variable. Prove that the symbol of the superposition A ˝B is equal to

a ‹ b “
ÿ

kě0

p´iqk

k!
Bkξ a B

k
xb. (1.2.6)
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1.3 Change of independent variables

Let us now analyze the transformation rules of the principal symbol apx, ξq of an operator A under
smooth invertible changes of variables

yi “ yipxq, i “ 1, . . . , n. (1.3.1)

Recall that the first derivatives transform according to the chain rule

B

Bxi
“

d
ÿ

k“1

Byk
Bxi

B

Byk
. (1.3.2)

The transformation law of higher order derivatives is more complicated. For example

B2

BxiBxj
“

d
ÿ

k,l“1

Byk
Bxi

Byl
Bxj

B2

BykByl
`

d
ÿ

k“1

B2yk
BxiBxj

B

Byk

etc. However it is clear that after the transformation one obtains again a linear differential operator
of the same order m. More precisely define the operator

Ã “
ÿ

p´iq|p|appyq
B|p|

Byp11 . . . Bypdd

by the equation

Afpypxqq “
´

Ã fpyq
¯

y“ypxq
.

The transformation law of the principal symbol is of particular simplicity as it follows from the
following

Proposition 1.6 Let ampx, ξq be the principal symbol of a linear differential operator A. Denote
ãmpy, ξ̃q the principal symbol of the same operator written in the coordinates y, i.e., the principal
symbol of the operator Ã. Then

ampypxq, ξ̃q “ ampx, ξq provided ξi “
d
ÿ

k“1

Byk
Bxi

ξ̃k. (1.3.3)

Proof: Applying the formula (1.2.4) one easily derives the equality

ampx, Sxq “ ãmpy, Syq

y “ ypxq

Sx “

ˆ

BS

Bx1
, . . . ,

BS

Bxd

˙

, Sy “

ˆ

BS

By1
, . . . ,

BS

Byd

˙

.

Applying the chain rule

BS

Bxi
“

d
ÿ

k“1

Byk
Bxi

BS

Byk
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we arrive at the transformation rule (1.3.3) for the particular case

ξi “
BS

Bxi
, ξ̃k “

BS

Byk
.

This proves the proposition since the gradients can take arbitrary values. �

1.4 Canonical form of linear differential operators of order ď 2
with constant coefficients

Consider a first order linear differential operator

A “ a1
B

Bx1
` . . .` ad

B

Bxd
(1.4.1)

with constant coefficients a1, . . . , ad. One can find a linear transformation of the coordinates

ξi “
d
ÿ

k“1

ckiξ̃k, i “ 1, . . . , d (1.4.2)

that maps the vector a “ pa1, . . . , adq to the unit coordinate vector of the axis yd. After such a
transformation the operator A becomes the partial derivative operator

A “
B

Byd
.

Therefore the general solution of the first order linear differential equation

Aϕ “ 0

can be written in the form
ϕpy1, . . . , ydq “ ϕ0py1, . . . , yd´1q. (1.4.3)

Here ϕ0 is an arbitrary smooth function of pd´ 1q variables.

Exercise 1.7 Prove that the general solution to the equation

Aϕ` b ϕ “ 0 (1.4.4)

with A of the form (1.4.1) and a constant b reads

ϕpy1, . . . , ydq “ ϕ0py1, . . . , yd´1qe
´b yd

for an arbitrary C1 function ϕ0py1, . . . , yd´1q.

Consider now a second order linear differential operator of the form

A “
d
ÿ

i,j“1

aij
B2

BxiBxj
`

d
ÿ

i“1

bi
B

Bxi
` c (1.4.5)
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with constant coefficients. Without loss of generality one can assume the coefficient matrix aij to
be symmetric. Denote

Qpξq “ ´a2px, ξq “
d
ÿ

i,j“1

aijξiξj (1.4.6)

the quadratic form coinciding with the principal symbol, up to a common sign. Recall the following
theorem from linear algebra.

Theorem 1.8 There exists a linear invertible change of variables of the form (1.4.2) reducing the
quadratic form (1.4.6) to the form

Q “ ξ̃2
1 ` . . .` ξ̃

2
p ´ ξ̃

2
p`1 ´ . . .´ ξ̃

2
p`q. (1.4.7)

The numbers p ě 0, q ě 0, p` q ď d do not depend on the choice of the reducing transformation.

Note that, according to the Proposition 1.6 the transformation (1.4.2) corresponds to the linear
invertible change of independent variables xÑ y of the form

yk “
d
ÿ

i“1

ckixi, k “ 1, . . . , d. (1.4.8)

Invertibility means that the coefficient matrix of the transformation does not degenerate:

det pckiq1ďk,iďd ‰ 0.

We arrive at

Corollary 1.9 A second order linear differential operator with constant coefficients can be reduced
to the form

A “
B2

By2
1

` . . .`
B2

By2
p

´
B2

By2
p`1

´ . . .´
B2

By2
p`q

`

d
ÿ

k“1

b̃kyk ` c (1.4.9)

by a linear transformation of the form (1.4.8). The numbers p and q do not depend on the choice
of the reducing transformation.

1.5 Elliptic and hyperbolic operators. Characteristics

Let ampx, ξq be the principal symbol of a linear differential operator A.

Definition 1.10 It is said that the operator A : C8pΩq Ñ C8pΩq is elliptic if

ampx, ξq ‰ 0 for any ξ ‰ 0, x P Ω. (1.5.1)
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For example the Laplace operator

∆ “
B2

Bx2
1

` . . .`
B2

Bx2
n

is elliptic on Ω “ Rd. The Tricomi operator

A “
B2

Bx2
` x

B2

By2
(1.5.2)

is elliptic on the right half plane x ą 0.

Definition 1.11 Given a point x0 P Ω, the hypersurface in the ξ-space defined by the equation

ampx0, ξq “ 0 (1.5.3)

is called characteristic cone of the operator A at x0. The vectors ξ satisfying (1.5.3) are called
characteristic vectors at the point x0.

Observe that the hypersurface (1.5.3) is invariant with respect to rescalings

ξ ÞÑ λξ @ λ P R (1.5.4)

since the polynomial ampx0, ξq is homogeneous of degree m:

ampx, λ ξq “ λmampx, ξq.

The characteristic cone of an elliptic operator is one point ξ “ 0. For the example of wave
operator

A “
B2

Bt2
´∆, ∆ “

B2

Bx2
1

` . . .`
B2

Bx2
d

(1.5.5)

the characteristic cone is given by the equation

τ2 ´ ξ2
1 ´ . . .´ ξ

2
d “ 0. (1.5.6)

Thus it coincides with the standard cone in the Euclidean pd` 1q-dimensional space. The charac-
teristic cone of the heat operator

B

Bt
´∆ (1.5.7)

is the τ -line
ξ1 “ . . . “ ξd “ 0. (1.5.8)

Definition 1.12 The hypersurface in Rd is called characteristic surface or simply characteristics
for the operator A if at every point x of the surface the normal vector ξ is a characteristic vector:

ampx, ξq “ 0.

If the hypesurface is defined by a local equation

Spxq “ 0 (1.5.9)

then Spxq satisfies the equation
am px, Sxpxqq “ 0 (1.5.10)

at every point of the hypersurface (1.5.9).
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As it follows from the Proposition 1.6 the characteristics do not depend on the choice of a
system of coordinates.

Example. For a first order linear differential operator

A “ a1pxq
B

Bx1
` . . .` adpxq

B

Bxd
(1.5.11)

the function Spxq defining a characteristic hypersurface must satisfy the equation

ASpxq “ 0. (1.5.12)

It is therefore a first integral of the following system of ODEs

9x1 “ a1px1, . . . , xdq

. . . (1.5.13)

9xd “ adpx1, . . . , xdq

Indeed, the equation (1.5.12) says that the function Spxq is constant along the integral curves of
the system (1.5.13). It is known from the theory of ordinary differential equations that locally, near
a point x0 such that

`

a1px
0q, . . . , adpx

0q
˘

‰ 0 there exists a smooth invertible change of coordinates

px1, . . . , xdq ÞÑ py1, . . . , ydq, yk “ ykpx1, . . . , xdq

such that, in the new coordinates the system reduces to the form

9y1 “ 0

. . . (1.5.14)

9yd´1 “ 0

9yd “ 1

(the so-called rectification of a vector field). For the particular case of constant coefficients the
needed transformation is linear (see above). In these coordinates the general solution to the equation
(1.5.12) reads

Spy1, . . . , ydq “ S0py1, . . . , yd´1q. (1.5.15)

Hyperbolic operators. Let us consider a linear differential operator A acting on smooth func-
tions on a domain Ω in the pd ` 1q-dimensional space with Euclidean coordinates pt, x1, . . . , xdq.
Denote ampt, x, τ, ξq the principal symbol of this operator. Here

τ P R, ξ “ pξ1, . . . , ξdq P Rd.

Recall that the principal symbol of an operator of order m is a polynomial of degree m in τ , ξ1,
. . . , ξd.

Definition 1.13 The linear differential operator A is called hyperbolic with respect to the time
variable t if for any fixed ξ ‰ 0 and any pt, xq P Ω the equation for τ

ampt, x, τ, ξq “ 0 (1.5.16)

has m pairwise distinct real roots

τ1pt, x, ξq, . . . , τmpt, x, ξq.
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For brevity we will often say that a linear differential operator is hyperbolic if all its character-
istics are real and pairwise distinct. For elliptic operators the characteristics are purely imaginary.

The wave operator (1.5.5) gives a simple example of a hyperbolic operator. Indeed, the equation

τ2 “ ξ2
1 ` . . .` ξ

2
d

has two distinct roots

τ “ ˘
b

ξ2
1 ` . . .` ξ

2
d

for any ξ ‰ 0. The heat operator (1.5.7) is neither hyperbolic nor elliptic.

Finding the j-th characteristic of a hyperbolic operator requires knowledge of solutions to the
following Hamilton–Jacobi equation for the functions S “ Spx, tq

BS

Bt
“ τj

ˆ

t, x,
BS

Bx

˙

. (1.5.17)

From the course of analytical mechanics it is known that the latter problem is reduced to integrating
the Hamilton equations

9xi “
BHpt,x,pq
Bpi

9pi “ ´
BHpt,x,pq
Bxi

,

/

.

/

-

(1.5.18)

with the time-dependent Hamiltonian Hpt, x, pq “ τjpt, x, pq. In the next section we will consider
the particular case d “ 1 and apply it to the problem of canonical forms of the second order linear
differential operators in a two-dimensional space.

1.6 Reduction to a canonical form of second order linear differen-
tial operators in a two-dimensional space

Consider a linear differential operator

A “ apx, yq
B2

Bx2
` 2bpx, yq

B2

BxBy
` cpx, yq

B2

By2
, px, yq P Ω Ă R2. (1.6.1)

The characteristics of these operator are curves

x “ xptq, y “ yptq.

Here t is some parameter on the characteristic. Let pdx, dyq be the tangent vector to the curve.
Then the normal vector p´dy, dxq must satisfy the equation

apx, yqdy2 ´ 2bpx, yqdx dy ` cpx, yqdx2 “ 0. (1.6.2)

Assuming apx, yq ‰ 0 one obtains a quadratic equation for the vector dy{dx

apx, yq

ˆ

dy

dx

˙2

´ 2bpx, yq
dy

dx
` cpx, yq “ 0. (1.6.3)

The operator (1.6.1) is hyperbolic iff the discriminant of this equation is positive:

b2 ´ a c ą 0. (1.6.4)
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For elliptic operators the discriminant is strictly negative.

For a hyperbolic operator one has two families of characteristics to be found from the ODEs

dy

dx
“
bpx, yq `

a

b2px, yq ´ apx, yq cpx, yq

apx, yq
(1.6.5)

dy

dx
“
bpx, yq ´

a

b2px, yq ´ apx, yq cpx, yq

apx, yq
. (1.6.6)

Let
φpx, yq “ c1, ψpx, yq “ c2 (1.6.7)

be the equations of the characteristics1. Here c1 and c2 are two integration constants. Such curves
pass through any point px, yq P Ω. Moreover they are not tangent at every point. Let us introduce
new local coordinates u, v by

u “ φpx, yq, v “ ψpx, yq. (1.6.8)

Lemma 1.14 The change of coordinates

px, yq ÞÑ pu, vq

is locally invertible. Moreover the inverse functions

x “ xpu, vq, y “ ypu, vq

are smooth.

Proof: We have to check non-vanishing of the Jacobian

det

ˆ

Bu{Bx Bu{By
Bv{Bx Bv{By

˙

“ det

ˆ

φx φy
ψx ψy

˙

‰ 0. (1.6.9)

By definition the first derivatives of the functions φ and ψ correspond to two different roots of the
same quadratic equation

apx, yqφ2
x ` 2bpx, yqφxφy ` cpx, yqφ

2
y “ 0, apx, yqψ2

x ` 2bpx, yqψxψy ` cpx, yqψ
2
y “ 0.

The determinant (1.6.9) vanishes iff the gradients of φ and ψ are proportional:

pφx, φyq „ pψx, ψyq.

This contradicts the requirement to have the roots distinct. �

Let us rewrite the linear differential operator A in the new coordinates:

A “ ãpu, vq
B2

Bu2
` 2b̃pu, vq

B2

BuBv
` c̃pu, vq

B2

Bv2
` . . . (1.6.10)

where the dots stand for the terms with the low order derivatives.

1The function φpx, yq, resp. ψpx, yq, is a first integral for the ODE (1.6.5), resp. (1.6.6), that is, it takes constant
values along the integral curves of this differential equation.

14



Theorem 1.15 In the new coordinates the linear differential operator reads

A “ 2b̃pu, vq
B2

Bu Bv
` . . .

Proof: In the new coordinates the characteristic have the form

u “ c1, v “ c2

for arbitrary constants c1 and c2. Therefore their tangent vectors p1, 0q and p0, 1q must satisfy the
equation for characteristics

ãpu, vqdv2 ´ 2b̃pu, vqdu dv ` c̃pu, vqdv2 “ 0.

This implies ãpu, vq “ c̃pu, vq “ 0. �

For the case of elliptic operator (1.6.1) the analogue of the differential equations (1.6.5), (1.6.6)
are complex conjugated equations

dy

dx
“
b˘ i

?
a c´ b2

a
, a “ apx, yq, b “ bpx, yq, c “ cpx, yq. (1.6.11)

Assuming analyticity of the functions apx, yq, bpx, yq, cpx, yq one can prove existence of a complex
valued first integral

Spx, yq “ φpx, yq ` i ψpx, yq (1.6.12)

satisfying

aSx `
´

b´ i
a

a c´ b2
¯

Sy “ 0. (1.6.13)

Let us introduce new system of coordinates by

u “ φpx, yq, v “ ψpx, yq. (1.6.14)

Exercise 1.16 Prove that the transformation

px, yq ÞÑ pu, vq

is locally smoothly invertible. Prove that the operator A in the new coordinates takes the form

A “ ãpu, vq

ˆ

B2

Bu2
`
B2

Bv2

˙

` . . . (1.6.15)

with some nonzero smooth function ãpu, vq. Like above the dots stand for the terms with lower
order derivatives.

15



Let us now consider the case of linear differential operators of the form (1.6.1) with identically
vanishing discriminant

b2px, yq ´ apx, yq cpx, yq ” 0. (1.6.16)

Operators of this class are called parabolic. In this case we have only one characteristic to be found
from the equation

dy

dx
“
bpx, yq

apx, yq
. (1.6.17)

Let φpx, yq be a first integral of this equation

aφx ` b φy “ 0, φ2
x ` φ

2
y ‰ 0. (1.6.18)

Choose an arbitrary smooth function ψpx, yq such that

det

ˆ

φx φy
ψx ψy

˙

‰ 0.

In the coordinates
u “ φpx, yq, v “ ψpx, yq

the coefficient ãpu, vq vanishes, since the line φpx, yq “ const is a characteristic. But then the
coefficient b̃pu, vq must vanish either because of vanishing of the discriminant

b̃2 ´ ã c̃ “ 0.

Thus the canonical form of a parabolic operator is

A “ c̃pu, vq
B2

Bv2
` . . . (1.6.19)

where the dots stand for the terms of lower order.

1.7 General solution of a second order hyperbolic equation with
constant coefficients in the two-dimensional space

Consider a hyperbolic operator

A “ a
B2

Bx2
` 2b

B2

Bx By
` c

B2

By2
(1.7.1)

with constant coefficients a, b, c satisfying the hyperbolicity condition

b2 ´ a c ą 0.

The equations for characteristics (1.6.5), (1.6.6) can be easily integrated. This gives two linear first
integrals

u “ y ´ λ1x, v “ y ´ λ2x

(1.7.2)

λ1,2 “
b˘

?
b2 ´ a c

a
.
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In the new coordinates the hyperbolic equation Aϕ “ 0 reduces to

B2ϕ

Bu Bv
“ 0. (1.7.3)

The general solution to this equation can be written in the form

ϕ “ fpy ´ λ1xq ` gpy ´ λ2xq (1.7.4)

where f and g are two arbitrary smooth2 functions of one variable.

For example consider the wave equation

ϕtt “ a2ϕxx (1.7.5)

where a is a positive constant. The general solution reads

ϕpx, tq “ fpx´ a tq ` gpx` a tq. (1.7.6)

Observe that fpx ´ a tq is a right-moving wave propagating with constant speed a. In a similar
way gpx` a tq is a left-moving wave. Therefore the general solution to the wave equation (1.7.5) is
a superposition of two such waves.

2It suffices to take the functions of the C2 class.
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1.8 Exercises for Chapter 1

Exercise 1.17 Reduce to the canonical form the following equations

uxx ` 2uxy ´ 2uxz ` 2uyy ` 6uzz “ 0 (1.8.1)

uxy ´ uxz ` ux ` uy ´ uz “ 0. (1.8.2)

Exercise 1.18 Reduce to the canonical form the following equations

x2uxx ` 2x y uxy ´ 3y2uyy ´ 2xux ` 4y uy ` 16x4u “ 0 (1.8.3)

y2uxx ` 2x y uxy ` 2x2uyy ` y uy “ 0 (1.8.4)

uxx ´ 2uxy ` uyy ` ux ` uy “ 0 (1.8.5)

Exercise 1.19 Find general solution to the following equations

x2uxx ´ y
2uyy ´ 2y uy “ 0 (1.8.6)

x2uxx ´ 2x y uxy ` y
2uyy ` xux ` y uy “ 0. (1.8.7)

18



Chapter 2

Wave equation

2.1 Vibrating string

We consider small oscillations of an elastic string on the px, uq-plane. Let the x-axis be the equi-
librium state of the string. Denote upx, tq the displacement of the point x at a time t. It will be
assumed to be orthogonal to the x-axis. Thus the shape of the string at the time t is given by
the graph of the function upx, tq. The velocity of the string at the point x is equal to utpx, tq. We
will also assume that the only force to be taken into consideration is the tension directed along the
string. In particular the string will be assumed to be totally elastic.

Consider a small interval of the string from x to x`∆x. We will write the equation of motion
for this interval. Denote T “ T pxq the tension of the string at the point x. The horizontal and
vertical components at the points x and x`∆x are equal to

Thorpxq “ T1 cosα, Tvertpxq “ T1 sinα

Thorpx`∆xq “ T2 cosβ, Tvertpx`∆xq “ T2 sinβ

where T1 “ T pxq, T2 “ T px`∆xq (see Fig. 1).

Fig. 1.

The angle α between the string and the x-axis at the point x is given by

cosα “
1

a

1` u2
x

, sinα “
ux

a

1` u2
x

.
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The oscillations are assumed to be small. More precisely this means that the term ux is small. So
at the leading approximation we can neglect the square of it to arrive at

cosα » 1, sinα » uxpxq

cosβ » 1, sinβ » uxpx`∆xq

So the horizontal and vertical components at the points x and x`∆x are equal to

Thorpxq » T1, Tvertpxq » T1uxpxq

Thorpx`∆xq » T2, Tvertpx`∆xq “ T2uxpx`∆pxq,

Since the string moves in the u-direction, the horizontal components at the points x and x `∆x
must coincide:

T1 “ T pxq “ T px`∆xq “ T2.

Therefore T pxq ” T “ const.

Let us now consider the vertical components. The resulting force acting on the piece of the
string is equal to

f “ T2 sinβ ´ T1 sinα “ T uxpx`∆xq ´ T uxpxq » T uxxpxq∆x.

On another side the vertical component of the total momentum of the piece of the string is equal
to

p “

ż x`∆x

x
ρpxqutpx, tq dspxq » ρpxqutpx, tq∆x

where ρpxq is the linear mass density of the string and

dspxq “
dx

a

1` u2
xpxq

» dx

is the element of the length1. The second Newton law

pt “ f

in the limit ∆xÑ 0 yields
ρpxqutt “ T uxx.

In particular in the case of constant mass density one arrives at the equation

utt “ a2uxx (2.1.1)

where the constant a is defined by

a2 “
T

ρ
. (2.1.2)

1This means that the length s of the segment of the string between x “ x1 and x “ x2 is equal to

s “

ż x2

x1

dspxq,

and the total mass m of the same segment is equal to

m “

ż x2

x1

ρpxq dspxq.
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Exercise 2.1 Prove that the plane wave

upx, tq “ Aeipk x`ω tq (2.1.3)

satisfies the wave equation (2.1.1) if and only if the real parameters ω and k satisfy the following
dispersion relation

ω “ ˘a k. (2.1.4)

The parameters ω and k are called resp. the frequency2 and wave number of the plane wave.
The arbitrary parameter A is called the amplitude of the wave. It is clear that the plane wave is
periodic in x with the period

L “
2π

k
(2.1.5)

since the exponential function is periodic with the period 2π i. The plane wave is also periodic in
t with the period

T “
2π

ω
. (2.1.6)

Due to linearity of the wave equation the real and imaginary parts of the solution (2.1.3) solve the
same equation (2.1.1). Assuming A to be real we thus obtain the real valued solutions

Reu “ A cospk x` ω tq, Imu “ A sinpk x` ω tq. (2.1.7)

2.2 D’Alembert formula

Let us start with considering oscillations of an infinite string. That is, the spatial variable x varies
from ´8 to 8. The Cauchy problem for the equation (2.1.1) is formulated in the following way:
find a solution upx, tq defined for t ě 0 such that at t “ 0 the initial conditions

upx, 0q “ φpxq, utpx, 0q “ ψpxq (2.2.1)

hold true. The solution is given by the following D’Alembert formula:

Theorem 2.2 (D’Alembert formula) For arbitrary initial data φpxq P C2pRq, ψpxq P C1pRq the
solution to the Cauchy problem (2.1.1), (2.2.1) exists and is unique. Moreover it is given by the
formula

upx, tq “
φpx´ a tq ` φpx` a tq

2
`

1

2a

ż x`a t

x´a t
ψpsq ds. (2.2.2)

Proof: As we have proved in Section 1.7 the general solution to the equation (2.1.1) can be
represented in the form

upx, tq “ fpx´ a tq ` gpx` a tq. (2.2.3)

2In physics literature the number ´ω is called frequency.
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Let us choose the functions f and g in order to meet the initial conditions (2.2.1). We obtain the
following system:

fpxq ` gpxq “ φpxq

(2.2.4)

a
“

g1pxq ´ f 1pxq
‰

“ ψpxq.

Integrating the second equation yields

gpxq ´ fpxq “
1

a

ż x

x0

ψpsq ds` C

where C is an integration constant. So

fpxq “
1

2
φpxq ´

1

2a

ż x

x0

ψpsq ds´
1

2
C

gpxq “
1

2
φpxq `

1

2a

ż x

x0

ψpsq ds`
1

2
C.

Thus

upx, tq “
1

2
φpx´ a tq ´

1

2a

ż x´a t

x0

ψpsq ds`
1

2
φpx` a tq `

1

2a

ż x`a t

x0

ψpsq ds.

This gives (2.2.2). It remains to check that, given a pair of functions φpxq P C2, ψpxq P C1 the
D’Alembert formula yields a solution to (2.1.1). Indeed, the function (2.2.2) is twice differentiable
in x and t. It remains to substitute this function into the wave equation and check that the equation
is satisfied. We leave it as an exercise for the reader. It is also straightforward to verify validity of
the initial data (2.2.1). �

Example. For the constant initial data

upx, 0q “ u0, utpx, 0q “ v0

the solution has the form
upx, tq “ u0 ` v0t.

This solution corresponds to the free motion of the string with the constant speed v0.

Moreover the solution to the wave equation is stable with respect to small variations of the
initial data. Namely,

Exercise 2.3 For any ε ą 0 and any T ą 0 there exists δ ą 0 such that the solutions upx, tq and
ũpx, tq of the two Cauchy problems with initial conditions (2.2.1) and

ũpx, 0q “ φ̃pxq, ũtpx, 0q “ ψ̃pxq (2.2.5)

satisfy
sup

xPR, tPr0,T s
|ũpx, tq ´ upx, tq| ă ε (2.2.6)

provided the initial conditions satisfy

sup
xPR

|φ̃pxq ´ φpxq| ă δ, sup
xPR

|ψ̃pxq ´ ψpxq| ă δ. (2.2.7)

Remark 2.4 The property formulated in the above exercise is usually referred to as well posedness
of the Cauchy problem (2.1.1), (2.2.1). We will return later to the discussion of this important
property.
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2.3 Some consequences of the D’Alembert formula

Let px0, t0q be a point of the px, tq-plane, t0 ą 0. As it follows from the D’Alembert formula the
value of the solution at the point px0, t0q depends only on the values of φpxq at x “ x0 ˘ a t0
and value of ψpxq on the interval rx0 ´ a t0, x0 ` a t0s. The triangle with the vertices px0, t0q and
px0 ˘ a t0, 0q is called the dependence domain of the segment rx0 ´ a t0, x0 ` a t0s. The values of
the solution inside this triangle are completely determined by the values of the initial data on the
segment.

Fig. 2. The dependence domain of the segment rx0 ´ a t0, x0 ` a t0s.

Another important definition is the influence domain for a given segment rx1, x2s consider the
domain defined by inequalities

x` a t ě x1, x´ a t ď x2, t ě 0. (2.3.1)

Changing the initial data on the segment rx1, x2s will not change the solution upx, tq outside the
influence domain.

Fig. 3. The influence domain of the segment rx1, x2s.

Remark 2.5 It will be convenient to slightly extend the class of initial data admitting piecewise
smooth functions φpxq, ψpxq (all singularities of the latter must be integrable). If xj are the singu-
larities of these functions, j “ 1, 2, . . ., then the solution upx, tq given by the D’Alembert formula
will satisfy the wave equation outside the lines

x “ ˘a t` xj , t ě 0, j “ 1, 2, . . .

The above formula says that the singularities of the solution propagate along the characteristics.

Example. Let us draw the profile of the string for the triangular initial data φpxq shown on
Fig. 4 and ψpxq ” 0.
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Fig. 4. The solution of the Cauchy problem for wave equation on the real line with a triangular
initial profile at different instants of time.

2.4 Semi-infinite vibrating string

Let us begin with the following simple observation.

Lemma 2.6 Let upx, tq be a solution to the wave equation. Then so are the functions

˘up˘x,˘tq

with arbitrary choices of all three signs.

Proof: This follows from linearity of the wave equation and from its invariance with respect to
the spatial reflection

x ÞÑ ´x

and time inversion
t ÞÑ ´t.

�
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Let us consider oscillations of a string with a fixed point. Without loss of generality we can
assume that the fixed point is at x “ 0. We arrive at the following Cauchy problem for (2.1.1) on
the half-line x ą 0:

upx, 0q “ φpxq, utpx, 0q “ ψpxq, x ą 0. (2.4.1)

The solution must also satisfy the boundary condition

up0, tq “ 0, t ě 0. (2.4.2)

The problem (2.1.1), (2.4.1), (2.4.2) is often called mixed problem since we have both initial condi-
tions and boundary conditions.

The solution to the mixed problem on the half-line can be reduced to the problem on the infinite
line by means of the following trick.

Lemma 2.7 Let the initial data φpxq, ψpxq for the Cauchy problem (2.1.1), (2.2.1) be odd functions
of x. Then the solution upx, tq is an odd function for all t.

Proof: Denote
ũpx, tq :“ ´up´x, tq.

According to Lemma 2.6 the function ũpx, tq satisfies the same equation. At t “ 0 we have

ũpx, 0q “ ´up´x, 0q “ ´φp´xq “ φpxq, ũtpx, 0q “ ´utp´x, 0q “ ´ψp´xq “ ψpxq

since φ and ψ are odd functions. Therefore ũpx, tq is a solution to the same Cauchy problem (2.1.1),
(2.2.1). Due to uniqueness ũpx, tq “ upx, tq, i.e. ´up´x, tq “ upx, tq for all x and t. �

We are now ready to present a recipe for solving the mixed problem for the wave equation on
the half-line. Let us extend the initial data onto entire real line as odd functions. We arrive at the
following Cauchy problem for the wave equation:

upx, 0q “

"

φpxq, x ą 0
´φp´xq, x ă 0

, utpx, 0q “

"

ψpxq, x ą 0
´ψp´xq, x ă 0

(2.4.3)

According to Lemma 2.7 the solution upx, tq to the Cauchy problem (2.1.1), (2.4.3) given by the
D’Alembert formula will be an odd function for all t. Therefore

up0, tq “ ´up0, tq “ 0 for all t.

Example. Consider the evolution of a triangular initial profile on the half-line. The graph
of the initial function φpxq is non-zero on the interval rl, 3ls; the initial velocity ψpxq “ 0. The
evolution is shown on Fig. 5 for few instants of time. Observe the reflected profile (the dotted line)
on the negative half-line.

In a similar way one can treat the mixed problem on the half-line with a free boundary. In this
case the vertical component T ux of the tension at the left edge must vanish at all times. Thus the
boundary condition (2.4.2) has to be replaced with

uxp0, tq “ 0 for all t ě 0. (2.4.4)
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One can solve the mixed problem (2.1.1), (2.4.1), (2.4.4) by using even extension of the initial data
onto the negative half-line. We leave the details of the construction as an exercise for the reader.

Fig. 5. The solution of the Cauchy problem for wave equation on the half-line with a triangular
initial profile.
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2.5 Periodic problem for wave equation. Introduction to Fourier
series

Let us look for solutions to the wave equation (2.1.1) periodic in x with a given period L ą 0. Thus
we are looking for a solution upx, tq satisfying

upx` L, tq “ upx, tq for any t ě 0. (2.5.1)

The initial data of the Cauchy problem

upx, 0q “ φpxq, utpx, 0q “ ψpxq (2.5.2)

must also be L-periodic functions.

Theorem 2.8 Given L-periodic initial data φpxq P C2pRq, ψpxq P C1pRq the periodic Cauchy
problem (2.5.1), (2.5.2) for the wave equation (2.1.1) has a unique solution.

Proof: According to the results of Section 2.2 the solution upx, tq to the Cauchy problem (2.1.1),
(2.5.2) on ´8 ă x ă 8 exists and is unique and is given by the D’Alembert formula. Denote

ũpx, tq :“ upx` L, tq.

Since the coefficients of the wave equation do not depend on x the function ũpx, tq satisfies the
same equation. The initial data for this function have the form

ũpx, 0q “ φpx` Lq “ φpxq, ũtpx, tq “ ψpx` Lq “ ψpxq

because of periodicity of the functions φpxq and ψpxq. So the initial data of the solutions upx, tq
and ũpx, tq coincide. From the uniqueness of the solution we conclude that ũpx, tq “ upx, tq for all
x and t, i.e. the function upx, tq is periodic in x with the same period L. �

Exercise 2.9 Prove that the complex exponential function eikx is L-periodic iff the wave number
k has the form

k “
2πn

L
, n P Z. (2.5.3)

In the following two exercises we will consider the particular case L “ 2π. In this case the
complex exponential

e
2πinx
L

obtained in the previous exercise reduces to einx.

Exercise 2.10 Prove that the solution of the periodic Cauchy problem with the Cauchy data

upx, 0q “ einx, utpx, 0q “ 0 (2.5.4)

is given by the formula
upx, tq “ einx cosnat. (2.5.5)
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Exercise 2.11 Prove that the solution of the periodic Cauchy problem with the Cauchy data

upx, 0q “ 0, utpx, 0q “ einx (2.5.6)

is given by the formula

upx, tq “

"

einx sinnat
na , n ‰ 0

t, n “ 0.
(2.5.7)

Using the theory of Fourier series we can represent any solution to the periodic problem to the
wave equation as a superposition of the solutions (2.5.5), (2.5.7). Let us first recall some basics of
the theory of Fourier series.

Let fpxq be a 2π-periodic continuously differentiable complex valued function on R. The Fourier
series of this function is defined by the formula

ÿ

nPZ
cne

inx (2.5.8)

cn “
1

2π

ż 2π

0
fpxqe´inxdx. (2.5.9)

The following theorem is a fundamental result of the theory of Fourier series.

Theorem 2.12 For any function fpxq satisfying the above conditions the Fourier series is uni-
formly convergent to the function fpxq.

In particular we conclude that any C1-smooth 2π-periodic function fpxq can be represented as
a sum of uniformly convergent Fourier series

fpxq “
ÿ

nPZ
cne

inx, cn “
1

2π

ż 2π

0
fpxqe´inxdx. (2.5.10)

For completeness we remind the proof of this Theorem.

Let us introduce Hermitean inner product in the space of complex valued 2π-periodic continuous
functions:

pf, gq “
1

2π

ż 2π

0
f̄pxqgpxq dx. (2.5.11)

Here the bar stands for complex conjugation. This inner product satisfies the following properties:

pg, fq “ pf, gq (2.5.12)

pλf1 ` µf2, gq “ λ̄pf1, gq ` µ̄pf2, gq

pf, λg1 ` µg2q “ λpf, g1q ` µpf, g2q

for any λ, µ P C (2.5.13)

pf, fq ą 0 for any nonzero continuous function fpxq. (2.5.14)

The real nonnegative number pf, fq will be used for defining the L2-norm of the function:

}f} :“
a

pf, fq. (2.5.15)
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Exercise 2.13 Prove that the L2-norm satisfies the triangle inequality:

}f ` g} ď }f} ` }g}. (2.5.16)

Observe that the complex exponentials einx form an orthonormal system with respect to the
inner product (2.5.11):

`

eimx, einx
˘

“ δmn “

"

1, m “ n
0 m ‰ n

. (2.5.17)

(check it!).

Let fpxq be a continuous function; denote cn its Fourier coefficients. The following formula

cn “ pe
inx, fq, n P Z (2.5.18)

gives a simple interpretation of the Fourier coefficients as the coefficients of decomposition of the
function f with respect to the orthonormal system made from exponentials. Moreover, the partial
sum of the Fourier series

SN pxq “
N
ÿ

n“´N

cne
inx (2.5.19)

can be interpreted as the orthogonal projection of the vector f onto the p2N`1q-dimensional linear
subspace

VN “ span
`

1, e˘ix, e˘2ix, . . . , e˘iNx
˘

(2.5.20)

consisting of all trigonometric polynomials

PN pxq “
N
ÿ

n“´N

pne
inx (2.5.21)

of degree N . Here p0, p˘1, . . . p˘N are arbitrary complex numbers.

Lemma 2.14 The following inequality holds true:

N
ÿ

n“´N

|cn|
2 ď }f}2. (2.5.22)

The statement of this lemma is called Bessel inequality.

Proof: We have

0 ď }fpxq ´
N
ÿ

n“´N

cne
inx}2 “

˜

fpxq ´
N
ÿ

n“´N

cne
inx, fpxq ´

N
ÿ

n“´N

cne
inx

¸

“ pf, fq ´
N
ÿ

n“´N

“

cn
`

f, einx
˘

` c̄n
`

einx, f
˘‰

`

N
ÿ

m,n“´N

c̄mcn
`

eimx, einx
˘

.

Using (2.5.18) and orthonormality (2.5.17) we recast the right hand side of the last equation in the
form

pf, fq ´
N
ÿ

n“´N

|cn|
2.
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This proves Bessel inequality. �

Geometrically the Bessel inequality says that the square length of the orthogonal projection of
a vector onto the linear subspace VN cannot be longer than the square length of the vector itself.

Corollary 2.15 For any continuous function fpxq the series of squares of absolute values of
Fourier coefficients converges:

ÿ

nPZ
|cn|

2 ă 8. (2.5.23)

The following extremal property says that the N -th partial sum of the Fourier series gives the
best L2-approximation of the function fpxq among all trigonometric polynomials of degree N .

Lemma 2.16 For any trigonometric polynomial PN pxq of degree N the following inequality holds
true

}fpxq ´ SN pxq} ď }fpxq ´ PN pxq}. (2.5.24)

Here SN pxq is the N -th partial sum (2.5.19) of the Fourier series of the function f . The equality
in (2.5.24) takes place iff the trigonometric polynomial PN pxq coincides with SN pxq, i.e.,

pn “
1

2π

ż 2π

0
fpxqe´inxdx, n “ 0,˘1,˘2, . . . ,˘N,

Proof: From (2.5.18) we derive that

pfpxq ´ SN pxq, PN pxqq “ 0 for any PN pxq P VN .

Hence

}fpxq ´ PN pxq}
2 “ }pf ´ SN q ` pSN ´ PN}

2 “

“ pf ´ SN , f ´ SN q ` pf ´ SN , QN q ` pQN , f ´ SN q ` pQN , QN q

“ pf ´ SN , f ´ SN q ` pQN , QN q ě pf ´ SN , f ´ SN q “ }f ´ SN}
2.

Here we denote
QN “ SN pxq ´ PN pxq P VN .

Clearly the equality takes place iff QN “ 0, i.e. PN “ SN . �

Lemma 2.17 For any continuous 2π-periodic function the following Parseval equality holds true:

ÿ

nPZ
|cn|

2 “ }f}2. (2.5.25)

The Parseval equality can be considered as an infinite-dimensional analogue of the Pythagoras
theorem: sum of the squares of orthogonal projections of a vector on the coordinate axes is equal
to the square length of the vector.
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Proof: According to Stone – Weierstrass theorem3 any continuous 2π-periodic function can be
uniformly approximated by Fourier polynomials

PN pxq “
N
ÿ

n“´N

pne
inx. (2.5.26)

That means that for a given function fpxq and any ε ą 0 there exists a trigonometric polynomial
PN pxq of some degree N such that

supxPr0,2πs |fpxq ´ PN pxq| ă ε.

Then

}f ´ PN}
2 “

1

2π

ż 2π

0
|fpxq ´ PN pxq|

2dx ă ε2.

Therefore, due to the extremal property (see Lemma 2.16 above), we obtain the following inequality

}f ´ SN}
2 ă ε2.

Repeating the computation used in the proof of Bessel inequality

}f ´ SN}
2 “ }f}2 ´

N
ÿ

n“´N

|cn|
2 ă ε2

we arrive at the proof of Lemma. �

3The Stone – Weierstrass theorem is a very general result about uniform approximation of continuous functions
on a compact K in a metric space. Let us recall this important theorem. Let A Ă CpKq be a subset of functions in
the space of continuous real- or complex-valued functions on a compact K. The following requirements must hold
true.

1. A must be a subalgebra in CpKq, i.e. for f, g P A, α, β P R (or α, β P C) the linear combination and the product
belong to A:

αf ` β g P A, f ¨ g P A.

2. The functions in A must separate points in K, i.e., @x, y P K, x ‰ y there exists f P A such that

fpxq ‰ fpyq.

3. The subalgebra is non-degenerate, i.e., @x P K there exists f P A such that fpxq ‰ 0.
The last condition has to be imposed in the complex situation.

4. The subalgebra A is said to be self-adjoint if for any function f P A the complex conjugate function f̄ also belongs
to A.

Theorem 2.18 Given an algebra of functions A Ă CpKq that separates points, is non-degenerate and, for complex-
valued functions, is self-adjoint then A is an everywhere dense subset in CpKq.

Recall that density means that for any continuous function F P CpKq and an arbitrary ε ą 0 there exists f P A
such that

supxPK |F pxq ´ fpxq| ă ε.

In the particular case of algebra of polynomials one obtains the classical Weierstrass theorem about polynomial
approximations of continuous functions on a finite interval. For the needs of the theory of Fourier series one has to
apply the Stone – Weierstrass theorem to the subalgebra of Fourier polynomials in the space of continuous 2π-periodic
functions. We leave as an exercise to verify applicability of the Stone – Weierstrass theorem in this case.
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The Parseval equality is also referred to as completeness of the trigonometric system of functions

1, e˘ix, e˘2ix, . . . .

For the case of infinite-dimensional spaces equipped with a Hermitean (or Euclidean) inner product
the property of completeness is the right analogue of the notion of an orthonormal basis of the space.

Corollary 2.19 Two continuous 2π-periodic functions fpxq, gpxq with all equal Fourier coefficients
identically coincide.

Proof: Indeed, the difference hpxq “ fpxq ´ gpxq is continuous function with zero Fourier coeffi-
cients. The Parseval equality implies }h}2 “ 0. So hpxq ” 0. �

We can now prove that uniform convergence of the Fourier series of a C1-function. Denote c1n
the Fourier coefficients of the derivative f 1pxq. Integrating by parts we derive the following formula:

cn “
1

2π

ż 2π

0
fpxqe´inx dx “ ´

1

2πin
fpxqe´inx

ˇ

ˇ

2π
0 `

1

2πin

ż 2π

0
f 1pxqe´inx dx “ ´

i

n
c1n.

This implies convergence of the series
ÿ

nPZ
|cn|.

Indeed,

|cn| “
|c1n|

n
ď

1

2

ˆ

|c1n|
2 `

1

n2

˙

.

The series
ř

|c1n|
2 converges according to the Corollary 2.15; convergence of the series

ř 1
n2 is well

known. Using Weierstrass theorem we conclude that the Fourier series converges absolutely and
uniformly

ÿ

nPZ

ˇ

ˇcne
inx

ˇ

ˇ “
ÿ

nPZ
|cn| ă 8.

Denote gpxq the sum of this series. It is a continuos function. The Fourier coefficients of g coincide
with those of f :

`

einx, g
˘

“ cn.

Hence fpxq ” gpxq. �

For the specific case of real valued function the Fourier coefficients satisfy the following property.

Lemma 2.20 The function fpxq is real valued iff its Fourier coefficients satisfy

c̄n “ c´n for all n P Z. (2.5.27)

Proof: Reality of the function can be written in the form

f̄pxq “ fpxq.

Since
einx “ e´inx
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we have

c̄n “
1

2π

ż 2π

0
f̄pxqeinxdx “ c´n.

�

Note that the coefficient

c0 “
1

2π

ż 2π

0
fpxq dx

is always real if fpxq is a real valued function.

Let us establish the correspondence of the complex form (2.5.10) of the Fourier series of a real
valued function with the real form.

Lemma 2.21 Let fpxq be a real valued 2π-periodic smooth function. Denote cn its Fourier coeffi-
cients (2.5.9). Introduce coefficients

an “ cn ` c´n “
1

π

ż 2π

0
fpxq cosnx dx, n “ 0, 1, 2, . . . (2.5.28)

bn “ ipcn ´ c´nq “
1

π

ż 2π

0
fpxq sinnx dx, n “ 1, 2, . . . (2.5.29)

Then the function fpxq is represented as a sum of uniformly convergent Fourier series of the form

fpxq “
a0

2
`

ÿ

ně1

pan cosnx` bn sinnxq . (2.5.30)

We leave the proof of this Lemma as an exercise for the reader.

Exercise 2.22 For any real valued continuous function fpxq prove the following version4 of Bessel
inequality (2.5.22):

a2
0

2
`

N
ÿ

n“1

pa2
n ` b

2
nq ď

1

π

ż 2π

0
f2pxq dx (2.5.31)

and Parseval equality (2.5.25)

a2
0

2
`

8
ÿ

n“1

pa2
n ` b

2
nq “

1

π

ż 2π

0
f2pxq dx. (2.5.32)

The following statement can be used in working with functions with an arbitrary period.

Exercise 2.23 Given an arbitrary constant c P R and a solution upx, tq to the wave equation
(2.1.1) then

ũpx, tq “ u pc x, c tq (2.5.33)

also satisfies (2.1.1).

4Notice a change in the normalization of the L2 norm.
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Note that for c ‰ 0 the function ũpx, tq is periodic in x with the period L “ 2π
c if upx, tq was

2π-periodic.

For non-smooth functions the problem of convergence of Fourier series is more delicate. Let us
consider an example giving some idea about the convergence of Fourier series for piecewise smooth
functions. Consider the function

signx “

$

&

%

1, x ą 0
0, x “ 0
´1, x ă 0

. (2.5.34)

This function will be considered on the interval r´π, πs and then continued 2π-periodically onto
entire real line. The Fourier coefficients of this function can be easily computed:

an “ 0, bn “
2

π

p1´ p´1qnq

n
.

So the Fourier series of this functions reads

4

π

ÿ

kě1

sinp2k ´ 1qx

2k ´ 1
. (2.5.35)

One can prove that this series converges to the sign function at every point of the interval p´π, πq.
Moreover this convergence is uniform on every closed subinterval non containing 0 or ˘π. However
the character of convergence near the discontinuity points x “ 0 and x “ ˘π is more complicated
as one can see from the following graph of a partial sum of the series (2.5.35).

Fig. 6. Graph of the partial sum Snpxq “
4
π

řn
k“1

sinp2k´1qx
2k´1 for n “ 50.

In general for piecewise smooth functions fpxq with some number of discontinuity points one
can prove that the Fourier series converges to the mean value 1

2 pfpx0 ` 0q ` fpx0 ´ 0qq at every
first kind discontinuity point x0. The non vanishing oscillatory behavior of partial sums near
discontinuity points is known as Gibbs phenomenon (see Exercise 2.51 below).
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Let us return to the wave equation. Using the theory of Fourier series we can represent any
periodic solution to the Cauchy problem (2.5.2) as a superposition of solutions of the form (2.5.5),
(2.5.7). Namely, let us expand the initial data in Fourier series:

φpxq “
ÿ

nPZ
φne

inx, ψpxq “
ÿ

nPZ
ψne

inx. (2.5.36)

Then the solution to the periodic Cauchy problem reads

upx, tq “
ÿ

nPZ
φne

inx cos ant` ψ0t`
1

a

ÿ

nPZz0
ψne

inx sin ant

n
. (2.5.37)

Remark 2.24 The formula (2.5.37) says that the solutions

up1qn px, tq “ einx cos ant

(2.5.38)

up2qn px, tq “

$

&

%

t, n “ 0

einx sin ant
n , n ‰ 0

for n P Z form a basis in the space of 2π-periodic solutions to the wave equation. Observe that all
these solutions can be written in the so-called separated form

upx, tq “ XpxqT ptq (2.5.39)

for some smooth functions Xpxq and T ptq. A rather general method of separation of variables for
solving boundary value problems for linear PDEs has this observation as a starting point. This
method will be explained later on.

2.6 Finite vibrating string. Standing waves

Let us proceed to considering a finite string of the length l. We begin with considering the oscilla-
tions of the string with fixed endpoints. So we have to solve the following mixed problem for the
wave equation (2.1.1)

upx, 0q “ φpxq, utpx, 0q “ ψpxq, x P r0, ls (2.6.1)

up0, tq “ 0, upl, tq “ 0 for all t ą 0. (2.6.2)

The idea of solution is, again, in a suitable extension of the problem onto entire line.

Lemma 2.25 Let the initial data φpxq, ψpxq of the Cauchy problem (2.2.1) for the wave equation
on R be odd 2l-periodic functions. Then the solution upx, tq will also be an odd 2l-periodic function
for all t satisfying the boundary conditions (2.6.2).

Proof: As we already know from Lemma 2.7 the solution is an odd function for all t. So

up0, tq “ 0 for all t ą 0.
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Next, the solution will be 2l-periodic for all t according to Theorem 2.8 above. So

upl ´ x, tq “ ´upx´ l, tq “ ´upx` l, tq.

Substituting x “ 0 we get
upl, tq “ ´upl, tq, i.e. upl, tq “ 0.

�

The above Lemma gives an algorithm for solving the mixed problem (2.6.1), (2.6.2) for the wave
equation. Namely, we extend the initial data φpxq, ψpxq from the interval r0, xs onto the real axis
as odd 2l-periodic functions. After this we apply D’Alembert formula to the extended initial data.
The resulting solution will satisfy the initial conditions (2.6.1) on the interval r0, ls as well as the
boundary conditions (2.6.2) at the end points of the interval.

We will apply now the technique of Fourier series to the mixed problem (2.6.1), (2.6.2).

Lemma 2.26 Let a 2π-periodic functions fpxq be represented as the sum of its Fourier series

fpxq “
ÿ

nPZ
cne

inx, cn “
1

2π

ż π

´π
fpxqe´inxdx.

The function fpxq is even/odd iff the Fourier coefficients satisfy

c´n “ ˘cn

respectively.

Proof: For an even function one must have
ÿ

nPZ
cne

inx “ fpxq “ fp´xq “
ÿ

nPZ
cne

´inx “
ÿ

nPZ
c´ne

inx.

This proves c´n “ cn. A similar argument gives c´n “ ´cn for the case of an odd function. �

Corollary 2.27 Any even/odd smooth 2π-periodic function can be expanded in Fourier series in
cosines/sines:

fpxq “
a0

2
`

ÿ

ně1

an cosnx, an “
2

π

ż π

0
fpxq cosnx dx, fpxq is even (2.6.3)

fpxq “
ÿ

ně1

bn sinnx, bn “
2

π

ż π

0
fpxq sinnx dx, fpxq is odd. (2.6.4)

Proof: Let us consider the case of an odd function. In this case we have c´n “ ´cn, and, in
particular, c0 “ 0, so we rewrite the Fourier series in the following form

fpxq “
ÿ

ně1

cne
inx `

ÿ

nď´1

cne
inx

“
ÿ

ně1

cn
`

einx ´ e´inx
˘

“ 2i
ÿ

ně1

cn sinnx.
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Denote
bn “ 2icn, n ě 1.

For this coefficient we obtain

bn “
2i

2π

ż π

´π
fpxqe´inxdx “

i

π

ż π

0
fpxqe´inxdx`

i

π

ż 0

´π
fpxqe´inxdx.

In the second integral we change the integration variable x ÞÑ ´x and use that fp´xq “ ´fpxq to
arrive at

bn “
i

π

ż π

0
fpxqe´inxdx`

i

π

ż 0

π
fpxqeinxdx “

i

π

ż π

0
fpxq

“

e´inx ´ einx
‰

dx “
2

π

ż π

0
fpxq sinnx dx.

�

Let us return to the solution to the wave equation on the interval r0, ls with fixed endpoints
boundary condition. Summarizing the previous considerations we arrive at the following

Theorem 2.28 Let φpxq P C2pr0, lsq, ψpxq P C1pr0, lsq be two arbitrary smooth functions. Then the
solutions to the mixed problem (2.6.1), (2.6.2) for the wave equation is written in the form

upx, tq “
ÿ

ně1

sin
πnx

l

ˆ

bn cos
πant

l
` 9bn sin

πant

l

˙

(2.6.5)

bn “
2

l

ż l

0
φpxq sin

πnx

l
dx, 9bn “

2

πan

ż l

0
ψpxq sin

πnx

l
dx.

Particular solutions to the wave equation giving a basis in the space of all solutions satisfying
the boundary conditions (2.6.1) have the form

up1qn px, tq “ sin
πnx

l
cos

πant

l
, up2qn px, tq “ sin

πnx

l
sin

πant

l
, n “ 1, 2, . . . (2.6.6)

are called standing waves. Observe that these solutions have the separated form (2.5.39). The
shape of these waves essentially does not change in time, only the size does change. In particular
the location of the nodes

xk “ k
l

n
, k “ 0, 1, . . . , n (2.6.7)

of the n-th solution u
p1q
n px, tq or u

p2q
n px, tq does not depend on time. The n-th standing waves (2.6.6)

has pn` 1q nodes on the string. The solution takes zero values at the nodes at all times.

2.7 Energy of vibrating string

Let us consider the vibrating string with fixed points x “ 0 and x “ l. It is clear that the kinetic
energy of the string at the moment t is equal to

K “
1

2

ż l

0
ρ u2

t px, tq dx. (2.7.1)
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Let us now compute the potential energy U of the string. By definition U is equal to the work done
by the elastic force moving the string from the equilibrium u ” 0 to the actual position given by
the graph upxq. The motion can be described by the one-parameter family of curves

vpx; sq “ s upxq (2.7.2)

where the parameter s changes from s “ 0 (the equilibrium) to s “ 1 (the position of the string).
As we already know the vertical component of the force acting on the interval of the string (2.7.2)
between x and x`∆x is equal to

F “ T pvxpx`∆x; sq ´ vxpx; sqq » s T uxxpxq∆x.

The work A to move the string from the position vpx; sq to vpx; s`∆sq is therefore equal to

A “ ´F ¨ rvpx; s`∆sq ´ vpx; sqs » ´s T upxq∆x∆s

(the negative sign since the direction of the force is opposite to the direction of the displacement).
The total work of the elastic forces for moving the string of length l from the equilibrium s “ 0 to
the given configuration at s “ 1 is obtained by integration:

U “ ´

ż 1

0
ds

ż l

0
s T uxxpxqupxq dx “ ´

1

2

ż l

0
T uxxpxqupxq dx.

By definition this work is equal to the potential energy of the string. Integrating by parts and using
the boundary conditions

up0q “ uplq “ 0

we finally arrive at the following expression for the potential energy:

U “
1

2

ż l

0
T u2

xpxq dx. (2.7.3)

Summarizing (2.7.1) and (2.7.3) gives the formula for the total energy E “ Eptq of the vibrating
string at the moment t

E “ K ` U “

ż l

0

ˆ

1

2
ρ u2

t px, tq `
1

2
T u2

xpx, tq

˙

dx. (2.7.4)

Exercise 2.29 Prove that the same expression (2.7.3) holds true for the total work of elastic forces
moving the string from the equilibrium to the given position upxq along an arbitrary path

vpx; sq, vpx; 0q ” 0, vpx; sq “ upxq

in the space of configurations.

It is understood that vpx; tq is a smooth function on r0, ls ˆ r0, 1s.

We will now prove that the total energy E of vibrating string with fixed end points does not
depend on time.

Lemma 2.30 Let the function upx, tq satisfy the wave equation. Then the following identity holds
true

B

Bt

ˆ

1

2
ρ u2

t px, tq `
1

2
T u2

xpx, tq

˙

“
B

Bx
pT uxutq . (2.7.5)
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Proof: A straightforward differentiation using utt “ a2uxx yields

B

Bt

ˆ

1

2
ρ u2

t px, tq `
1

2
T u2

xpx, tq

˙

“ ρ a2utuxx ` T uxuxt.

Since

a2 “
T

ρ

(see above) we rewrite the last equation in the form

“ T putuxx ` utxuxq “ T putuxqx .

�

Corollary 2.31 Denote Era,bsptq the energy of a segment of vibrating string

Era,bsptq “

ż b

a

ˆ

1

2
ρ u2

t px, tq `
1

2
T u2

xpx, tq

˙

dx. (2.7.6)

The following formula describes the dependence of this energy on time:

d

dt
Era,bsptq “ T utux|x“b ´ T utux|x“a. (2.7.7)

Remark 2.32 In physics literature the quantity

1

2
ρ u2

t px, tq `
1

2
T u2

xpx, tq (2.7.8)

is called energy density. It is equal to the energy of a small piece of the string from x to x` dx at
the moment t. The total energy of a piece of a string is obtained by integration of this density in
x. Another important notion is the flux density

´T utux. (2.7.9)

The formula (2.7.7) says that the change of the energy of a given piece of the string for the time
dt is given by the total flux though the boundary of the piece.

Finally we arrive at the conservation law of the total energy of a vibrating string with fixed
end points.

Theorem 2.33 The total energy (2.7.4) of the vibrating string with fixed end points does not
depend on t:

d

dt
E “ 0.
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Proof: The formula (2.7.7) for the particular case a “ 0, b “ l gives

d

dt
E “ T putpl, tquxpl, tq ´ utp0, tquxp0, tqq “ 0

since
utp0, tq “ Btup0, tq “ 0, utpl, tq “ Btupl, tq “ 0

due to the boundary conditions up0, tq “ upl, tq “ 0. �

The conservation law of total energy makes it evident that the vibrating string is a conservative
system.

Exercise 2.34 Derive the formula for the total energy and prove the conservation law for a vibrat-
ing string of finite length with free boundary conditions uxp0, tq “ uxpl, tq “ 0.

Exercise 2.35 Prove that the energy of the vibrating string represented as sum (2.6.5) of standing
waves (2.6.6) is equal to the sum of energies of standing waves.

The conservation of total energy can be used for proving uniqeness of solution for the wave
equation. Indeed, if up1qpx, tq and up2qpx, tq are two solutions vanishing at x “ 0 and x “ l with the
same initial data. The difference

upx, tq “ up2qpx, tq ´ up1qpx, tq

solves wave equation, satisfies the same boundary conditions and has zero initial data upx, 0q “
φpxq “ 0, utpx, 0q “ ψpxq “ 0. The conservation of energy for this solution gives

Eptq “

ż l

0

ˆ

1

2
ρ u2

t px, tq `
1

2
T u2

xpx, tq

˙

dx “ Ep0q “

ż l

0

ˆ

1

2
ρψ2pxq `

1

2
T φ2

xpxq

˙

dx “ 0.

Hence uxpx, tq “ utpx, tq “ 0 for all x, t. Using the boundary conditions one concludes that
upx, tq ” 0,

2.8 Inhomogeneous wave equation: Duhamel principle

To give a heuristic motivation of the method we start by reminding that for solving linear first
order ODEs

9uptq ` Luptq “ gptq, (2.8.1)

with L a constant (in t) we can use variation of parameters which gives the particular solution
upptq

upptq “ e´Lt
ż t

0
eLsgpsqds “

ż t

0
e´Lpt´sqgpsqds; upp0q “ 0. (2.8.2)

Denoting the integrand of this latter equation by fpt; sq “ eLpt´sqgpsq we note that it is also a
solution of the homogeneous ODE

Btfpt; sq ` Lfpt; sq “ 0, fpt; sq|t“s “ gpsq. (2.8.3)
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This shows that the particular solution (2.8.2) of the non-homogeneous equation (2.8.1) can be
written as a superposition (integral) of homogeneous solutions with gpsq is the initial value at t “ s.

Similarly for second order ODEs:

:uptq ` Luptq “ gptq . (2.8.4)

A particular solution given by the variation of parameters formula appears in the form

upptq “

ż t

0

sinp
?
Lpt´ sqq
?
L

gpsqds , upp0q “ 0, 9upp0q “ 0. (2.8.5)

Once more we observe that the integral of the above formula fpt; sq “ sinp
?
Lpt´sqq
?
L

gpsq is the solution

of the Cauchy problem

B2
t fpt; sq ` Lfpt; sq “ 0 ; fpt; sq|t“s “ 0, Btfpt; sq|t“s “ gpsq. (2.8.6)

With appropriate interpretation, the same formulæ would hold if uptq is a function taking values
in an arbitrary vector space (even infinite dimensional, formally) as long as L is a linear operator
independent of t. Since B2

x could be construed as such, this motivates the following theorem

Theorem 2.36 (Duhamel formula (principle)) Consider the inhomogeneous equation of the
string with external forcing gpx, tq P C0pR2q:

uttpx, tq ´ a
2uxxpx, tq “ gpx, tq, upx, 0q “ 0 “ utpx, 0q. (2.8.7)

Then the solution is given by the formula

upx, tq “

ż t

0
F px, t; sqds (2.8.8)

where F px, t; sq is the solution of the homogeneous wave equation with initial conditions at t “ s;

Ftt ´ a
2Fxx “ 0 (2.8.9)

F px, t; sq|t“s “ 0 (2.8.10)

Ftpx, t; sq|t“s “ gpx, sq (2.8.11)

Proof. We verify that the formula gives the solution; first of all we observe that from the
conditions we deduce that (using the chain rule)

pFt ` Fsq|t“s ” 0, @x. (2.8.12)

Now we can compute the derivatives of u as follows

utt “ Bt

ˆ

F px; t, tq `

ż t

0
Ftpx, t; sqds

˙

(2.8.12)
“ Ftpx, t; sq|s“t `

ż t

0
Fttpx, t; sqds “

“ gpx, tq ` a2

ż t

0
Fxxpx, t; sqdx “ gpx, tq ` a2uxx. (2.8.13)
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We need to verify the initial conditions: now, clearly upx, 0q “ 0 because of the integral. Secondly
we have

utpx, 0q “ F px, t; sq|t“s“0 `

ż 0

0
Ftpx, t; sqds “ 0. (2.8.14)

This concludes the proof. �

If we need to solve the nonhomogeneous wave equation with different initial conditions, we
simply write the solution as the sum of the particular solution provided for by Duhamel’s principle
plus the solution of the homogeneous problem with the given initial conditions. See Problem 2.44.

Solution using D’Alembert’s formula Combining Duhamel’s principle (Thm. 2.36) with
D’Alembert’s formula (Thm. 2.2) we obtain

upx, tq “
1

2a

ż t

0

ż x`apt´sq

x´apt´sq
gpξ, sqdξds. (2.8.15)

Remark 2.37 The integral in (2.8.15) has the following nice interpretation: the value of u at px, tq
in the spacetime plane, is the area integral of gpx1, t1q over the whole characteristic cone at px, tq up
to t “ 0. (Picture on board!)

2.9 The weak solutions of the wave equation

In some applications (and some exercises) it is convenient to extend the meaning of the wave
equation to a larger class. As one can plainly see, the D’Alembert equation (Thm. (2.2)) is rather
”agnostic” regarding the regularity class of the functions φ, ψ, as long as the integration makes
sense. However it is not immediately clear what meaning to attribute to the differential equation
itself if -say- φ is a piecewise continuous function.

For this reason we introduce the notion weak solutions, while we refer to the C2 solutions as
classical solutions.

Definition 1 (Weak solutions of the wave equation) A function upx, tq is called a weak so-
lution of the wave equation utt´a

2uxx “ 0 on px, tq P RˆR if, for every ϕ P C80 pR2q the following
holds:

ż

R

ż

R
upx, tqpϕttpx, tq ´ a

2ϕxxpx, tqqdxdt “ 0 (2.9.1)

This is accompanied with the definition of weak solution subject to IC and also external forge
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Definition 2 A function upx, tq is called a weak solution of the wave equation utt ´ a2uxx “
gpx, tq on px, tq P Rˆ r0,8q subject to the initial conditions (IC)

upx, 0q “ φpxq; utpx, 0q “ ψpxq (2.9.2)

if 5 for every ϕ P C80 pRˆ r0,8qq the following holds

ż 8

0

ż

R
upϕtt ´ a

2ϕxxqdxdt`

ż

R

´

ϕtpx, 0qφpxq ´ ϕpx, 0qψpxq
¯

“

ż 8

0

ż

R
gϕdxdt (2.9.3)

The motivation of these definitions relies on the notion of “distribution” that the reader may
have already encountered. It is motivated by the following

Proposition 2.38 If upx, tq is a classical solution of the forced DE + IC, then it is also a weak
solution in the sense of Def 2.

Proof. The proof consists of the following chain of identities. For an arbitrary ϕ P C80 pR ˆ
r0,8qq let R ą 0 be sufficiently large so that suppϕ Ă r´R,Rsˆ r0, Rs. The value R is understood
to be such that the support of ϕ does not intersect the left, right and top sides of the boundary of
the rectangle r´R,Rs ˆ r0, Rs but, of course, it may intersect the segment px, tq P p´R,Rq ˆ t0u
(picture on board!)

ĳ

R`ˆR

uϕ “

ĳ

R`ˆR

ˆ

utt ´ a
2uxx

˙

ϕ “

ż

R
dx

ż 8

0
dt uttϕ´ a

2

ż 8

0
dt

ż R

´R
dxdt uxxϕ (2.9.4)

The inner integral in the second term can be integrated by parts twice without contribution from
the boundary x “ ´R,R; the inner integral in the first term, on the other hand should be handled
with some care:

ż

R
dx

ż 8

0
dtuttϕ “

ż

R
dx

ż R

0
dt uttϕ “

ż

dxputϕq

ˇ

ˇ

ˇ

ˇ

t“R

t“0

´

ż

R
dx

ż R

0
dt utϕt “

“ ´

ż

dxψϕ|t“0 ´

ż

dxpuϕtq

ˇ

ˇ

ˇ

ˇ

t“R

t“0

`

ż

R
dx

ż R

0
dt uϕtt “

“ ´

ż

dxψϕ|t“0 `

ż

dxpφϕtq|t“0 `

ż

R
dx

ż 8

0
dt uϕtt. (2.9.5)

Recombining the terms yields
ĳ

R`ˆR

uϕ “ ´

ż

dxψϕ|t“0 `

ż

dxpφϕtq|t“0 `

ż

R
dx

ż 8

0
dt upϕtt ´ a

2ϕxxq (2.9.6)

This proves the statement. �
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2.10 Exercises for Chapter 2

Exercise 2.39 We know that a solution (weak or classical) of utt ´ uxx “ 0 is the sum of a left
and right traveling waves: upx, tq “ fpx ´ tq ` gpx ` tq. Suppose now that f, g are only C1

0pRq so
that u is a weak(er) solution.

1. Show that for any t P R fixed, the function upx, tq is compactly supported with respect to x.

2. Show that the energy

E “
1

2

ż

R
pu2
t ` u

2
xqdx (2.10.1)

is well defined (i.e. not infinite).

3. Show that the energy is still conserved. Show also that the energy is the sum of the energy
of the left and right traveling waves. Note that f, g are not assumed to be twice differentiable
and hence you cannot use this for showing the conservation of energy.

Exercise 2.40 Prove a similar statement as Prop. 2.38 for the first definition of weak solution,
Def. 1

Exercise 2.41 Give an appropriate definition of the notion of weak solution for the following
DE+IC+BC for the finite string x P r0, `s

pDEq utt ´ uxx “ g,

pICq upx, 0q “ φpxq, utpx, 0q “ ψpxq,

pBCq upx, 0q “ 0 “ up`, 0q (2.10.2)

Exercise 2.42 Let fpxq be a piecewise continuous function on R. Show that upx, tq “ fpx´ tq is
a weak solution of utt ´ uxx “ 0.

Exercise 2.43 For few instants of time t ě 0 make a graph of the solution upx, tq to the wave
equation with the initial data

upx, 0q “ 0, utpx, 0q “

"

1, x P rx0, x1s

0 otherwise
, ´8 ă x ă 8.

Exercise 2.44 Solve the following DE + IC on the whole line x P R:

utt ´ uxx “ x´ t (2.10.3)

upx, 0q “ x4 (2.10.4)

utpx, 0q “ sinpxq (2.10.5)

Exercise 2.45 For few instants of time t ě 0 make a graph of the solution upx, tq to the wave
equation on the half line x ě 0 with the free boundary condition

uxp0, tq “ 0

and with the initial data
upx, 0q “ φpxq, utpx, 0q “ 0, x ą 0

where the graph of the function φpxq is an isosceles triangle of height 1 and the base rl, 3ls.
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Exercise 2.46 For few instants of time t ě 0 make a graph of the solution upx, tq to the wave
equation on the half line x ě 0 with the fixed point boundary condition

up0, tq “ 0

and with the initial data

upx, 0q “ 0, utpx, 0q “

"

1, x P rl, 3ls
0, otherwise

, x ą 0.

Exercise 2.47 Prove that

8
ÿ

n“1

sinnx

n
“
π ´ x

2
for 0 ă x ă 2π.

Compute the sum of the Fourier series for all other values of x P R.

Exercise 2.48 Compute the sums of the following Fourier series:

8
ÿ

n“1

sin 2nx

2n
, 0 ă x ă π;

8
ÿ

n“1

p´1qn

n
sinnx, |x| ă π.

Exercise 2.49 Prove that

x2 “
π2

3
` 4

8
ÿ

n“1

p´1qn

n2
cosnx, |x| ă π.

Exercise 2.50 Compute the sums of the following Fourier series:

8
ÿ

n“1

cosp2n´ 1qx

p2n´ 1q2

8
ÿ

n“1

cosnx

n2
.

Exercise 2.51 Denote

Snpxq “
4

π

n
ÿ

k“1

sinp2k ´ 1qx

2k ´ 1

the n-th partial sum of the Fourier series (2.5.35). Prove that

1) for any x P p´π, πq
lim
nÑ8

Snpxq “ signx.

2) Verify that the n-th partial sum has a maximum at

xn “
π

2n
.
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Hint: derive the following expression for the derivative

S1npxq “
2

π

sin 2nx

sinx
.

3) Prove that

Snpxnq “
2

π

n
ÿ

k“1

π

n
¨

sin p2k´1qπ
2n

p2k´1qπ
2n

Ñ
2

π

ż π

0

sinx

x
dx » 1.17898

for nÑ8.

Thus for the trigonometric series (2.5.35)

lim sup
nÑ8

Snpxq ą 1 for x ą 0.

In a similar way one can prove that

lim inf
nÑ8

Snpxq ă ´1 for x ă 0.

Exercise 2.52 Consider the DE utt ´ uxx “ 0 on the semi-infinite axis x P r0,8q with Neumann
boundary conditions and the following IC:

upx, 0q “ φpxq; utpx, 0q “ φ1pxq (2.10.6)

where φ is the smooth compactly supported function

φpxq “

"

px´ 1q3p2´ xq3 x “P r1, 2s
0 x R r1, 2s.

(2.10.7)

Give a sketch of φ and describe the evolution of the string in the following three intervals of time:

t P r0, 1s, t P r1, 2s, t ě 2. (2.10.8)

Also answer the same question where the Neumann condition is replaced with a Dirichlet condition.
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Chapter 3

Laplace equation

3.1 Ill-posedness of the Cauchy problem for the Laplace equation

In the study of various classes of solutions to the Cauchy problem for the wave equation we were
able to establish

‚ existence of the solution in a suitable class of functions;

‚ uniqueness of the solution;

‚ continuous dependence of the solution on the initial data (see Exercise 2.3 above) with respect
to a suitable topology.

One may ask whether these properties remain valid for all evolutionary PDEs satisfying condi-
tions of the Cauchy – Kovalevskaya theorem?

Let us consider a counterexample found by J.Hadamard (1922). Changing the sign in the wave
equation one arrives at an equation of elliptic type

utt ` a
2uxx “ 0. (3.1.1)

(The equation (3.1.1) is usually called Laplace equation.) Does the change of the type of equation
affect seriously the properties of solutions?

To be more specific we will deal with the periodic Cauchy problem

upx, 0q “ φpxq, utpx, 0q “ ψpxq (3.1.2)

with two 2π-periodic smooth initial functions φpxq, ψpxq. For simplicity let us choose a “ 1. We
will see that the solution to this Cauchy problem does not depend continuously on the initial data.
To do this let us consider the following sequence of initial data: for any integer k ą 0 denote ukpx, tq
solution to the Cauchy problem

upx, 0q “ 0, utpx, 0q “
sin k x

k
. (3.1.3)

The 2π-periodic solution can be expanded in Fourier series

ukpx, tq “
a0ptq

2
`

8
ÿ

n“1

ranptq cosnx` bnptq sinnxs
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with some coefficients anptq, bnptq. Substituting the series into equation

utt ` uxx “ 0

we obtain an infinite system of ODEs

:an “ n2an
:bn “ n2bn,

n “ 0, 1, 2, . . .. The initial data for this infinite system of ODEs follow from the Cauchy problem
(3.1.2):

anp0q “ 0, 9an “ 0 @n,

bnp0q “ 0, 9bnp0q “

"

1{k, n “ k
0, n ‰ k.

The solution has the form

anptq “ 0 @n, bnptq “ 0 @n ‰ k

bkptq “
1

k2
sinh kt.

So the solution to the Cauchy problem (3.1.2) reads

ukpx, tq “
1

k2
sin kx sinh kt. (3.1.4)

Using this explicit solution we can prove the following

Theorem 3.1 For any positive ε, M , t0 there exists an integer K such that for any k ě K the
initial data (3.1.3) satisfy

sup
xPr0,2πs

p|ukpx, 0q| ` |Btukpx, 0q|q ă ε (3.1.5)

but the solution ukpx, tq at the moment t “ t0 ą 0 satisfies

sup
xPr0,2πs

p|ukpx, t0q| ` |Btukpx, t0q|q ěM. (3.1.6)

Proof: Choosing an integer K1 satisfying

K1 ą
1

ε

we will have the inequality (3.1.5) for any k ě K1. In order to obtain a lower estimate of the form
(3.1.6) let us first observe that

sup
xPr0,2πs

p|ukpx, tq| ` |Btukpx, tq|q “
1

k2
sinh kt`

1

k
cosh kt ą

ekt

k2
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where we have used an obvious inequality

1

k
ą

1

k2
for k ą 1.

The function

y “
ex

x2

is monotone increasing for x ą 2 and

lim
xÑ`8

ex

x2
“ `8.

Hence for any t0 ą 0 there exists x0 such that

ex

x2
ą
M

t20
for x ą x0.

Let K2 be a positive integer satisfying

K2 ą
x0

t0
.

Then for any k ą K2

ek t0

k2
“ t20

ek t0

pk t0q2
ą t20

ex0

x2
0

ąM.

Choosing
K “ maxpK1,K2q

we complete the proof of the Theorem. �

The statement of the Theorem is usually referred to as ill-posedness of the Cauchy problem
(3.1.1), (3.1.2).

A natural question arises: what kind of initial or boundary conditions can be chosen in order
to uniquely specify solutions to Laplace equation without violating the continuous dependence of
the solutions on the boundary/initial conditions?

3.2 Dirichlet and Neumann problems for Laplace equation on the
plane

The Laplace operator in the d-dimensional Euclidean space is defined by

∆ “
B2

Bx2
1

` . . .`
B2

Bx2
d

. (3.2.1)

The symbol (coinciding with the principal symbol) of this operator is equal to

´
`

ξ2
1 ` . . .` ξ

2
d

˘

ă 0 for all ξ ‰ 0.

So Laplace operator is an example of an elliptic operator.
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In this section we will formulate the two main boundary value problems (b.v.p.’s) for the Laplace
equation

∆u “ 0, u “ upxq, x P Ω Ă Rd. (3.2.2)

The solutions to the Laplace equation are called harmonic functions in the domain Ω.

We will assume that the boundary BΩ of the domain Ω is a smooth hypersurface. Moreover
we assume that the domain Ω does not go to infinity, i.e., Ω belongs to some ball in Rd. Denote
n “ npxq the unit external normal vector at every point x P BΩ of the boundary.

Problem 1 (Dirichlet problem). Given a function fpxq defined at the points of the boundary
find a function u “ upxq satisfying the Laplace equation on the internal part of the domain Ω and
the boundary condition

upxq|xPBΩ “ fpxq (3.2.3)

on the boundary of the domain.

Problem 2 (Neumann problem). Given a function gpxq defined at the points of the boundary
find a function u “ upxq satisfying the Laplace equation on the internal part of the domain Ω and
the boundary condition

ˆ

Bupxq

Bn

˙

xPBΩ

“ gpxq (3.2.4)

on the boundary of the domain.

Example 1. For d “ 1 the Laplace operator is just the second derivative

∆ “
d2

dx2
.

The Dirichlet b.v.p. in the domain Ω “ pa, bq

u2pxq “ 0, upaq “ fa, upbq “ fb

has an obvious unique solution

upxq “
fb ´ fa
b´ a

px´ aq ` fa.

The Neumann b.v.p. in the same domain

u2pxq “ 0, ´u1paq “ ga, u1pbq “ gb

has solution only if
ga ` gb “ 0. (3.2.5)

Example 2. In two dimensions the Laplace operator reads.

∆ “
B2

Bx2
`
B2

By2
. (3.2.6)

Exercise 3.2 Prove that in the polar coordinates

x “ r cosφ
y “ r sinφ

*

(3.2.7)

the Laplace operator takes the form

∆ “
B2

Br2
`

1

r

B

Br
`

1

r2

B2

Bφ2
. (3.2.8)
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In the particular case
Ω “ tpx, yq |x2 ` y2 ă ρ2u (3.2.9)

(a circle of radius ρ) the Dirichlet b.v.p. is formulated as follows: find a solution to the Laplace
equation

∆u “
B2u

Bx2
`
B2u

By2
“ 0, u “ upx, yq, for x2 ` y2 ă ρ2 (3.2.10)

satisfying the boundary condition
u |r“ρ “ fpφq. (3.2.11)

Here we represent the boundary condition defined on the boundary of the circle as a function
depending only on the polar angle φ. Similarly, the Neumann problem consists of finding a solution
to the Laplace equation satisfying

ˆ

ρ
Bu

Br

˙

r“ρ

“ gpφq (3.2.12)

for a given function gpφq. The factor ρ in the left side is only a convenient normalization of the
boundary data.

Let us return to the general d-dimensional case. The following identity will be useful in the
study of harmonic functions.

Theorem 3.3 (Green’s formula) . For arbitrary smooth functions u, v on the closed and
bounded domain Ω̄ with a piecewise smooth boundary BΩ the following identity holds true

ż

Ω
∇u ¨∇v dV `

ż

Ω
u∆v dV “

ż

BΩ
u
Bv

Bn
dS. (3.2.13)

where Bv{Bn denotes the directional derivative of v along the outer normal vector n

Here

∇u ¨∇v “
d
ÿ

i“1

Bu

Bxi

Bv

Bxi

is the inner product of the gradients of the functions,

dV “ dx1 . . . dxd

is the Euclidean volume element, n the external normal and dS is the area element on the hyper-
surface BΩ.

This identity is a consequence of another identity known as the Divergence Theorem:

Theorem 3.4 (Divergence theorem) Let Ω Ă Rd be a bounded domain (open and connected
set) with piecewise smooth boundary BΩ. Let ~F : Ω Ñ Rd be a vector field of class C1pΩq and
C0pΩq. Then

ż

Ω
div ~F dV “

ż

BΩ

~F ¨ n dS (3.2.14)

51



Example 1. For d “ 1 and Ω “ pa, bq the Green’s formula reads

ż b

a
ux vx dx`

ż b

a
u vxx dx “ u vx|

b
a

since the oriented boundary of the interval consists of two points Bra, bs “ b ´ a. This is an easy
consequence of integration by parts.

Example 2. For d “ 2 and a rectangle Ω “ pa, bq ˆ pc, dq the Green’s formula becomes

ż

Ω
puxvx ` uyvyq dx dy `

ż

Ω
u pvxx ` vyyq dx dy “

ż b

a
pu vyq

d
c dx`

ż d

c
pu vxq

b
a dy

(the sum of integrals over four pieces of the boundary BΩ stands in the right hand side of the
formula).

Let us return to the general discussion of Laplace equation. The following corollary follows
immediately from the Green’s formula.

Corollary 3.5 For a function u harmonic in a bounded domain Ω with a piecewise smooth bound-
ary the following identity holds true

ż

Ω
p∇uq2 “

ż

BΩ

1

2
Bnu

2 dS. (3.2.15)

Proof: This is obtained from (3.2.13) by choosing u “ v. �

Using this identity we can easily derive uniqueness of solution to the Dirichlet problem.

Theorem 3.6 1) Let u1, u2 be two functions harmonic in the bounded domain Ω and smooth in
the closed domain Ω̄ coinciding on the boundary BΩ. Then u1 ” u2.

2) Under the same assumptions about the functions u1, u2, if the normal derivatives on the
boundary coincide

Bu1

Bn
“
Bu2

Bn

then the functions differ by a constant.

Proof: Applying to the difference u “ u2 ´ u1 the identity (3.2.15) one obtains
ż

Ω
p∇uq2dV “ 0

since the right hand side vanishes. Hence ∇u “ 0, and thus the function u is equal to a constant.
The value of this constant on the boundary is zero. Therefore u ” 0. The second statement has a
similar proof. �
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The following counterexample shows that the uniqueness does not hold true for infinite domains.
Let Ω be the upper half plane:

Ω “ tpx, yq P R2 | y ą 0.u.

The linear function upx, yq “ y is harmonic in Ω and vanishes on the boundary. Clearly u ‰ 0 on
Ω.

Our goal is to solve the Dirichlet and Neumann boundary value problems. The first result in
this direction is the following

Theorem 3.7 (Solution of the Laplace equation on a disk: Dirichlet problem) For an
arbitrary C1-smooth 2π-periodic function fpφq the solution to the Dirichlet b.v.p. (3.2.10), (3.2.11)
exists and is unique. Moreover it is given by the following formula

upr, φq “
1

2π

ż 2π

0

ρ2 ´ r2

ρ2 ´ 2ρ r cospφ´ ψq ` r2
fpψq dψ. (3.2.16)

The expression (3.2.16) for the solution to the Dirichlet b.v.p. in the circle is called Poisson
formula.

Proof: We will first use the method of separation of variables in order to construct particular
solutions to the Laplace equation. At the second step we will represent solutions to the Dirichlet
b.v.p. as a linear combination of the particular solutions.

The method of separation of variables starts from looking for solutions to the Laplace equation
in the form

u “ RprqΦpφq. (3.2.17)

Here r, φ are the polar coordinates on the plane (see Exercise 3.2 above). Using the form (3.2.8)
we reduce the Laplace equation ∆u “ 0 to

R2prqΦpφq `
1

r
R1prqΦpφq `

1

r2
RprqΦ2pφq “ 0.

After division by 1
r2
RprqΦpφq we can rewrite the last equation in the form

R2prq ` 1
rR

1prq
1
r2
Rprq

“ ´
Φ2pφq

Φpφq
.

The left hand side of this equation depends on r while the right hand side depends on φ. The
equality is possible only if both sides are equal to some constant λ. In this way we arrive at two
ODEs for the functions R “ Rprq and Φ “ Φpφq

R2 `
1

r
R1 ´

λ

r2
R “ 0 (3.2.18)

Φ2 ` λΦ “ 0. (3.2.19)
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We have now to determine the admissible values of the parameter λ. To this end let us begin from
the second equation (3.2.19). Its solutions have the form

Φpφq “

$

&

%

Ae
?
´λφ `B e´

?
´λφ, λ ă 0

A`B φ, λ “ 0

A cos
?
λφ`B sin

?
λφ, λ ą 0

.

Since the pairs of polar coordinates pr, φq and pr, φ ` 2πq correspond to the same point on the
Euclidean plane the solution Φpφq must be a 2π-periodic function. Hence we must discard the
negative values of λ. Moreover λ must have the form

λ “ n2, n “ 0, 1, 2, . . . . (3.2.20)

This gives
Φpφq “ A cosnφ`B sinnφ. (3.2.21)

The first ODE (3.2.18) for λ “ n2 becomes

R2 `
1

r
R1 ´

n2

r2
R “ 0.

This is a particular case of Euler equation. One can look for solutions in the form

Rprq “ rk.

The exponent k has to be determined from the characteristic equation

kpk ´ 1q ` k ´ n2 “ 0

obtained by the direct substitution of R “ rk into the equation. The roots of the characteristic
equation are k “ ˘n. For n ą 0 this gives the general solution of the equation (3.2.18) in the form

R “ a rn `
b

rn

with two integration constants a and b. For n “ 0 the general solution is

R “ a` b log r.

As the solution must be smooth at r “ 0 one must always choose b “ 0 for all n. In this way we
arrive at the following family of particular solutions to the Laplace equation

un “ rn pan cosnφ` bn sinnφq , n “ 0, 1, 2, . . . (3.2.22)

We want now to represent any solution to the Dirichlet b.v.p. in the circle of radius ρ as a linear
combination of these solutions:

u “
A0

2
`

ÿ

ně1

rn pAn cosnφ`Bn sinnφq

(3.2.23)

u|r“ρ “ fpφq.
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The boundary data function fpφq must be a 2π-periodic function. Assuming this function to be
C1-smooth let us expand it in Fourier series

fpφq “
a0

2
`

ÿ

ně1

pan cosnφ` bn sinnφq

an “
1

π

ż 2π

0
fpφq cosnφdφ, bn “

1

π

ż 2π

0
fpφq sinnφdφ. (3.2.24)

Comparison of (3.2.23) with (3.2.24) yields

An “
an
ρn
, Bn “

bn
ρn
,

or, equivalently

u “
a0

2
`

ÿ

ně1

ˆ

r

ρ

˙n

pan cosnφ` bn sinnφq . (3.2.25)

Recall that this formula holds true on the circle of radius ρ, i.e., for

r ď ρ.

The last formula can be rewritten as follows:

u “
1

π

ż 2π

0

«

1

2
`

ÿ

ně1

ˆ

r

ρ

˙n

pcosnφ cosnψ ` sinnφ sinnψq

ff

fpψq dψ

“
1

π

ż 2π

0

«

1

2
`

ÿ

ně1

ˆ

r

ρ

˙n

cosnpφ´ ψq

ff

fpψq dψ.

To compute the sum in the square bracket we represent it as a geometric series converging for
r ă ρ:

1

2
`

ÿ

ně1

ˆ

r

ρ

˙n

cosnpφ´ ψq “
1

2
` Re

ÿ

ně1

ˆ

r

ρ

˙n

einpφ´ψq

“
1

2
` Re

r eipφ´ψq

ρ´ r ei pφ´ψq
“

1

2
`

1

2

˜

r eipφ´ψq

ρ´ r ei pφ´ψq
`

r e´ipφ´ψq

ρ´ r e´i pφ´ψq

¸

“
1

2

ρ2 ´ r2

ρ2 ´ 2ρ r cospφ´ ψq ` r2
.

�

In a similar way one can treat the Neumann boundary problem. However in this case one has to
impose an additional constraint for the boundary value of the normal derivative (cf. (3.2.5) above
in dimension 1).

Lemma 3.8 Let v be a smooth function on the closed domain Ω̄ harmonic inside the domain.
Then the integral of the normal derivative of v over the boundary BΩ vanishes:

ż

BΩ

Bv

Bn
dS “ 0. (3.2.26)
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Proof: Applying the Green formula to the pair of functions u ” 1 and v one obtains

ż

Ω
∆v dV “

ż

BΩ

Bv

Bn
dS.

The left hand side of the equation vanishes since ∆v “ 0 in Ω. �

Corollary 3.9 The Neumann problem (3.2.4) can have a solution only if the boundary function g
satisfies

ż

BΩ
g dS “ 0. (3.2.27)

We will now prove, for the particular case of a circle domain in the dimension d “ 2 that this
necessary condition of solvability is also a sufficient one.

Theorem 3.10 (Solution of the Laplace equation on a disk: Neumann problem.) For
an arbitrary C1-smooth 2π-periodic function gpφq satisfying

ż 2π

0
gpφq dφ “ 0 (3.2.28)

the Neumann b.v.p. (3.2.10), (3.2.12) has a solution unique up to an additive constant. This
solution can be represented by the following integral formula

upr, φq “
1

2π

ż 2π

0
log

ρ2

ρ2 ´ 2ρ r cospφ´ ψq ` r2
gpψq dψ. (3.2.29)

Proof: Repeating the above arguments one arrives at the following expression for the solution
u “ upr, φq:

u “
A0

2
`

ÿ

ně1

rn pAn cosnφ`Bn sinnφq

(3.2.30)
ˆ

ρ
Bu

Br

˙

r“ρ

“ gpφq.

Let us consider the Fourier series of the function gpφq

gpφq “
a0

2
`

ÿ

ně1

pan cosnφ` bn sinnφq .

Due to the constraint (3.2.28) the constant term vanishes:

a0 “ 0.
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Comparing this series with the boundary condition (3.2.30) we find that

upr, φq “
A0

2
`

ÿ

ně1

1

n

ˆ

r

ρ

˙n

pan cosnφ` bn sinnφq

an “
1

π

ż 2π

0
cosnψ gpψq dψ, bn “

1

π

ż 2π

0
sinnψ gpψq dψ.

Here A0 is an arbitrary constant. Combining the two last equations we arrive at the following
expression:

upr, φq “
1

π

ż 2π

0

ÿ

ně1

1

n

ˆ

r

ρ

˙n

cosnpφ´ ψqgpψq dψ. (3.2.31)

It remains to compute the sum of the trigonometric series in the last formula.

Lemma 3.11 Let R and θ be two real numbers, R ă 1. Then

8
ÿ

n“1

1

n
Rn cosnθ “

1

2
log

1

1´ 2R cos θ `R2
. (3.2.32)

Proof: The series under consideration can be represented as the real part of a complex series

8
ÿ

n“1

1

n
Rn cosnθ “ Re

8
ÿ

n“1

1

n
Rneinθ.

The latter can be written as follows:

8
ÿ

n“1

1

n
Rneinθ “

ż R

0

8
ÿ

n“1

1

R
Rneinθ dR.

We can easily compute the sum of the geometric series with the denominator Reiθ. Integrating we
obtain

8
ÿ

n“1

1

n
Rneinθ “

ż R

0

eiθ

1´Reiθ
dR “ ´ log

´

1´Reiθ
¯

.

Hence

8
ÿ

n“1

1

n
Rn cosnθ “

1

2

„

log
1

1´Reiθ
` log

1

1´Re´iθ



“
1

2
log

1

1´ 2R cos θ `R2
.

�

Applying the formula of the Lemma to the series (3.2.31) we complete the proof of the Theorem.
�
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3.3 Properties of harmonic functions: mean value theorem, the
maximum principle

In this section we will establish, for the specific case of dimension d “ 2, the two fundamental
properties of harmonic functions.

Let Ω Ă Rd be a domain. Recall that a point x0 P Ω is called internal if there exists a ball
of some radius R ą 0 with the centre at x0 entirely belonging to Ω. For an internal point x0 P Ω
denote

Sd´1px0, Rq “ tx P Rd | |x´ x0| “ Ru

a sphere of radius R ą 0 with the center at x0.

Remark 3.12 The area ad´1 of the unit sphere in Rd can be computed with the following “trick”:
we start from the d–dimensional Gaussian integral

ż

Rd
e´}x}

2
dV “ π

d
2 . (3.3.1)

Rewriting it in “spherical” coordinates it reads
ż 8

0
rd´1e´r

2
dr

ż

Sd´1

dS “ ad´1
1

2
Γ

ˆ

d

2

˙

(3.3.2)

Comparing the two formulas we obtain

ad´1 “
2π

d
2

Γ
`

d
2

˘ . (3.3.3)

The radius is chosen small enough to guarantee that the sphere belongs to the domain Ω. Denote
ad´1 the area of the unit sphere in Rd. For any continuous function fpxq on the sphere the mean
value is defined by the formula

f̄ “
1

ad´1Rd´1

ż

Sd´1px0,Rq
fpxq dS. (3.3.4)

In the particular case of a constant function the mean value coincides with the value of the function.

For example, in dimension d “ 1 the “sphere” consists of two points x0˘R. The formula (3.3.3)
for the area of the zero-dimensional sphere gives

a0 “
π1{2

Γ
`

3
2

˘ “ 2.

So the mean value of a function is just the arithmetic mean value of the two numbers fpx0 ˘Rq:

f̄ “
fpx0 `Rq ` fpx0 ´Rq

2
.

In the next case d “ 2 the sphere is just a circle of radius R with the centre at x0. The area (i.e.,
the length) element is dS “ Rdφ. The restriction of f to the circle is a 2π-periodic function fpφq.
So the mean value on this circle is given by

f̄ “
1

2π

ż 2π

0
fpφq dφ.
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Theorem 3.13 Let u “ upxq be a function harmonic in a domain Ω. Then the mean value of u
over a small sphere centered at a point x0 P Ω is equal to the value of the function at this point:

upx0q “
1

ad´1Rd´1

ż

Sd´1px0,Rq
upxq dS. (3.3.5)

Moreover we also have

upx0q “
1

VdpRq

ż

BRpx0q
udV (3.3.6)

where VdpRq “ ad´1
Rd

d is the volume of the ball of radius R.

Proof. We start with d “ 2. Denote fpφq the restriction of the harmonic function u onto the
small circle |x ´ x0| “ R. By definition the function upxq satisfies the Dirichlet b.v.p. inside the
circle:

∆upxq “ 0, |x´ x0| ă R

upxq||x´x0|“R “ fpφq.

As we already know from the proof of Theorem 3.7 the solution to this b.v.p. can be represented
by the Fourier series

upr, φq “
a0

2
`

ÿ

ně1

´ r

R

¯n
pan cosnφ` bn sinnφq (3.3.7)

for r :“ |x´ x0| ă R (cf. (3.2.25) above). In this formula an and bn are the Fourier coefficients of
the boundary function

fpφq “ upxq||x´x0|“R.

In particular
a0

2
“

1

2π

ż 2π

0
fpφq dφ

is the mean value of the function u on the circle. On the other side the value of the function u at
the center of the circle can be evaluated substituting r “ 0 in the formula (3.3.7):

upx0q “
a0

2
.

Comparing the last two equations we arrive at (3.3.5).

For general dimension we can proceed as follows: Let Brpx0q be the ball of radius r centered at
x0 P Ω Ă Rd. Then

0 “

ż

Brpx0q
4u Div. Thm.

“

ż

BBrpx0q
∇nudS “ rd´1

ż

Sd´1

B

Br
upx0 ` ryqdSpyq “

“ rd´1 B

Br

ż

Sd´1

upx0 ` ryqdSpyq (3.3.8)
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Now divide by the volume of the sphere Vd “ ad´1
rd

d so that (denoting by ´
ş

the average)

0 “ ´

ż

Brpx0q
4u “ d

r

B

Br
´

ż

Sd´1

upx0 ` ryqdSpyq (3.3.9)

The integral under differentiation is the average of u over the surface of the ball Brpx0q. Thus we
conclude that

´

ż

BBrpx0q
udS “ Cpx0q (3.3.10)

is a constant independent of the radius of the ball (within the domain Ω). Since u P C2pΩq we know
that it takes a maximum and minimum on BBdpx0q (which is compact), and a simple continuity
argument shows that, as r Ñ 0 the average must converge to upx0q. Thus ´

ş

BBrpx0q
udS “ upx0q.

The second formula is proven by integration of the first:

ż

BRpx0q
udV “

ż R

0

ˆ
ż

Sd´1

upx0 ` ryqdSpyq

˙

rd´1dr “

“ ad´1upx0q

ż R

0
rd´1dr “ VdpRqupx0q. (3.3.11)

Dividing by the volume VdpRq concludes the proof. �

Using the mean value theorem we will now prove another important property of harmonic
functions, namely the maximum principle. Recall that a function upxq defined on a domain Ω Ă Rd
is said to have a local maximum at the point x0 if the inequality

upxq ď upx0q (3.3.12)

holds true for any x P Ω sufficiently close to x0. A local minimum is defined in a similar way.

Theorem 3.14 Let a function upxq be harmonic in a bounded connected domain Ω and continuous
in a closed domain Ω̄. Denote

M “ sup
xPBΩ

upxq, m “ inf
xPBΩ

upxq.

Then

1) m ď upxq ďM for all x P Ω;

2) if upxq “M or upxq “ m for some internal point x P Ω then the function u is constant.

Proof: It is based on the following Main Lemma.

Lemma 3.15 Let the harmonic function upxq have a local maximum/minimum at an internal
point x0 P Ω. Then upxq ” upx0q on some neighborhood of the point x0.
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Proof: Let us consider the case of a local maximum. Choosing a sufficiently small sphere with
the centre at x0 we obtain, according to the mean value theorem, that

upx0q “
1

ad´1Rd´1

ż

|x´x0|“R
upxq dS.

We can assume the inequality (3.3.12) holds true for all x on the sphere. So

upx0q “
1

ad´1Rd´1

ż

|x´x0|“R
upxq dS ď

1

ad´1Rd´1

ż

|x´x0|“R
upx0q dS “ upx0q. (3.3.13)

If there exists a point x sufficiently close to x0 such that upxq ă upx0q then also the inequality
(3.3.13) is strict. Such a contradiction shows that the function upxq takes constant values on some
ball with the centre at x0. The case of a local minimum can be treated in a similar way. �

Let us return to the proof of the Theorem. Denote

M 1 “ sup
xPΩ̄

upxq

the maximum of the function u continuous on the compact Ω̄. We want to prove that M 1 ď M .
Indeed, if M 1 ąM then there exists an internal point x0 P Ω such that upx0q “M 1. Denote Ω1 Ă Ω
the set of points x of the domain where the function u takes the same value M 1. According to the
Main Lemma this subset is open. Clearly it is also closed and nonempty. Hence Ω1 “ Ω since the
domain is connect. In other words the function is constant everywhere in Ω. Because of continuity
it takes the same value M 1 at the points of the boundary BΩ. Hence M 1 ď M . The contradiction
we arrived at shows that the value of a harmonic function at an internal point of the domain cannot
be bigger than the value of this function on the boundary of the domain. Moreover if the harmonic
function takes the value M at an internal point then it is constant. In a similar way we prove that
a non-constant harmonic function cannot have a minimum outside the boundary of the domain. �

Corollary 3.16 Given two functions u1pxq, u2pxq harmonic in a bounded domain Ω and continu-
ous in the closed domain Ω̄. If

|u1pxq ´ u2pxq| ď ε for x P BΩ

then
|u1pxq ´ u2pxq| ď ε for any x P Ω

Proof: Denote
upxq “ u1pxq ´ u2pxq.

The function u is harmonic in Ω and continuous in Ω̄. By assumption we have ´ε ď upxq ď ε for
any x P BΩ. So

´ε ď inf
xPBΩ

upxq, sup
xPBΩ

upxq ď ε.

According to the maximum principle it must be also

´ε ď inf
xPΩ

upxq, sup
xPΩ

upxq ď ε.

�

The Corollary implies that the the solution to the Dirichlet boundary value problem, if exists,
depends continuously on the boundary data.
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3.3.1 Boundary problem on annuli

The Poisson kernels for the Dirichlet and Neumann boundary conditions on circles does not work
for other domains. We consider here an annulus Ω :“ tρ2 ă x2 ` y2 ă R2u.

Since the domain does not contain the origin, the same considerations already used allow us to
say that any harmonic function on Ω must take the form

upr, θq “
A0

2
`
C0

2
ln r `

ÿ

ně1

rn
´

An cospnθq `Bn sinpnθq
¯

`
Cn cospnθq `Dn sinpnθq

rn
(3.3.14)

There are clearly four types of boundary conditions: D-D, D-N, N-D, N-N, where D stands for
Dirichlet and N for Neumann. Here we consider only D-D.

Suppose we want to find the kernel for D-D BCs

4u “ 0, px, yq P Ω (3.3.15)

u|r“ρ “ fpθq; u|r“R “ gpθq. (3.3.16)

Let the Fourier expansion of f, g be

f “
α0

2
`

ÿ

ně1

αn cospnθq ` βn sinpnθq; (3.3.17)

g “
γ0

2
`

ÿ

ně1

γn cospnθq ` δn sinpnθq. (3.3.18)

The coefficients An, Bn, Cn, Dn must solve the system

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

A0 ` C0 lnpρq “ α0

A0 ` C0 lnpRq “ γ0

Anρ
n ` Cn

ρn “ αn
Bnρ

n ` Dn
ρn “ βn

AnR
n ` Cn

Rn “ βn
BnR

n ` Dn
Rn “ δn

(3.3.19)

It is more practical, in concrete problems, to solve directly the system rather than writing a kernel.

3.3.2 Laplace equation on rectangles

Consider the equation

D.E. : 4u “ 0, px, yq P r0, Ls ˆ r0,M s (3.3.20)

B.C. :

"

upx, 0q “ fpxq
up0, yq “ hpyq

"

upx,Mq “ gpxq
upL, yq “ kpyq

(3.3.21)

The B.C. are assumed to be continuous; so, for example fp0q “ hp0q and so on. We consider here
the simpler case where fp0q “ fpMq “ hp0q “ hpLq “ gp0q “ gpLq “ kp0q “ kpMq “ 0 so that
each of the functions f, h, g, k admits periodic odd extensions to continuous functions of periods
2L or 2M .
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Namely we assume that all of them have a sin Fourier series representation:

fpxq “
ÿ

ně1

an sin
´

nπ
x

L

¯

gpxq “
ÿ

ně1

bn sin
´

nπ
x

L

¯

(3.3.22)

hpxq “
ÿ

ně1

cn sin
´

nπ
y

M

¯

kpxq “
ÿ

ně1

dn sin
´

nπ
y

M

¯

(3.3.23)

Consider first the problem where g “ h “ k ” 0; if we solve this BVP, then we can analogously
solve the others and the complete solution will simply be the sum of the various solutions.

First we look for factorized solutions upx, yq “ XpxqY pyq; plugging into the equation yields
separation of variables

X2Y `XY 2 “ 0 X2 “ ´λX; Y 2 “ λY. (3.3.24)

Depending on the sign of λ we have various possibilities. Since we must have up0, yq “ upL, yq “ 0

we quickly conclude that ´λ “ n2π2

L with n P N, and we arrive at possible solutions

unpx, yq “ sin
´nπx

L

¯´

Ane
nπy
L `Bne´

nπy
L

¯

(3.3.25)

Imposing also that unpx,Mq “ 0 gives

unpx, yq “ sin
´nπx

L

¯

sinh

ˆ

nπpM ´ yq

L

˙

(3.3.26)

so that

upx, yq “
ÿ

ně1

An sin
´nπx

L

¯

sinh

ˆ

nπpM ´ yq

L

˙

(3.3.27)

Finally, imposing upx, 0q “ fpxq yields:

upx, yq “
ÿ

ně1

an

sinh
`

nπM
L

˘ sin
´nπx

L

¯

sinh

ˆ

nπpM ´ yq

L

˙

(3.3.28)

Solution of the full problem. Therefore we have the solution of the full problem as follows:

upx, yq “
ÿ

ně1

an

sinh
`

nπM
L

˘ sin
´nπx

L

¯

sinh

ˆ

nπpM ´ yq

L

˙

` (3.3.29)

`
ÿ

ně1

bn

sinh
`

nπM
L

˘ sin
´nπx

L

¯

sinh
´nπy

L

¯

` (3.3.30)

`
ÿ

ně1

cn

sinh
`

nπL
M

˘ sin
´nπy

M

¯

sinh

ˆ

nπpL´ xq

M

˙

` (3.3.31)

`
ÿ

ně1

dn

sinh
`

nπL
M

˘ sin
´nπy

M

¯

sinh
´nπx

M

¯

(3.3.32)
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3.3.3 Poisson equation

The Poisson equation is the non-homogeneous version of the Laplace equation

4upxq “ gpxq (3.3.33)

possibly subject to some boundary conditions.

Note that if Ω “ Rd typically one requires g to be either compactly supported or decaying at
infinity. Uniqueness of a solution is then based on the following Lemma left as exercise

Lemma 3.17 Let u P C2pRdq be harmonic. If lim|x|Ñ8 up~xq “ 0 then u vanishes identically.

The Lemma 3.17 allows to replace the Dirichlet conditions on a finite domain with an ”asymp-
totic” Dirichlet condition.

The solution can be found according to the general philosophy of finding a particular solution
of the non-homogeneous equation and then adding a suitable solution of the homogeneous equation
that also takes care of the boundary conditions.

We start with the Lemma

Lemma 3.18 The functions

G1pxq “
1

2
|x|, x P R1 (3.3.34)

G2p~xq “
1

2π
lnp|~x|q, ~x P R2zt~0u (3.3.35)

Gdp~xq “ ´
Γpd2 ´ 1q

4π
d
2 |~x|d´2

, ~x P Rdzt~0u, d ě 3 (3.3.36)

are all harmonic in Rdzt~0u. Here the multiplicative constants are chosen for later convenience.

Observe that all Gd’s are functions only of the distance from the origin; furthermore the formula
for Gd gives the same result for d “ 1. For d “ 2 the function G2 is the limit

G2prq “ lim
d“2

ˆ

Gdprq `
1

2πpd´ 2q
`
γ ` lnpπq

4π

˙

(3.3.37)

where γ » 0.5772... here is the Euler–Mascheroni constant (this is an example of renormalization).

Exercise 3.19 Prove Lemma 3.18.

Definition 3 The functions Gd are called ”Green functions” for the Laplace operator in d–
dimensions.
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Remark 3.20 For the readers who know what the Dirac delta distribution is, we can say that the
Green’s functions of the Laplace operator are function that satisfy the following equation in the
distributional sense (which is precisely what we prove below):

4yGdpy ´ xq “ δdxpyq (3.3.38)

where δdxpyq denotes the Dirac distribution in the variable y in d–dimensions supported at y “ x.

Remark 3.21 (Connection with Maxwell’s equations of electromagnetism) Maxwell’s equa-
tions are a set of PDEs for two 3–dimensional vector-fields Ep~x, tq,Bp~x, tq. (electric/magnetic
fields). They read:

divE “
ρp~x, tq

ε0
(3.3.39)

divB “ 0 (3.3.40)

curlE “ ´
BB
Bt

(3.3.41)

curlB “ µ0

ˆ

ε0
BE
Bt
` Jpx, tq

˙

(3.3.42)

where ρ is the density of charge per unit volume, J is the electric current, ε0 is the permittivity of
space (dielectric constant) and µ0 the permeability of space (magnetic constant).

If the sources ρ, J are independent of time and we seek for static solutions (independent of time)
we see that curlE “ 0 and hence (in R3) we can write E “ ´∇V (the sign is conventional), where
V is the electrostatic potential.

Thus the potential solves the Poisson equation 4V “ ´ρp~xq
ε0

.

You may also notice that G3p~xq is (up to a suitable constant) the Coulomb potential for an
isolated point-like charge placed at the origin.

For these reasons, the study of the Laplace/Poisson equation is usually part of the branch of
mathematics called potential theory.

Proposition 3.22 Let gp~xq be C1
0pRdq. Then

up~xq :“

ż

Rd
Gdp~y ´ ~xqgp~yqdV p~yq (3.3.43)

is a solution of the Poisson equation 4up~xq “ gp~xq.

Proof. We sketch the proof (we discount some analytical details for simplicity).

First of all we observe that the integral is well defined; this is seen by passing to polar coordinates
centered at x and writing ~y “ ~x ` ρn, dV pyq “ ρd´1dρdSpnq. One can also see that it is possible
to differentiate Gd with respect to ~x once and still have a convergent integral.
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With that in mind we can integrate by parts

∇xupxq “ ∇x
ż

Rd
Gdp~y ´ ~xqgp~yqdV p~yq “ ´

ż

Rd
∇yGdp~y ´ ~xqgp~yqdV p~yq “

“

ż

Rd
Gdp~y ´ ~xq∇ygp~yqdV p~yq (3.3.44)

Now we can compute the divergence:

4u “
ż

Rd
∇xGdp~y ´ ~xq∇ygp~yqdV p~yq “ ´

ż

Rd
∇yGdp~y ´ ~xq∇ygp~yqdV p~yq (3.3.45)

Now the integral can be split into RdzBεp~xq and Bεp~xq; since the value is independent of ε, we are
allowed to take the limit as εÑ 0`:

´

ż

Rd
∇yGdp~y ´ ~xq∇ygp~yqdV p~yq “

“ lim
εÑ0`

˜

ż

RdzBεpxq
`

ż

Bεp~xq

¸

∇yGdp~y ´ ~xq∇ygp~yqdV p~yq (3.3.46)

Since the integrand is integrable, the second limit tends to zero and we reach the conclusion that

4up~xq “ ´ lim
εÑ0`

ż

RdzBεpxq

∇yGdp~y ´ ~xq∇ygp~yqdV p~yq (3.3.47)

Applying Thm. 3.3 again to the first integral and keeping in mind that 4yGdpy ´ xq “ 0 for
y P RdzBεpxq, we get

4upxq “ ´ lim
εÑ0`

ż

BBεpxq

∇nGdp~y ´ ~xqgp~yqdSp~yq (3.3.48)

The normal n is the normal pointing towards x (the outer normal of RdzBεpxq) and the gradient is
with respect to y

´∇nGp~y ´ ~xq||~y´~x|“ε| “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

BrGd|r“ε “
pd´ 2qΓpd2 ´ 1q

4π
d
2 εd´1

“
1

αd´1εd´1
d ě 3

BrGd|r“ε “
1

2πε
d “ 2

BrGd|r“ε “
1

2
d “ 1

(3.3.49)

In all cases d “ 1, 2, . . . we have

4upxq “ lim
εÑ0`

1

αd´1εd´1

ż

BBεpxq
gpyqdSpyq (3.3.50)

Since gpyq is continuous at y “ x, its average on the surface of the ε–sphere at x tends to gpxq as ε
tends to zero. �
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Green’s functions for domains

The Green functions presented in Lemma 3.18 allow to solve the Poisson equation on Rd (i.e.
unbounded domains). For domains Ω with boundary the corresponding Green’s function is, using
the distributional notation,

4yGΩpy, xq “ δxpyq GΩpy, xq

ˇ

ˇ

ˇ

ˇ

yPBΩ

“ 0 (3.3.51)

for the Dirichlet problem (analogous formulation for the Neumann problem). In other words, they
allow to solve the Poisson equation

4u “ g; u

ˇ

ˇ

ˇ

ˇ

BΩ

“ 0, (3.3.52)

for g P C80 pΩq. In general these Green functions are not invariant under translations.

While the general theory is beyond the scope of the present course, we present here a simple
example of the Green functions of special domains in R2.

It is convenient to identify R2 » C and write a point in complex notation (see also next section)

z “ x` iy. (3.3.53)

Definition 4 Given a domain Ω Ă C » R2 the Green’s function GΩpz;wq is a function defined
for w P Ω, z P Ωztwu satisfying the following properties:

1. GΩpz;wq is harmonic with respect to z in Ωztwu;

2. GΩpz;wq ´
1

2π ln |z ´ w| extends to a harmonic function with respect to z in the whole Ω.

3. GΩpz;wq extends to a continuous function for z P Ωztwu and GΩpz;wq “ 0 for z P BΩ.

The complex conjugation geometrically represents the reflection around the real axis. Let
H “ tz; =pzq ą 0u and define

GHpz, wq “ Gpz ´ wq ´Gpz ´ w‹q “
1

2π
ln
|z ´ w|

|z ´ w‹|
. (3.3.54)

Note that if z P R then GHpz, wq “ 0 for any w P H.

Proposition 3.23 The function GH is the Green’s function of the upper half plane with Dirichlet
boundary conditions; namely, for any g P C80 pHq, the solution of the Poisson-Dirichlet problem

4u “ g upx, 0q “ 0 (3.3.55)
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is given by

upzq “

ż

H

gpwq

2π
ln
|z ´ w|

|z ´ w|
d2w (3.3.56)

where d2w denotes the Lebesgue area measure in C » R2.

Similarly one can write the Green’s function for the unit disk (or any other disk by simple
arguments)

Proposition 3.24 Let D “ t|z| ă 1u Ă C » R2 and define

GDpz, wq :“
1

2π
ln

|z ´ w|

|w|
ˇ

ˇz ´ 1
w

ˇ

ˇ

, z, w P D. (3.3.57)

Then GD is the Green’s function of D with Dirichlet boundary conditions.

3.4 Harmonic functions on the plane and complex analysis

In solving the wave equation uxx ´ uyy we have factorized the wave operator into two derivatives
along the characteristic directions:

B2
x ´ c

2B2
y “ pBx ´ cByq pBx ` cByq (3.4.1)

so that one easily concludes that the solutions are sums of functions of x` cy and x´ cy.

On a formalistic level we may assume that c “ i “
?
´1 and proceed in the same way:

B2
x ` B

2
y “ pBx ´ iByq pBx ` iByq (3.4.2)

This (heuristic) observation ushers the methods of complex analysis into the study of the Laplace
equation in two-dimensions. In a certain sense, as we shall see momentarily, this is also correct.

First of all we identify R2 » C2 via the obvious map px, yq ÞÑ z “ x` iy. Then we recall that
a differentiable complex valued function fpx, yq “ upx, yq ` ivpx, yq on a domain in R2 is called
holomorphic if it satisfies the following system of Cauchy – Riemann equations

Bu
Bx ´

Bv
By “ 0

Bv
Bx `

Bu
By “ 0

,

/

.

/

-

(3.4.3)

or, in complex form
Bf

Bx
` i

Bf

By
“ 0. (3.4.4)
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Introducing complex combinations of the Euclidean coordinates

z “ x` iy z̄ “ x´ iy

we can also introduce the following two vector fields.

B

Bz
“

1

2

ˆ

B

Bx
´ i

B

By

˙

B

Bz̄
“

1

2

ˆ

B

Bx
` i

B

By

˙

. (3.4.5)

Note that, by construction

B

Bz
z “ 1 “

B

Bz
z,

B

Bz
z “ 0 “

B

Bz
z. (3.4.6)

so that, in a certain sense, we can view z and z as independent coordinates.

With the aid of the vectors (3.4.5) the Cauchy – Riemann equations can be rewritten in the
form

Bf

Bz̄
“ 0. (3.4.7)

Example 3.25 Let fpx, yq be a polynomial

fpx, yq “
ÿ

k,l

aklx
kyl.

It is a holomorphic function iff, after the substitution

x “
z ` z̄

2

y “
z ´ z̄

2i

there will be no dependence on z̄:

ÿ

k,l

akl

ˆ

z ` z̄

2

˙k ˆz ´ z̄

2i

˙l

“
ÿ

m

cmz
m.

In that case the result will be a polynomial in z. For example a quadratic polynomial

fpx, yq “ ax2 ` 2bxy ` cy2

is holomorphic iff a` c “ 0 and b “ i
2pa´ cq.

More generally holomorphic functions are denoted f “ fpzq. The partial derivative B{Bz of
a holomorphic function is denoted df{dz or f 1pzq. One can also define antiholomorphic functions
f “ fpz̄q satisfying equation

Bf

Bz
“ 0. (3.4.8)

Notice that the complex conjugate fpzq to a holomorphic function is an antiholomorphic function.
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From complex analysis it is known that any function f holomorphic on a neighborhood of a
point z0 is also a complex analytic function, i.e., it can be represented as a sum of a power series

fpzq “
8
ÿ

n“0

anpz ´ z0q
n (3.4.9)

convergent uniformly and absolutely for sufficiently small |z ´ z0|. In particular it is continuously
differentiable any number of times. Its real and imaginary parts upx, yq and vpx, yq are infinitely
smooth functions of x and y.

Theorem 3.26 The real and imaginary parts of a function holomorphic in a domain Ω are har-
monic functions on the same domain.

Proof: Differentiating the first equation in (3.4.3) in x and the second one in y and adding we
obtain

B2u

Bx2
`
B2u

By2
“ 0.

Similarly, differentiating the second equation in x and subtracting the first one differentiated in y
gives

B2v

Bx2
`
B2v

By2
“ 0.

�

Corollary 3.27 For any integer n ě 1 the functions

Re zn and Im zn (3.4.10)

are polynomial solutions to the Laplace equation.

Polynomial solutions to the Laplace equation are called harmonic polynomials. We obtain a
sequence of harmonic polynomials

x, y, x2 ´ y2, xy, x3 ´ 3xy2, 3x2y ´ y3, . . . .

Observe that the harmonic polynomials of degree n can be represented in the polar coordinates r,
φ as

Re zn “ rn cosnφ, Im zn “ rn sinnφ.

These are exactly the same functions we used to solve the main boundary value problems for the
circle.

Exercise 3.28 Prove that the Laplace operator

∆ “
B2

Bx2
`
B2

By2

in the coordinates z, z̄ becomes

∆ “ 4
B2

BzBz̄
. (3.4.11)
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To a certain extent the converse of Theorem 3.26 holds as well

Theorem 3.29 Let upx, yq be a harmonic function in a simply connected domain Ω Ă R2 » C.
Then there is a holomorphic function fpzq such that u “ <f . The function v “ =f is called the
harmonic conjugate function to u.

Proof. Consider the total differential of u,

du “ uxdx` uydy (3.4.12)

This is clearly an exact form; now consider the “Hodge dual”

‹du :“ ´uydx` uxdy. (3.4.13)

Due to the fact that u is harmonic, this form is also closed: uyy “ ´uxx. Now, since Ω is simply
connected, we can define

vpx, yq :“

ż px,yq

px0,y0q
p ´ uydx` uxdyq ñ dv “ ‹du. (3.4.14)

and the integration is independent of the path (here px0, y0q is some choice of point in Ω).

By construction we have vx “ ´uy and vy “ ux; namely the function fpx, yq “ upx, yq` ivpx, yq
satisfies the Cauchy–Riemann equations in the domain Ω and hence it is holomorphic. �

Remark 3.30 If we lift the assumption that Ω is simply connected, then we can only assert
the local existence of v, but in general f will not be single valued. The prototypical example
is upx, yq “ lnp

a

x2 ` y2q on Czt0u. In this case fpzq is the complex logarithm, which is not
single–valued.

Using the representation (3.4.11) of the two-dimensional Laplace operator one can describe all
complex valued solutions to the Laplace equation.

Theorem 3.31 Any complex valued solution u to the Laplace equation ∆u “ 0 on the plane can
be represented as a sum of a holomorphic and an antiholomorphic function:

upx, yq “ fpzq ` gpz̄q. (3.4.15)

Proof: Let the C2-smooth function upx, yq satisfy the Laplace equation

B2u

BzBz̄
“ 0.
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Denote

F “
Bu

Bz
.

The Laplace equation implies that this function is holomorphic, F “ F pzq. From complex analysis
it is known that any holomorphic function admits a holomorphic primitive,

F pzq “ f 1pzq.

Consider the difference g :“ u´ f . It is an antiholomorphic function, g “ gpz̄q. Indeed,

Bg

Bz
“
Bu

Bz
´ f 1 “ 0.

So u “ fpzq ` gpz̄q. �

Corollary 3.32 Any harmonic function on the plane can be represented as the real part of a
holomorphic function.

Notice that the imaginary part of a holomorphic function fpzq is equal to the real part of the
function ´i fpzq that is holomorphic as well.

Corollary 3.33 Any harmonic function on the plane is C8-smooth.

Another important consequence of the complex representation (3.4.11) of the Laplace operator
on the plane is invariance of the Laplace equation under conformal transformation. Recall that a
smooth map

f : Ω Ñ Ω1

is called conformal if it preserves the angles between smooth curves. The dilatations

px, yq ÞÑ pk x, k yq

with k ‰ 0, rotations by the angle φ

px, yq ÞÑ px cosφ´ y sinφ, x sinφ` y sinφq

and reflections
px, yq ÞÑ px,´yq

are examples of linear conformal transformations. These examples and their superpositions exhaust
the class of linear conformal maps. The general description of conformal maps on the plane are
given by

Lemma 3.34 Let fpzq be a function holomorphic in the domain Ω with never vanishing derivative:

dfpzq

dz
‰ 0 @z P Ω.

Then the map
z ÞÑ fpzq

of the domain Ω to Ω1 “ fpΩ is conformal. Same for antiholomorphic functions. Conversely, if the
smooth map px, yq ÞÑ pupx, yq, vpx, yqq is conformal then the function f “ u` iv is holomorphic or
antiholomorphic with nonvanishing derivative.
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Proof: Let us consider the differential of the map px, yq ÞÑ pupx, yq, vpx, yqq given by the real
u “ Re f and imaginary v “ Im f parts of the holomorphic function f . It is a linear map defined
by the Jacobi matrix

¨

˝

Bu{Bx Bu{By

Bv{Bx Bv{By

˛

‚“

¨

˝

Bu{Bx ´Bv{Bx

Bv{Bx Bu{Bx

˛

‚

(we have used the Cauchy – Riemann equations). Since

0 ‰ |f 1pzq|2 “

ˆ

Bu

Bx

˙2

`

ˆ

Bv

Bx

˙2

,

we can introduce the numbers r ą 0 and φ by

r “ |f 1pzq|, cosφ “
Bu{Bx

b

`

Bu
Bx

˘2
`
`

Bv
Bx

˘2
, sinφ “

Bv{Bx
b

`

Bu
Bx

˘2
`
`

Bv
Bx

˘2
.

The Jacobi matrix then becomes a composition of the rotation by the angle φ and a dilatation with
the coefficient r:

¨

˝

Bu{Bx Bu{By

Bv{Bx Bv{By

˛

‚“ r

¨

˝

cosφ ´ sinφ

sinφ cosφ

˛

‚.

This is a linear conformal transformation preserving the angles. A similar computation works for
an antiholomorphic map with nonvanishing derivatives f 1pz̄q ‰ 0.

Conversely, the Jacobi matrix of a conformal transformation must have the form

r

¨

˝

cosφ ´ sinφ

sinφ cosφ

˛

‚

or

r

¨

˝

cosφ sinφ

sinφ ´ cosφ

˛

‚.

In the first case one obtains the differential of a holomorphic map while the second matrix corre-
sponds to the antiholomorphic map. �

We are ready to prove

Theorem 3.35 Let
f : Ω Ñ Ω1

be a conformal map. Then the pull-back (composition with f) of any function harmonic in Ω1 will
be harmonic in Ω.
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Proof: According to the Lemma the conformal map is given by a holomorphic or an antiholo-
morphic function. Let us consider the holomorphic case,

z ÞÑ w “ fpzq.

The transformation law of the Laplace operator under such a map is clear from the following
formula:

B2

BzBz̄
“ |f 1pzq|2

B2

BwBw̄
. (3.4.16)

Thus any function U on Ω1 satisfying
B2U

BwBw̄
“ 0

will also satisfy
B2U

BzBz̄
“ 0.

The case of an antiholomorphic map can be considered in a similar way. �

A conformal map
f : Ω Ñ Ω1

is called conformal transformation if it is one-to-one. In that case the inverse map

f´1 : Ω1 Ñ Ω

exists and is also conformal. The following fundamental Riemann theorem is the central result of
the theory of conformal transformations on the plane.

Theorem 3.36 (Riemann uniformization theorem) For any connected and simply connected
domain Ω on the plane not coinciding with the plane itself there exists a conformal transformation
of Ω to the unit circle f : Ω Ñ D.

There is an interesting application of the Riemann Uniformization Theorem.

Theorem 3.37 For an arbitrary simply connected domain Ω not coinciding with the plane, the
Green’s function for the Dirichlet problem is given by

GΩpz, wq “
1

2π
ln

ˇ

ˇ

ˇ

ˇ

ˇ

fpzq ´ fpwq

1´ fpzqfpwq

ˇ

ˇ

ˇ

ˇ

ˇ

(3.4.17)

The Riemann theorem, together with conformal invariance of the Laplace equation gives a
possibility to reduce the main boundary value problems for any connected simply connected domain
to similar problems for the unit circle.

The proof of Riemann’s theorem belongs to an advanced course in complex analysis and will
not be reported here.
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3.4.1 Conformal maps in fluid-dynamics

Suppose ~V px, y, z, tq is a vector field representing the motion of a fluid.

The fluid is called incompressible if div ~V ” 0.

Suppose that ~V represents a stationary flow (i.e. independent of time) and bi-dimensional (i.e.
independent of z and with zero z–component). Denote by vpx, yq the projection of ~V to the x, y
components.

Proposition 3.38 If v is incompressible and irrotational, then there are two functions Φ,Ω such
that

v “ Φxi` Φyj “ Ωyi´ Ωxj. (3.4.18)

These two functions are called the velocity potential and the stream function respectively.

The naming stems from the observation that the level-sets of Ω are stream lines.

A simple consequence of the above proposition is that the function

F pzq “ Φpx, yq ` iΩpx, yq (3.4.19)

is analytic. It is called the complex velocity potential. Since F 1pzq “ Φx ` iΩx “ v1 ´ iv2 we
see that |F 1pxq| is the speed of the flow. I.e. the complex conjugate of F 1pzq represents the velocity
field v interpreted as a complex number.

Suppose that D is a region in C and we imagine the stationary 2-dimensional motion of an
incompressible and irrotational fluid around it. Assuming that the fluid goes around the region
(an obstacle) then the flow-lines must tightly surround D . Thus we can use the Riemann mapping
theorem by mapping the complement of D to the upper half plane. If F pzq is said map, then it
provides the velocity potential and stream function. This is used for example for some early models
of airfoils (follow for example this link: Joukowsky map).

3.4.2 Some examples of mappings of regions

We list here some conformal mappings of regions. We start by observing that the upper half-plane
H and the unit disk D are conformally equivalent;

Lemma 3.39 The map

w “ fpzq :“
z ´ i

z ` i
: HÑ D (3.4.20)

is a conformal map. The inverse is

z “ gpwq :“ i
w ` 1

1´ w
: DÑ H (3.4.21)

In view of the above lemma, many conformal maps bring a domain Ω to H instead of D.
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Example 3.40 The semiinfinite strip

Ω :“

"

z : <z ą 0, =z P r0, πs
*

(3.4.22)

is mapped to H by

fpzq “ coshpzq : Ω Ñ H (3.4.23)

The source of many examples is the Schwarz–Christoffel formula

Theorem 3.41 Let αj P p0, 2πs, j “ 1, . . . , n such that
řn
j“1 αj “ pn ´ 2qπ and a1 ă a2 ă . . . ă

an´1. Let fpζq be the function

fpζq “

ż ζ dw
śn
j“1pw ´ ajq

1´
αj
π

(3.4.24)

Then this function maps conformally the upper half–plane H to the interior of a polygon with
interior angles αj.

The proof (whose detail we skip) consists in verifying that the the argument of f 1pζq as ζ
traverses the real axis (i.e. the tangent vector to the boundary of the region) is constant and with
jumps as ζ “ aj given precisely by the angles αj . The condition on the sum allows to conclude, by
the argument principle, that the function fpζq is univalent (injective) in the upper half plane.

For example in the case of the semi-infinte strip one takes a1 “ ´1, a2 “ 1 and α1 “ α2 “
π
2 .

Then
ż

dζ

pζ ´ 1q
1
2 pζ ` 1q1

2

9arccosh pζq (3.4.25)

(the proportionality constant and the additive constant allow to translate/rotate/dilate the result-
ing polygon).
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3.5 Exercises for Chapter 3

Exercise 3.42 Prove Lemma 3.17.

Exercise 3.43 Let Ω be a bounded open set in Rd with p.w. smooth boundary. Let u1, u2, u3 P

C2pΩq X C0pΩq be harmonic functions. Show that if u1 ď u2 ď u3 when restricted to the boundary
of Ω then the same inequality holds throughout Ω.

Exercise 3.44 Let Ω be the semi-infinite strip p0, πqˆ p0,8q. Consider the Laplace problem on Ω
with B.C.

upx, 0q “ 0, up0, yq “ 0 x P r0, πs, y P r0,8q (3.5.1)

Find more than one harmonic solution to this problem. Explain how that does not contradict the
uniqueness theorem for harmonic functions.

Solution. One solution is the zero solution; another solution is upx, yq “ xy. There at least two
reasons the solution is not unique. First we did not specify boundary values on the whole boundary.
Second the domain is unbounded.

Even if the domain were the quarter plane r0,8q ˆ r0,8q with zero B.C., we would still have
upx, yq “ xy as harmonic function (and the trivial solution). �

Exercise 3.45 Prove Proposition 3.24.

Exercise 3.46 Prove Proposition 3.23.

Exercise 3.47 Prove that any harmonic polynomial is a linear combination of the polynomials
(3.4.10). [Hint: if p is a harmonic polynomial, then solve the Laplace equation on the disk with BC
u||z|“1 “ p||z|“1.]

Exercise 3.48 Find a Green function for the upper half plane H but with Neumann conditions on
R.

Exercise 3.49 Suppose that we have the Poisson equation 4u “ g where g is only an L1 function.
Show that

upxq “

ż

Rd
Gdpy ´ xqgpyqdV pyq (3.5.2)

is a solution in the weak sense, namely show that for all ϕ P C80 pRdq we have

ż

Rd
u4ϕdV pxq “

ż

Rd
gϕdV pxq. (3.5.3)

Exercise 3.50 Let Ω Ă C » R2 be an open domain and a P Ω. Recalling Def. 4 prove that

1. If a bounded open set Ω admits a Green’s function then GΩpz;wq is unique.
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2. With Ω as above plus connected, prove that GΩpz;wq is negative on Ωztau.

Exercise 3.51 Find a function upx, yq satisfying

∆u “ x2 ´ y2

for r ă a and the boundary condition u|r“a “ 0.

Solution. We see that x2 ´ y2 “ <pz2q “ z2`z2

2 . Since Bzz “ 0 we can “integrate” independently
to find a particular solution; recall 4BzBz “ 4 so that we compute

Bz4uppz, zq “

ż

dz
z2 ` z2

2
“
z2z

2
`
z3

6
ñ 4uppz, zq “

z3z ` z3z

6
“
|z|2

6
pz2 ` z2q (3.5.4)

On the boundary of the disk a we have up “
a2

24 pz ` zq

ˇ

ˇ

ˇ

ˇ

|z|“a

which is by inspection the restriction

of a harmonic polynomial. In conclusion we find:

u “
|z|2 ´ a2

24
pz2 ` z2q. (3.5.5)

�

Exercise 3.52 Let χDpzq be the characteristic function of the unit disk D :“ tz P C : |z| ă 1u.
Compute

Upzq :“

ż

C
χDpwq

ln |z ´ w|

2π
d2w. (3.5.6)

Solution The function Upzq is clearly harmonic outside of the unit disk. At infinity it behaves like
ln |z|
2π ApDq “

1
2 ln |z|.

Inside the disk it satisfies 4U “ 1 and hence it must be of the form Upzq “ |z|2

4 ` harmonic.

The function is also easily seen to be continuous across the boundary; thus we start by sub-
tracting the solution of a Dirichlet problem 4V “ 0, V ||BD “ 1. This is easily seen to be the
constant 1.

Upzq “
|z|2 ´ 1

4
χD `

1

2
ln |z|χCzD. (3.5.7)

�

Exercise 3.53 Let GΩpz;wq as in Theorem 3.37. Let ϕpx, yq P C80 pΩq. Show, directly, that
ş

ΩGΩpz;wq4ϕpwqd2w “ ϕpzq using the fact that GΩ is the pullback of the Green’s function of
the unit disk via the uniformizing map f : Ω Ñ D.pp
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Solution. Let ζ “ F pzq : Ω Ñ D be the Riemann uniformization map to the unit disk

4BzBz

ż

Ω
GΩpz;wq4ϕpwqd2w “ 4BzBz

ż

Ω

1

2π
ln

ˇ

ˇ

ˇ

ˇ

ˇ

F pzq ´ F pwq

1´ F pzqF pwq

ˇ

ˇ

ˇ

ˇ

ˇ

4ϕpwqd2w (3.5.8)

Denote ζ “ F pzq and ξ “ F pwq; then the above reads

4

ˇ

ˇ

ˇ

ˇ

dζ

dz

ˇ

ˇ

ˇ

ˇ

2

BζBζ

ż

Ω

1

2π
ln

ˇ

ˇ

ˇ

ˇ

ζ ´ ξ

1´ ζξ

ˇ

ˇ

ˇ

ˇ

4ϕpwq d2ξ

|dξ{dw|2
why?
“ 4

ˇ

ˇ

ˇ

ˇ

dζ

dz

ˇ

ˇ

ˇ

ˇ

2

4ϕpzq 1

|dζ{dz|2
“ ϕpzq (3.5.9)

�

Exercise 3.54 Find a harmonic function on the annular domain

a ă r ă b

with the boundary conditions

u|r“a “ 1,

ˆ

Bu

Br

˙

r“b

“ cos2 θ.

Solution We have

u “
A0

2
`
B0

2
ln |z| `

ÿ

ně1

An<zn `Bn=zn ` Cn<z´n `Dn=z´n (3.5.10)

Note that cos2pθq “ 1`cosp2θq
2 . Imposing the BC gives the system:

A0

2
“ 1 ñ A0 “ 2. (3.5.11)

An “ ´Cn (3.5.12)

Bn “ ´Dn (3.5.13)

�

Exercise 3.55 Find a harmonic function upx, yq solving the the Dirichlet b.v.p. in the rectangle

0 ď x ď a, 0 ď y ď b

satisfying the boundary conditions

up0, yq “ Aypb´ yq, upa, yq “ 0

upx, 0q “ B sin
πx

a
, upx, bq “ 0.

Hint: use separation of variables in Euclidean coordinates.
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Chapter 4

Heat equation

4.1 Derivation of the heat equation

The heat equation for the function u “ upx, tq, x P Rd, t P Rą0 reads

Bu

Bt
“ a2∆u. (4.1.1)

Here ∆ is the Laplace operator in Rd. We will consider only the case of constant coefficients a “
const. For d “ 3 this equation describes the distribution of temperature upx, tq in a homogeneous
and isotropic medium at the time t. It is also used to describe the diffusion of the concentration of
some quantity (e.g. a solute in a solution).

The derivation of heat equation is based on the following assumptions.

1. The heat Q necessary for changing from u1 to u2 the temperature of a portion of mass m is
proportional to the mass and to the difference of temperatures:

Q “ cpmpu2 ´ u1q.

The coefficient cp is called specific heat capacity.

2. The Fourier law describing the quantity of heat speading in the time ∆t through a surface
S during the time interval ∆t. It says that this quantity ∆Q is proportional to the area ApSq of
the surface, to the time ∆t and to the derivative of the temperature u along the normal n to the
surface:

∆Q “ ´k ApSq
Bu

Bn
∆t.

Here the coefficient k ą 0 is called thermal conductivity. The negative sign means that the heat is
spreading from hot to cold regions.

In order to derive the heat equation let us consider the heat balance within a domain Ω Ă Rd
with a smooth boundary BΩ.

We remind that the divergence of upx, tq can be interpreted as the infinitesimal net flux of the
gradient of u across the six sides (in 3 dimensions) of an infinitesimal box of sides dx,dy,dz centered
at x.
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Then the integral form of our first assumption says that the total exchange of heat between the
domain Ω and the exterior during the time interval ∆t is

∆Q “

ż

Ω
cpρpxq rupt`∆t, xq ´ upt, xqsdV »

ż

Ω
cpρpxqutpx, tq dV∆t

where ρpxq is the mass density, such that the mass of the media contained in the volume is equal
to

m “

ż

Ω
ρpxqdV.

On the other hand, the Fourier law gives another expression for ∆Q in terms of the flux

∆Q “ k

ż

BΩ
∇nupx, tqdS∆t, (4.1.2)

where the normal here is the outer one and the sign is because we are measuring the heat acquired
by Ω (but the normal is opposite).

Equating these two expressions yields

ż

Ω
cpρpxqutpx, tq dV “ k

ż

BΩ
∇nupx, tqdS (4.1.3)

The divergence theorem now can be used on the right side of (4.1.3) to yield the balance equation

0 “

ż

Ω
pcpρpxqutpx, tq ` k4upx, tq qdV (4.1.4)

Since this identity must hold for arbitrary domains Ω we must have the equation

Bupx, tq

Bt
“ ´

k

cpρpxq
4upx, tq. (4.1.5)

In fact, this equation could be derived also if the thermal conductivity k and or the specific heat
capacity cp depends on space (inhomogeneous medium).

In the case of a homogeneous media the mass density ρ, the specific heat cp and the thermal
conductivity k are constant and we reach the form (4.1.1) with a constant a

a2 “
k

cpρ

which is called thermal conductivity or thermal diffusivity.

4.2 Main boundary value problems for heat equation

The simplest is the Cauchy problem of finding a function upx, tq satisfying

Bu

Bt
“ a2∆u

(4.2.1)

upx, 0q “ φpxq, x P Rd.
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The physical meaning of this problem is clear: given the initial temperature distribution in the
space to determine the temperature at any time t ą 0 at any point x of the space.

Often we are interested in the temperature distribution only within the bounded domain Ω Ă Rd.
In this case one has to add to the Cauchy data within Ω also the information about the temperature
on the boundary BΩ or about the heat flux through the boundary. In this way we arrive at two
main mixed problems in a bounded domain:

The first mixed problem: find a function upx, tq satisfying

Bu

Bt
“ a2∆u, t ą 0, x P Ω

up0, xq “ φpxq, x P Ω (4.2.2)

upx, tq “ fpx, tq, t ą 0, x P BΩ.

The second mixed problem is obtained from (4.2.2) by replacing the last condition by

ˆ

Bu

Bn

˙

xPBΩ

“ gpx, tq, t ą 0, x P BΩ. (4.2.3)

In this equation n is the unit external normal to the boundary.

In the particular case of the boundary data independent of time

f “ fpxq or g “ gpxq

one can look for a stationary solution u satisfying

Bu

Bt
“ 0.

In this case the first and the second mixed problem for the heat equation reduce respectively to
the Dirichlet and Neumann boundary value problem for the Laplace equation in Rd.

4.3 Fourier transform

Our next goal is to solve the one-dimensional Cauchy problem for heat equation on the line. To
this end we will develop a continuous analogue of Fourier series.

Let fpxq be an absolutely integrable complex valued function on the real line, i.e.,

ż 8

´8

|fpxq| dx ă 8. (4.3.1)

Definition 4.1 The function

f̂ppq :“
1

2π

ż 8

´8

fpxqe´ipxdx (4.3.2)

of the real variable p is called the Fourier transform of fpxq.

Due to the condition (4.3.1) the integral converges absolutely and uniformly with respect to
p P R. Thus the function f̂ppq is continuous in p.
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Example. Let us compute the Fourier transform of the Gaussian function

fpxq “ e´
x2

2 .

We have
ż 8

´8

e´
x2

2
´ipxdx “

ż 8

´8

e´
1
2
px`ipq2´ p2

2 dx

We want to perform a change of variables

s “ x` ip.

To do this one can consider the integral
¿

C

e´
z2

2
´ 1

2
p2dz, z “ x` iy (4.3.3)

over the boundary C of the rectangle on the complex z-plane

´R ď x ď R, 0 ď y ď p.

It is easy to see that the integrals over the vertical segments x “ ˘R, 0 ď y ď p in (4.3.3) tend to
zero when R Ñ 8. The total integral is equal to zero since the integrand is holomorphic on the
entire complex plane. Hence

ż R

´R
e´

1
2
x2´ 1

2
p2dx`

ż ´R

R
e´

1
2
px`ipq2´ p2

2 dxÑ 0 as RÑ8,

so
ż 8

´8

e´
1
2
x2´ 1

2
p2dx “

ż 8

´8

e´
1
2
px`ipq2´ p2

2 dx.

Using the Euler integral
ż 8

´8

e´
x2

2 dx “
?

2π (4.3.4)

we finally obtain the Fourier transform of the Gaussian function

f̂ppq “
1
?

2π
e´

p2

2 . (4.3.5)

Definition 5 (Convolution) Let f, g P L1pRn,dnhq and define their convolution

pf ‹ gqpxq :“

ż

Rn
fphqgpx´ hqdnh. (4.3.6)

We observe that the result of the convolution of two L1 functions is still in L1; to see this, let
us denote F pxq “ pf ‹ gqpxq and observe that

|F pxq| ď

ż

Rn
|fphqgpx´ hq|dnh. (4.3.7)
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Now we integrate

ż

Rn
|F pxq|dnx ď

ż

Rn

ż

Rn
|fphqgpx´ hq|dnhdnx

Fubini
“

ż

Rn

ż

Rn
|fphqgpx´ hq|dnxdnh “

“

ż

Rn
|fphq|dnh

ż

Rn
|gpx´ hq|dnx “

ż

Rn
|fphq|dnh

ż

Rn
|gpxq|dnx ă 8 (4.3.8)

Reading the chain of inequalities fro right to left shows that F pxq is well defined in L1.

Exercise 4.2 Show that the convolution is Abelian (f ‹ g “ g ‹ f) and bilinear. Show that L1 with
this operation becomes an Abelian Banach algebra (i.e. }f ‹ g}1 ď }f}1}g}1).

Proposition 4.3 (Elementary properties of the Fourier transform) The following proper-
ties hold:

1. If f P L1pRq then pfp0q “
ş

R fdx

2π and | pfppq| ď }f}1
2π .

2. If f P L1pRq and gpxq :“ eiaxfpxq for a P R then pgppq “ pfpp´ aq.

3. If gpxq “ fpx´ aq for a P R then pgppq “ e´ipa pfppq.

4. If gpxq “ fpaxq for a P Rzt0u then pgppq “ 1
a
pf
`

p
a

˘

.

5. If gpxq “ fp´xq then pgppq “ pfptq˚ (complex conjugate).

6. The Fourier tranform of a convolution is the product of the Fourier transforms:

zf ‹ gppq “ 2iπ pfppqpgppq. (4.3.9)

Proof. We only prove the last point and leave the rest for exercise. Consider the chain of equalities
(we do it in L1pRq but the proof extends to Rn without obstacle)

zf ‹ gppq “
1

2iπ

ż

R
dxe´ipx

ż

R
fphqgpx´ hq “

1

2iπ

ż

R
dxe´ippx´hqe´iph

ż

R
dhfphqgpx´ hq “

“
1

2iπ

ż

R
dhfphqe´iph

ż

R
dxe´ippx´hqgpx´ hq “ 2iπ pfppqpgppq (4.3.10)

where the exchange of integrals is justified by Fubini’s theorem. �

Other structural properties of the Fourier transform are as follows:

Lemma 4.4 If f P L1pRq then pf is continuous and bounded.

Proof.
ˇ

ˇ

ˇ

ˇ

pfpp` εq ´ pfppq

ˇ

ˇ

ˇ

ˇ

ď
1

2π

ż

R
dx|fpxq|

ˇ

ˇ

ˇ
e´ipp`εqx ´ e´ipx

ˇ

ˇ

ˇ
(4.3.11)
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The last integral is less than 2}f}1 and hence we can use dominated convergence to say that we
can exchange the limit εÑ 0 with the integral. Thus limεÑ0

pfpp` εq “ pfppq.

Next we clearly have | pfppq| ď }f}1
2π . �

Remark 4.5 If f P L1pRq then in pf is bounded, continuous and tend to zero, as we have seen.
However in general it does not belong to L1.

Lemma 4.6 (Further properties of the Fourier transform) [1] Suppose that f P L1pRq and
also xfpxq P L1pRq. Then pf P C1pRq and

d

dp
pfppq “ {p´ixfpxqqppq. (4.3.12)

[2] Suppose that f P L1 and also f P C1pRq, with f 1 P L1pRq. Then

zf 1pxqppq “

ż 8

´8

f 1pxqe´ipx
dx

2π
“ ip f̂ppq. (4.3.13)

Proof. [1] We need to see that we can differentiate under the integral sign. This is allowed because
of the assumption xf P L1 together with Fubini’s theorem.

[2] From the integrability of f 1pxq it follows that both limits below exist

fp˘8q :“ lim
xÑ˘8

fpxq “ fp0q ` lim
xÑ˘8

ż x

0
f 1pyq dy.

Because of absolute integrability of f the limiting values fp˘8q must be equal to zero. Integrating
by parts

ż 8

´8

f 1pxqe´ipx
dx

2π
“

ˆ

e´ipx
fpxq

2π

˙8

´8

` ip

ż 8

´8

f 1pxqe´ipxdx “ ipf̂ppq

we arrive at the needed formula. �

Example 4.7 [1] Let fpxq “ a
π

1
x2`a2

with a ą 0 (Laurentzian function). Then pf “ 1
2π e´a|p|.

(Exercise).

Exercise 4.8 Show that the convolution of two Gaussians or two Laurentzians (with the same
centers) are still Gaussians/Laurentzians, respectively. Use property [6] in Prop. 4.3.

4.3.1 Invertibility of the Fourier transform.

We will now establish, under certain additional assumptions, validity of the inversion formula for
the Fourier transform:

ż 8

´8

f̂ppqeipxdp “ fpxq. (4.3.14)

Given a function gppq in L1pRq We shall use the notationqfor this “inverse” Fourier transform

qgpxq :“

ż

R
gppqeipxdp. (4.3.15)

Note that this is almost the same formula as the Fourier transform, up to the factor 2π and the
sign in the exponent.
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Exercise 4.9 Show that the inverse Fourier transform of e´a|p|

2π is a
π

1
x2`a2

. Namely (using Ex. 4.7)
that the inverse Fourier transform is indeed an identity in this case.

Proof. We have

ż

R

eipx´a|p|

2π
dp “

ˆ
ż 8

0
`

ż 0

´8

˙

eipx´a|p|

2π
dp “

ż 8

0
epix´aqp

dp

2π
`

ż 0

´8

epix`aqp
dp

2π
“

“
1

2π

ˆ

1

a´ ix
`

1

a` ix

˙

“
a

π

1

x2 ` a2
. (4.3.16)

�

Remark 4.10 In general the statement is false. Consider fpxq :“ e´xχr0,8qpxq. Then its Fourier

transform is pfppq “ 1
2π

1
ip`1 and this is not in L1. The inverse Fourier transform is not defined.

We recall now (without proof) the fact that

Lemma 4.11 The set C0
0pRq is dense in L1pRq. (In fact in any Lp, p ě 1).

Based on the above density statement we state and prove the

Lemma 4.12 (Moving average lemma) Let ρ P L1 be a non-negative function of total mass 1:
ρpxq ě 0,

ş

ρdx “ 1. Define ρnpxq :“ nρpnxq so that
ş

ρndx “ 1 for all n P N .

For an arbitrary f P L1 define fnpxq :“ pf ‹ ρnqpxq “
ş

R ρnpx´ hqfphqdh (”moving average”).
Then }fn ´ f}1 Ñ 0.

Proof. We start with f P C0
0pRq and compute

fnpxq ´ fpxq “

ż

R
ρnphqfpx´ hqdh´ fpxq

ş

ρn“1
“

ż

R
ρnphq

´

fpx´ hq ´ fpxq
¯

dh (4.3.17)

Consequently we have

›

›

›
fnpxq ´ fpxq

›

›

›

1
ď

ż

R
dx

ż

R
ρnphq

ˇ

ˇ

ˇ
fpx´ hq ´ fpxq

ˇ

ˇ

ˇ
dh “

ż

R
dx

ż

R
ρpsq

ˇ

ˇ

ˇ
f
´

x´
s

n

¯

´ fpxq
ˇ

ˇ

ˇ
ds “

Fubini
“

ż

R
dsρpsq

ż

R
dx

ˇ

ˇ

ˇ
f
´

x´
s

n

¯

´ fpxq
ˇ

ˇ

ˇ
(4.3.18)

Since f P C0
0 then ∆f :“ f

`

x´ s
n

˘

´ fpxq is also in C0
0 and for any s P R it converges uniformly to

0 as nÑ8. Using dominated convergence we establish thus that

Jnpsq :“

ż

R
dx

ˇ

ˇ

ˇ
f
´

x´
s

n

¯

´ fpxq
ˇ

ˇ

ˇ
(4.3.19)

is bounded, positive and tends to zero. Thus the whole integral (4.3.18) tends to zero.

If f P L1 is now arbitrary, then a simple density argument using the triangle inequality shows
that fn Ñ f in L1. �
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Theorem 4.13 (Injectivity of the Fourier transform and invertibility) Let f P L1 be such

that pf belongs to L1. Then
q

pfpxq “ fpxq almost everywhere (a.e.).

Proof. We use the moving average lemma 4.12 with

ρpxq “
1

π

1

x2 ` 1
“ ρ1pxq. (4.3.20)

We know that |

xρn “ ρn because of exercise 4.9:

ρmphq “

ż

R
dhxρmppqe

ihp. (4.3.21)

Thus

pf ‹ ρmqpxq “

ż

R
dh fpx´ hq

ż

R
dpxρmppqe

ihp. (4.3.22)

Since
ş

R dh |fpx ´ hq|
ş

R dp |xρmppq| ă 8 we can apply Fubini’s theorem and exchange the order of
integrations in (4.3.22):

pf ‹ ρmqpxq “

ż

R
dp

ż

R
dhxρmppqe

ihp fpx´ hq “

“

ż

R
dpxρmppqe

ipx

ż

R
dh fpx´ hqe´ippx´hq “

“ 2π

ż

R
dp pfppqeipxpρmppq

Ex. 4.7
“

ż

R
dp pfppqeipxe´

|p|
m (4.3.23)

In this last expression we can pass to the limit m Ñ 8 inside the integral sign because we have

assumed that pf P L1; the limit gives
q

pfpxq. On the left side, using the Moving Average Lemma 4.12
we have also that the limit converges in L1 to fpxq (i.e. almost everywhere). �

A more elementary approach

Given the importance of the subject we provide a more direct proof of invertibility (but for stronger
assumptions on f). For this we need the

Lemma 4.14 (Riemann–Lebesgue lemma) Let a fpxq be absolutely integrable on R. Then

lim
λÑ8

ż 8

´8

fpxqeiλxdx “ 0.

Proof:

We start from a simple exercise: the characteristic function, χra,bs of an interval ra, bs has the
Fourier transform

ż 8

´8

eiλxχra,bspxqdx “

ż b

a
eiλxdx “

1

iλ
peibλ ´ eiaλq “ eiλ

a`b
2

2 sin
´

λpb´aq
2

¯

λ
(4.3.24)
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which clearly tends to zero as |λ| Ñ 8.

Next: a function f P L1pRq can be uniformly approximated in the L1 norm by a finite linear
combination of characteristic functions of bounded intervals (i.e. by a simple function):

@f P L1pRq @ε ą 0 Dgpxq simple :

ż

R
|f ´ g|dx ď ε. (4.3.25)

This statement should be familiar in the context of Lebesgue integration and it is a consequence of
monotone convergence.

For any simple function gpxq it follows from (4.3.24) and from the finiteness of the sum appearing
in the simple function, that its Fourier transform tends to zero as |λ| Ñ 8:

@g P L1pRq, simple,@ε ą 0 DR ą 0 : |λ| ą R ñ |pgpλq| ă ε. (4.3.26)

We combine these two properties with the triangle inequality yields the result as follows. Let
f P L1 and g simple within πε distance (in L1) from f . Then let R as in (4.3.26). We conclude

from the linearity of the Fourier transform that for all |λ| ě R we have

| pfpλq| ď
ˇ

ˇ

ˇ

pfpλq ´ pgpλq
ˇ

ˇ

ˇ
` |pgpλq| ă

ż

R

ˇ

ˇ

ˇ
pfpxq ´ gpxqqeiλx

ˇ

ˇ

ˇ

dx

2π
`
ε

2
ď

ď

ż

R
|pfpxq ´ gpxqq|

dx

2π
`
ε

2
ă ε. (4.3.27)

This is the definition of lim|λ|Ñ8 |
pfpλq| “ 0.

The above proof extends to higher dimensions by using the same steps and characteristic func-
tions of bounded multi-intervals. �

We also need

Exercise 4.15 (Dirichlet integral) Prove that
ż 8

0

sinx

x
dx “

π

2
. (4.3.28)

Proof. Consider the function

Gptq :“

ż 8

0
e´tx

sinpxq

x
dx, t ą 0. (4.3.29)

We can compute its derivative

G1ptq “

ż 8

0
e´txsinpxqdx “ ´

1

1` t2
(4.3.30)

from which it follows that

Gptq “ ´ arctanptq ` C. (4.3.31)

Since clearly Gptq Ñ 0 as tÑ8, we conclude that

Gptq “
π

2
´ arctanptq. (4.3.32)

Thus limtÑ0` Gptq “
π
2 . �
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Theorem 4.16 Let the absolutely integrable function fpxq be differentiable at any point x P R.
Then

lim
RÑ8

ż R

´R
f̂ppqeipxdp “ fpxq. (4.3.33)

Remark 4.17 In this theorem the integral is the standard Riemann integral.

Proof: Denote IRpxq the integral in the left hand side of (4.3.33). Using continuity and uniform
convergence of the Fourier integral (4.3.2) we can apply Fubini theorem to this integral and thus
rewrite it as follows:

IRpxq “

ż R

´R
f̂ppqeipxdp “

ż R

´R

ˆ

1

2π

ż 8

´8

fpyqe´ipydy

˙

eipxdp

“
1

2π

ż 8

´8

fpyq

ˆ
ż R

´R
eippx´yqdp

˙

dy “
1

π

ż 8

´8

fpyq
sinRpx´ yq

x´ y
dy

“
1

π

ż 8

´8

fpx` sq
sinRs

s
ds “

1

π

ż 8

0
rfpx` sq ` fpx´ sqs

sinRs

s
ds.

Using the Dirichlet integral (4.3.28) we can rewrite the difference IRpxq ´ fpxq in the form

IRpxq ´ fpxq “
1

π

ż 8

0

fpx` sq ´ 2fpxq ` fpx´ sq

s
sinRsds.

Because of differentiablity

lim
sÑ0

fpx` sq ´ 2fpxq ` fpx´ sq

s
“ lim

sÑ0

fpx` sq ´ fpxq

s
` lim
sÑ0

fpx´ sq ´ fpxq

s
“ f 1pxq ´ f 1pxq “ 0

the integrand

F ps;xq “

$

&

%

fpx`sq´2fpxq`fpx´sq
s , s ‰ 0

0, s “ 0

is a continuous functions in s depending on the parameter x. In order to complete the proof of the
Theorem let us represent the last integral in the form

ż 8

0

fpx` sq ´ 2fpxq ` fpx´ sq

s
sinRsds “

ż 1

0
F ps;xq sinRsds

`

ż 8

1

fpx` sq ` fpx´ sq

s
sinRsds´ 2fpxq

ż 8

1

sinRs

s
ds.

The first integral in the r.h.s. vanishes according to the Riemann–Lebesgue lemma. The same is
true for the second and third integrals. Finally the last integral by a change of integration variable
x “ Rs reduces to

ż 8

1

sinRs

s
ds “

ż 8

R

sinx

x
dxÑ 0 for RÑ8.

�
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Exercise 4.18 Let fpxq be an absolutely integrable piecewise continuous function of x P R differ-
entiable on every interval of continuity. Let us also assume that at every discontinuity point x0 the
left and right limits f´px0q and f`px0q exists and, moreover, the left and right derivatives

lim
sÑ0´

fpx0 ` sq ´ f´px0q

s
and lim

sÑ0`

fpx0 ` sq ´ f`px0q

s

exist as well. Prove the following modification of the inversion formula for the Fourier transform

lim
RÑ8

ż R

´R
f̂ppqeipxdp “

$

&

%

fpxq, x is a continuity point

f´pxq`f`pxq
2 , x is a discontinuity point

(4.3.34)

Hint: re-trace the proof of Theorem 4.16. Replace fpxq in the definition of F ps;xq by f`pxq`f´pxq
2 .

The main property of Fourier transform used for solving linear PDEs is given by the following
formula:

Denote by FxÑp the map of the space of functions in x variable to the space of functions in the
variable p given by the Fourier transform:

FxÑppfq “ f̂ppq. (4.3.35)

The inverse Fourier transform will now be denoted FpÑx. The property formulated in the Lemma
4.6 says that the operator of x-derivative transforms to the operator of multiplication by the
independent variable, up to a factor i:

FxÑp
ˆ

d

dx
f

˙

“ ipFxÑppfq. (4.3.36)

and

FxÑp px fq “ i
d

dp
FxÑppfq (4.3.37)

valid for functions f “ fpxq absolutely integrable together with xfpxq. We leave the proof of this
formula as an exercise for the reader.

4.3.2 Extension to Rn

For completeness we give the definition of Fourier transform in n–dimensions; we denote by x “
px1, . . . , xnq and p “ pp1, . . . , pnq. Then

Frf sppq :“
1

p2πqn

ż

Rn
eip¨xfpxqdnx. (4.3.38)

F´1rgspxq “

ż

Rn
e´ip¨xgppqdnp (4.3.39)

The properties that we have stated for n “ 1 extend as follows

pf ‹ gqpxq “

ż

Rn
dnhfpx´ hqgphq, (4.3.40)

and

Fpf ‹ gqppq “ p2πqn pfppqpgppq. (4.3.41)

The formulation of the interplay of derivatives and Fourier transform is left as exercise.
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4.4 Solution to the Cauchy problem for heat equation on the line

Let us consider the one-dimensional Cauchy problem for the heat equation

Bu

Bt
“ a2 B

2u

Bx2
, t ą 0

(4.4.1)

upx, 0q “ φpxq, x P R.

Theorem 4.19 Let the initial data φpxq be absolutely integrable function on R. Then the Cauchy
problem (4.4.1) has a unique solution upx, tq absolutely integrable in x P R for all t ą 0 represented
by the formula

upx, tq “

ż 8

´8

Gpx´ y; tqφpyq dy. (4.4.2)

where G is the Gaussian distribution

Gpx; tq “
1

2a
?
πt
e´

x2

4a2t . (4.4.3)

The integral representation (4.4.2) of solutions to the Cauchy problem is called Poisson integral.

Remark 4.20 We have the following remarks:

1. The formula above is rewritten also using the convolution operator as

upx, tq “ pGp‚; tq ‹ φqpxq (4.4.4)

2. Even if φ P L1 is not continuous/differentiable, one observes that upx, tq is C8 for any t ą 0;
thus the heat equation ”regularizes” (or has a smoothing effect) on the initial datum. Note
that the formula does not make sense for negative times (for general φ).

Proof: Denote

ûpp, tq “
1

2π

ż 8

´8

upx, tqe´ipxdx

the Fourier-image of the unknown solution. According to Lemma 4.6 the function ûpp, tq satisfies
equation

Bûpp, tq

Bt
“ ´a2p2ûpp, tq.

This equation can be easily solved

ûpp, tq “ ûpp, 0qe´a
2p2t.

Due to the initial condition we obtain

ûpp, 0q “ φ̂ppq “
1

2π

ż 8

´8

φpxqe´ipxdx.
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Thus
ûpp, tq “ φ̂ppqe´a

2p2t. (4.4.5)

It remains to apply the inverse Fourier transform to this formula:

upx, tq “

ż 8

´8

eixpφ̂ppqe´a
2p2tdp “

1

2π

ż 8

´8

ˆ

eixp´a
2p2t

ż 8

´8

e´ipyφpyq dy

˙

dp

“
1

2π

ż 8

´8

φpyq

ˆ
ż 8

´8

eippx´yq´a
2p2tdp

˙

dy

The integral in p is nothing but the (inverse) Fourier transform of the Gaussian function. A
calculation similar to the above one gives the value for this integral

ż 8

´8

eippx´yq´a
2p2tdp “

?
π

a
?
t
e´

px´yq2

4a2t .

This completes the proof of the Theorem. �

Remark 4.21 The formula (4.4.2) can work also for not necessarily absolutely integrable functions.
For example for the constant initial data φpxq ” φ0 we obtain upx, tq ” φ0 due to the following
integral

1

2a
?
πt

ż 8

´8

e´
px´yq2

4a2t dy ” 1. (4.4.6)

4.4.1 Heat equation in Rd

We can similarly pose and solve the Cauchy problem inRd as follows:

Bu

Bt
“ a24u, t ą 0 (4.4.7)

upx; 0q “ φpxq. (4.4.8)

The idea is to take the Fourier transform of both sides in x; we proceed a bit formally (without
great regards to inversion of order of derivatives and integrals) and we obtain

Bpu

Bt
pp, tq “ ´a2}p}2pupp, tq (4.4.9)

where }p} “
řd
j“1 p

2
j is just the square of the Euclidean norm of p. This ODE is easily solved:

pupp, tq “ e´a
2}p}2t

pupp, 0q (4.4.10)

This now appears to be the product of two Fourier transforms, where

e´a
2}p}2t “

1

pa2πtq
d
2

ż

Rd
ddx e´

}x}2

4a2t
`ip¨x (4.4.11)

Therefore the Poisson kernel (or ”heat kernel”) is defined as

Gpx; tq :“
1

p4a2πtq
d
2

e´
}x}2

4a2t . (4.4.12)
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This allows us to solve the Cauchy problem (4.4.7) as a convolution exactly as before;

upx; tq “ pGp¨; tq ‹ φqpxq “

ż

Rd
ddy

1

p4a2πtq
d
2

e´
}x´y}2

4a2t φpyq. (4.4.13)

We will now use the Poisson integral (4.4.2) (or (4.4.12) in order to prove an analogue of the

maximum principle for solutions to the heat equation.

Theorem 4.22 The solution to the Cauchy problem represented by the Poisson integral (4.4.2) for
all t ą 0 satisfies

inf
xPR

φpxq ď upx, tq ď sup
xPR

φpxq. (4.4.14)

Moreover, if some of the inequalities becomes equality for some t ą 0 and x P R then upx, tq ” const.

Proof: The inequalities (4.4.14) easily follow from positivity of the Gaussian function and from
the integral (4.4.6). Due to the same positivity the equality can have place only if φpxq “ const.
But then also upx, tq “ const. �

Corollary 4.23 The solution to the Cauchy problem (4.4.1) for the heat equation depends contin-
uously on the initial data in the sup norm.

Proof: Let u1px, tq, u2px, tq be two solutions to the heat equation with the initial data φ1pxq and
φ2pxq respectively. If the initial data differ by ε, i.e.

|φ1pxq ´ φ2pxq| ď ε @x P R

then from the maximum principle applied to the solution upx, tq “ u1px, tq´u2px, tq it follows that

|u1px, tq ´ u2px, tq| ď ε.

�

4.5 Mixed boundary value problems for the heat equation

Let us begin with the periodic problem

Bu

Bt
“ a2 B

2u

Bx2
, t ą 0

upx` 2π, tq “ upx, tq, t ą 0 (4.5.1)

upx, 0q “ φpxq

where φpxq is a smooth 2π-periodic function.
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Theorem 4.24 There exists a unique solution to the problem (4.5.1). It can be represented in the
form

upx, tq “
1

2π

ż 2π

0
Θpx´ y; tqφpyq dy, t ą 0 (4.5.2)

where
Θpx; tq “

ÿ

nPZ
e´a

2n2t`inx. (4.5.3)

Proof: Let us expand the unknown periodic function upx, tq in the Fourier series:

upx, tq “
ÿ

nPZ
ûnptqe

inx

ûnptq “
1

2π

ż 2π

0
upx, tqe´inxdx.

The substitution to the heat equation yields

Bûnptq

Bt
“ ´a2n2ûnptq,

so
ûnptq “ ûnp0qe

´a2n2t, n P Z.

At t “ 0 one must meet the initial conditions, hence we arrive at the formula

ûnptq “ φ̂ne
´a2n2t

φ̂n “
1

2π

ż 2π

0
φpyqe´inydy.

For the function upx, tq we obtain

upx, tq “
1

2π

ÿ

nPZ

ż 2π

0
e´a

2n2t`inpx´yqφpyqdy.

In order to complete the proof of the Theorem it suffices to show that the series (4.5.3) converges
absolutely and uniformly for all x P R and all t ą 0. This easily follows from convergence of the
integral

ż 8

0
e´a

2x2tdx ă 8 for t ą 0.

In a similar way one can prove that the series (4.5.3) can be differentiated any number of times.
The theorem is proved. �

The functioned defined by the series (4.5.3) is called theta-function. It is expressed via the
Jacobi theta-function

θ3pφ | τq “
ÿ

nPZ
eπin

2τ`2πinφ (4.5.4)
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by a change of variables

Θpx; tq “ θpφ | τq, φ “
1

2π
x, τ “ i

a2t

π
. (4.5.5)

The convergence of the series (4.5.4) for Jacobi theta function takes place for all complex values of
τ provided

Im τ ą 0. (4.5.6)

The function Θpx; tq is periodic in x with the period 2π while the Jacobi theta-function is periodic
in φ with the period 1. It satisfies many remarkable properties. Some them will be now formulated
as a series of exercises.

Exercise 4.25 Prove that
ż 2π

0
Θpx; tq dx “ 2π. (4.5.7)

Exercise 4.26 Prove that the series
ÿ

nPZ
e´a

2n2t`inz (4.5.8)

converges for any complex number z “ x`iy uniformly on the strips |Im z| ďM for any positive M .
Derive that the theta-function (4.5.3) can be analytically continued to a function Θpz; tq holomorphic
on the entire complex z-plane.

Exercise 4.27 Prove that the function Θpz; tq satisfies the identity

Θ
`

z ` 2ia2t; t
˘

“ ea
2t´izΘpx; tq. (4.5.9)

The complex number 2ia2t is called quasi-period of the theta-function.

Exercise 4.28 Prove that the theta-function has zeroes at the points

xk ` “ πp2k ` 1q ` ia2t p2`` 1q, k, ` P Z. (4.5.10)

Exercise 4.29 Prove that the theta-function has no other zeroes on the complex plane. Derive
that, in particular

Θpx; tq ą 0 for x P R. (4.5.11)

Hint for the last two exercises: Compute the integrals

1

2πi

¿

C

dΘpz; tq

Θpz, tq

1

2πi

¿

C

z
dΘpz; tq

Θpz, tq

over the oriented boundary of the rectangle

C “ t0 ď x ď 2π, 0 ď y ď 2a2tu

on the complex z-plane, z “ x ` iy. The first counts the number of zeroes inside, the second
computes the sum of their positions. ˝

Another proof of positivity of the theta-function follows from the following Poisson summation
formula that is of course of interest on its own.
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Lemma 4.30 (Poisson summation formula) Let fpxq be a continuously differentiable abso-
lutely integrable function satisfying the inequalities

|fpxq| ă Cp1` |x|q´1´ε, |f̂ppq| ă Cp1` |p|q´1´ε

for some positive ε. Here f̂ppq is the Fourier transform of fpxq. Then

ÿ

nPZ
fp2πnq “

ÿ

mPZ
f̂pmq. (4.5.12)

Proof: We will actually prove a somewhat more general formula
ÿ

nPZ
fpx` 2πnq “

ÿ

mPZ
f̂pmqeimx. (4.5.13)

Since the function in the left hand side is 2π-periodic in x, it suffices to check that the Fourier
coefficients cm of this function coincide with f̂pmq. Indeed, the m-th Fourier coefficient of the left
hand side is equal to

cm “
1

2π

ż 2π

0

˜

ÿ

nPZ
fpx` 2πnq

¸

e´imxdx.

Due to absolute and uniform (in x) convergence of the series

ÿ

nPZ
fpx` 2πnq

one interchange the order of summation and integration to arrive at

cm “
1

2π

ÿ

nPZ

ż 2π

0
fpx` 2πnqe´imxdx.

Doing a shift in the n-the integral
y “ x` 2πn

one rewrites the sum as follows:

cm “
1

2π

ÿ

nPZ

ż 2πpn`1q

2πn
fpyqe´imy´2πimndy “

1

2π

ż 8

´8

fpyqe´imydy “ f̂pmq

since e´2πimn “ 1. �

Using the Poisson summation formula we can prove the following remarkable identity for the
theta-function.

Proposition 4.31 The theta-function (4.5.1) satisfies the following identity

Θpx; tq “
1

a

c

π

t

ÿ

nPZ
e´

px`2πnq2

4a2t . (4.5.14)
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Proof: It can be obtained by applying the Poisson summation formula to the function

fpxq “
1

a

c

π

t
e´

x2

4a2t , f̂ppq “ e´a
2p2t.

�

Remark 4.32 The formula (4.5.14) is the clue to derivation of the transformation law for the
Jacobi theta-function under modular transformations

τ ÞÑ
aτ ` b

cτ ` d
, a, b, c, d P Z, ad´ bc “ 1.

Let us now consider the first mixed problem for heat equation on the interval r0, ls with zero
boundary conditions:

Bu

Bt
“ a2 B

2u

Bx2
, 0 ď x ď l, t ą 0

up0, tq “ upl, tq “ 0 (4.5.15)

upx, 0q “ φpxq, 0 ď x ď l.

Like in Section 2.6 above, let us extend the initial data φpxq to the real line as an odd 2l-periodic
function. We leave as an exercise for the reader to check that the solution to this periodic Cauchy
problem will remain an odd periodic function for all times and, hence, it will vanish at the points
x “ 0 and x “ l. In this way one arrives at the following

Theorem 4.33 The mixed b.v.p. (4.5.15) has a unique solution for an arbitrary smooth function
φpxq. It can be represented by the following integral

upx, tq “
1

l

ż l

0
Θ̃px, y; tqφpyq dy (4.5.16)

where

Θpx, y; tq “ 2
8
ÿ

n“1

e´a
2n2t sin

πnx

l
sin

πny

l
. (4.5.17)

4.6 More general boundary conditions for the heat equation. So-
lution to the inhomogeneous heat equation

In the previous section the simplest b.v.p. for the heat equation has been considered. We will now
address the more general problem

Bu

Bt
“ a2 B

2u

Bx2
, t ą 0, 0 ă x ă l (4.6.1)

up0, tq “ f0ptq, upl, tq “ f1ptq, t ą 0

upx, 0q “ φpxq, 0 ă x ă l.
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The following simple procedure reduces the above problem to the b.v.p. with zero boundary
condition for the inhomogeneous heat equation

Bv

Bt
“ a2 B

2v

Bx2
` F px, tq, t ą 0, 0 ă x ă l (4.6.2)

vp0, tq “ vpl, tq “ 0, t ą 0

vpx, 0q “ Φpxq, 0 ă x ă l

where the functions F px, tq, Φpxq are given by

F px, tq “ ´

„

df0ptq

dt
`
x

l

ˆ

df1ptq

dt
´
df0ptq

dt

˙

(4.6.3)

Φpxq “ φpxq ´
”

f0p0q `
x

l
pf1p0q ´ f0p0qq

ı

.

Indeed, it suffices to do the following substitution

upx, tq “ vpx, tq `
”

f0ptq `
x

l
pf1ptq ´ f0ptqq

ı

(4.6.4)

observing that the expression in the square brackets is annihilated by the operator B2{Bx2. More-
over, the function in the square brackets takes the needed values f0ptq and f1ptq at the endpoints
of the interval.

In the more general case of multidimensional heat equation with non-vanishing boundary con-
ditions

Bu

Bt
“ a2∆u, t ą 0, x P Ω Ă Rd (4.6.5)

upx, tq|xPBΩ “ fpx, tq, t ą 0

upx, 0q “ φpxq, x P Ω

the procedure is similar to the above one. Namely, denote u0px, tq the solution to the Dirichlet
boundary value problem for the Laplace equation in x depending on t as on the parameter:

∆u0 “ 0, x P Ω Ă Rd (4.6.6)

u0px, tq|xPBΩ “ fpx, tq.

We already know that the solution to the Dirichlet boundary value problem is unique and depends
continuously on the boundary conditions. Therefore the solution u0px, tq is a continuous function
on ΩˆRą0. One can also prove that this functions is smooth, if the boundary data fpx, tq are so.
Then the substitution

upx, tq “ vpx, tq ` u0px, tq (4.6.7)

reduces the mixed b.v.p. (4.6.6) to the one with zero boundary conditions

vpx, tq|xPBΩ “ 0, t ą 0

with the modified initial data

vpx, 0q “ φpxq ´ u0px, 0q, x P Ω
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but the heat equation becomes inhomogeneous one:

Bv

Bt
“ a2∆v ` F px, tq, F px, tq “ ´

Bu0px, tq

Bt
, x P Ω.

We will now explain a simple method for solving the inhomogeneous heat equation. For the sake
of simplicity let us consider in details the case of one spatial variable. Moreover we will concentrate
on the infinite line case. So the problem under consideration is in finding a function upx, tq on
Rˆ Rą0 satisfying

Bu

Bt
“ a2 B

2u

Bx2
` fpx, tq, x P R, t ą 0 (4.6.8)

upx, 0q “ φpxq.

The solution is found using the same Duhamel principle explained in Sect. 2.8.

Theorem 4.34 The solution to the inhomogeneous problem (4.6.8) has the form

upx, tq “

ż t

0
dτ

ż 8

´8

Gpx´ y; t´ τq fpy, τqdy `

ż 8

´8

Gpx´ y; tqφpyq dy (4.6.9)

where the function Gpx; tq was defined in (4.4.3).

Proof: As we already know from Theorem 4.19 the second term

u2px, tq “

ż 8

´8

Gpx´ y; tqφpyq dy

in (4.6.9) solves the homogeneous heat equation and satisfies initial condition

u2px, 0q “ φpxq.

The first term

u1px, tq “

ż t

0
dτ

ż 8

´8

Gpx´ y; t´ τq fpy, τqdy

clearly vanishes at t “ 0. Let us prove that it satisfies the inhomogeneous heat equation

Bu1

Bt
“ a2 B

2u1

Bx2
` fpx, tq.

Denote

vpx, t; τq “

ż 8

´8

Gpx´ y; t´ τq fpy, τqdy.

Like in the Theorem 4.19 we derive that this is a solution to the homogeneous heat equation in x, t
depending on the parameter τ . This solution is defined for t ě τ ; for t “ τ it satisfies the initial
condition

vpx, τ ; τq “ fpx, τq.
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Applying the heat operator to the function

u1px, tq “

ż t

0
vpx, t; τq dτ

one obtains
ˆ

B

Bt
´ a2 B

2

Bx2

˙

u1px, tq “ vpx, t; tq `

ż t

0

ˆ

B

Bt
´ a2 B

2

Bx2

˙

vpx, t; τq dτ “ vpx, t; tq “ fpx, tq.

�

4.6.1 A caveat

Let us reconsider the infinite rod case with zero boundary condition:

ut “ uxx, upx, 0q “ 0. (4.6.10)

If we do not assume that u is in L1 for t ą 0 then the uniqueness fails. The following (counter)example
is provided by Tychonov.

Let fptq “ e´
1
t2 (and extended to fp0q “ 0). A calculus exercise shows that f and all derivatives

of fptq at t “ 0 exist and are zero.

Define

upx, tq :“
8
ÿ

n“0

f pnqptq
x2n

p2nq!
. (4.6.11)

The series is absolutely convergent for all t ą 0, x P R and we can differentiate under the
summation symbol. A direct inspection then shows that upx, tq solves the DE with zero initial
conditions. The key to reconcile the apparent contradiction is that upx, tq is unbounded in x for
any t ą 0.

Indeed, in deriving the solution we tacitly assumed that upx, tq is L1 in x for t ą 0 (since we took
the Fourier transform). Thus our derivation would not apply if we allow upx, tq to be unbounded
in the x–direction.

In general the uniqueness holds if we add the following “boundary conditions”

lim
xÑ˘8

sup
tPp0,T s

|upx, tq| “ 0. (4.6.12)
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4.7 Exercises for Chapter 4

Exercise 4.35 Let the function fpxq belong to the class CkpRq and, moreover, all the functions
fpxq, f 1pxq, . . . , f pkqpxq be absolutely integrable on R. Prove that then

f̂ppq “ O
ˆ

1

pk

˙

for |p| Ñ 8. (4.7.1)

Exercise 4.36 Let f̂ppq be the Fourier transform of the function fpxq. Prove that eiapf̂ppq is the
Fourier transform of the shifted function fpx` aq.

Exercise 4.37 Find Fourier transforms of the following functions.

fpxq “ ΠApxq “

"

1
2A , |x| ă A
0, otherwise

(4.7.2)

fpxq “ ΠApxq cosωx (4.7.3)

fpxq “

#

1
A

´

1´ |x|
A

¯

, |x| ă A

0, otherwise
(4.7.4)

fpxq “ cos ax2 and fpxq “ sin ax2 pa ą 0q (4.7.5)

fpxq “ |x|´
1
2 and fpxq “ |x|´

1
2 e´a|x| pa ą 0q. (4.7.6)

Exercise 4.38 Find the function fpxq if its Fourier transform is given by

f̂ppq “ e´k|p|, k ą 0. (4.7.7)

Exercise 4.39 Let u “ upx, yq be a solution to the Laplace equation on the half-plane y ě 0
satisfying the conditions

∆upx, yq “ 0, y ą 0

upx, 0q “ φpxq

upx, yq Ñ 0 as y Ñ `8 for every x P R (4.7.8)

1) Prove that the Fourier transform of u in the variable x

ûpp, yq “
1

2π

ż 8

´8

upx, yqe´ipxdx

has the form
ûpp, yq “ φ̂ppqe´y |p|.

Here φ̂ppq is the Fourier transform of the boundary function φpxq.

2) Derive the following formula for the solution to the b.v.p. (4.7.8)

upx, yq “
1

π

ż 8

´8

y

px´ sq2 ` y2
φpsq ds. (4.7.9)
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Exercise 4.40 Show, by a (formal) use of the Fourier transform and convolution theorem, that

y2pxq ´ ypxq “ fpxq (4.7.10)

has a particular solution of the form

yppxq “ ´
1

2

ż 8

´8

e´|x´s|fpsqds. (4.7.11)

Then show directly by differentiation that this expression is a valid solution if fpxq is continuous
and absolutely integrable.

Exercise 4.41 Using Poisson’s summation formula, compute:

paq
8
ÿ

k“1

sinpakq

k
; pbq

8
ÿ

k“1

ˆ

sinpakq

k

˙2

; pcq
8
ÿ

k“0

1

a2 ` k2
pa ‰ 0q. (4.7.12)

(d) Using the same formula, show that the function

ωptq :“
1

4
et

ÿ

nPZ
e´πn

2e4t (4.7.13)

is even: ωptq “ ωp´tq.
Remark p‹q Consider the cosine transform of ω

φppq :“

ż 8

0
ωptq cosptpqdt.

Show that it has only real zeros. If you manage let me know.

Exercise 4.42 Consider the Heat kernel on R

Gpx; tq “
1

?
4πa2t

e´
x2

4a2t (4.7.14)

Why is it obvious that Gp¨; tq ‹Gp¨; sq “ Gpx; s` tq? (i.e. without computing).

Exercise 4.43 This exercise gives an alternative proof of Riemann–Lebesgue lemma. Suppose that

lim
aÑ0

ż

R

ˇ

ˇ

ˇ

ˇ

fpxq ´ fpx` aq

ˇ

ˇ

ˇ

ˇ

dx “ 0 (4.7.15)

(for example: f P L1 and p.wise continuous). We can show that pfppq Ñ 0 as |p| Ñ 8 as follows:
first show that

pfppq “ ´

ż

R
fpxq

´ippx´π
p
qdx

2π
“ ´

ż

R
f

ˆ

x`
π

p

˙

´ipxdx

2π
. (4.7.16)

Then note that 2 pfppq “
ş

´

fpxq ´ f
´

x` π
p

¯¯

e´ipx dx
2π .
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Exercise 4.44 Solve the problem

pDEq : ut “ a2uxx `
1

?
4a2t

e´
x2

4a2t (4.7.17)

pICq : upx, 0q “ 0. (4.7.18)

Exercise 4.45 Let fpxq be p.wise continuous, bounded.

• Show that upx, tq “ 1?
π

ş8

´8
e´s

2
fpx`2s

?
a2tqds is the solution of the heat equation ut “ a2uxx

with IC upx, 0q “ fpxq.

• using Dominated Convergence show that if f is continuous at x0 then upx0, tq Ñ fpx0q for
tÑ 0`. What happens if f is discontinuous at x0 but both one-sided limits exist?
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Chapter 5

Non homogeneous Heat equation and
Sturm–Liouville theory

5.1 Generalization of the homogeneous rod

If we reconsider the derivation of the heat equation in Sect. 4.1 when the thermal conductivity k,
the specific heat capacity c and the (linear) density ρ depend on the position, we get a more general
PDE

cpxqρpxqutpx, tq “ pkpxquxpx, tqqx . (5.1.1)

On a finite (or infinite) rod, the method of separation of variables is still viable; seeking a solution
of the form upx, tq “ T pxqXpxq gives promptly

Ttptq

T ptq
“
pkXxqx

cρX
(5.1.2)

and hence one is lead to studying the second order ODE

pkXxqx “ λcρX. (5.1.3)

This equation fall in the general framework of Sturm–Liouville theory which we set out to analyze.

Definition 6 The Sturm–Liouville problem consists in finding solutions of the ODE

pDEq pP pxqfxpxqqx `Qpxqfpxq “ ´λRpxqfpxq, x P I (5.1.4)

where I is an interval and P P C1pIq, Q,R P C0pIq are given functions; the function P pxq is
a positive function on I, P pxq ą 0. If the interval I is bounded I “ ra, bs then the problem is
supplemented by general boundary value conditions (BVCs)

pBCq α1fpaq ` α2P paqfpaq “ 0 β1fpbq ` β2P pbqfpbq “ 0. (5.1.5)

where the constants αj , βj (not identically zero) are part of the data of the problem.
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The values of the constant λ for which there exist solutions of (5.1.4) + (5.1.5) are called the
eigenvalues of the Sturm-Liouville problem.
If P,R are strictly positive on I then the problem is called regular.
If P ą 0 on pa, bq and R ě 0 and P paq “ P pbq “ 0 then the problem is called singular.
If we are in the finite-interval case I “ ra, bs and impose boundary conditions fpaq “ f 1pbq and
f 1paq “ f 1pbq, then we speak of the periodic problem.

The conditions (BC) include both Dirichlet and Neumann like conditions, depending on the
choice of the values of the constants αj , βj , j “ 1, 2.

If P,Q,R are constant functions, we are reduced to the problem we have already studied in the
context of the wave equation.

Definition 7 The form of the Sturm–Liouville equation (5.1.4) is called self–adjoint form.

Any second order ODE of the form

Hrϕs “ P2pxqϕ
2pxq ` P1pxqϕ

1pxq ` P0pxqϕpxq “ 0 (5.1.6)

can be recast in the form (5.1.22) by a simple change of dependent variable; indeed, setting ϕpxq “
µpxqfpxq for a function µpxq to be determined, the equation (5.1.6) becomes

P2

´

µf2 ` 2µ1f 1 ` µ2f
¯

` P1

´

µf 1 ` µ1f
¯

` P0µf “

“ µP2f
2 `

`

2P2µ
1 ` P1µ

˘

f 1 ` pP2µ
2 ` P1µ

1 ` P0µqf “ 0 (5.1.7)

To identify with the equation Lrf s “ 0 and L given by (5.1.22) we need to impose P “ P2µ and

pP2µq
1 “ 2P2µ

1 ` P1µ ñ P2µ
1 ` pP1 ´ P

1
2qµ “ 0 ñ µ “ P2 exp

ˆ

´

ż

P1

P2
dx

˙

. (5.1.8)

Example 5.1 The (parametric) Bessel equation

x2y2 ` xy1 ` pλ2x2 ´m2qy “ 0 (5.1.9)

is recast in the self-adjoint form (5.1.4) by dividing by x:

xy2 ` y1 `

ˆ

λ2x´
m2

x

˙

y “ 0 (5.1.10)

so that P “ x, Q “ ´m2

x , R “ x.

Example 5.2 The Legendre differential equation

y2 ´
2x

1´ x2
y1 `

µ

1´ x2
y “ 0 (5.1.11)
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is equivalently written

p1´ x2qy2 ´ 2xy1
loooooooooomoooooooooon

´

p1´x2qy1
¯1

`µy “ 0 (5.1.12)

and hence it is of the form (5.1.4) with P “ p1´ x2q, Q “ 0, R “ 1.

Example 5.3 The Chebyshev equation

p1´ x2qy2 ´ xy1 ` n2y “ 0 (5.1.13)

can be recast in the form (5.1.4) by dividing by
?

1´ x2 so that

a

1´ x2y2 ´
x

?
1´ x2

y1

looooooooooooooomooooooooooooooon

´

?
1´x2y1

¯1

`
n2

?
1´ x2

y “ 0 (5.1.14)

so that now P “
?

1´ x2, Q “ 0, R “ 1?
1´x2

.

Example 5.4 Consider the SL problem

pDEq f2 ` λf “ 0, x P r0, Ls, L ă
π

2
(5.1.15)

pBCq fp0q ´ f 1p0q “ 0; fpLq ` f 1pLq “ 0. (5.1.16)

Let us find the spectrum (eigenvalues) of this problem.

For λ ď 0 it is easy (exercise) to see that there is only the trivial solution. Let λ ą 0: then
the solution of the DE is

fpxq “ A cospx
?
λq `B sinpx

?
λq. (5.1.17)

Imposing the BCs gives the system for A,B
#

A´
?
λB “ 0

A cospL
?
λq `B sinpL

?
λq `

?
λ
´

´A sinpL
?
λq `B cospL

?
λq
¯

“ 0
(5.1.18)

The problem has nontrivial solution if and only if the matrix is degenerate:

det

„

1 ´
?
λ

cospqq ´
?
λ sinpqq sinpqq `

?
λ cospqq



“ 0, q :“ L
?
λ. (5.1.19)

Thus we have

p1´ λq sinpL
?
λq ` 2

?
λ cospL

?
λq “ 0 (5.1.20)

Since L ă π
2 the value λ “ 1 is not a solution; the eigenvalues are given by the implicit equation

tanpL
?
λq “

2
?
λ

λ´ 1
. (5.1.21)

At this point one is usually reduced to a graphical analysis; considering that L ă π
2 the typical

spectrum consists of the intersection of the graphs of the two functions as in the Figure 5.1
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Figure 5.1: The spectrum of the Sturm-Liouville problem in Example 5.4. The horizontal axis is
the

?
λ axis. There is an eigenvalue in each interval

?
λ P

`

k π
2L , pk ` 2q π2L

˘

, k “ 1, 2, . . ..

5.1.1 Spectral properties

Denote by L the Sturm–Liouville linear differential operator

Lrf s “ d

dx

ˆ

P pxq
df

dx

˙

`Qpxqfpxq. (5.1.22)

Definition 8 Given an arbitrary linear differential operator H of the form

H “
n
ÿ

j“0

Pjpxq
dj

dxj
(5.1.23)

the formal adjoint operator is defined to be

H‹ “
n
ÿ

j“0

ˆ

´
d

dx

˙j

Pjpxq. (5.1.24)

For example, the adjoint of H (5.1.6) is

H‹pψq “ d2

dx2
pP2ψq ´

d

dx
pP1ψq ` P0ψ “ P2ψ

2 ` p2P 12 ´ P
1
1qψ

1 ` pP0 ` P
2
2 ´ P

1
1qψ. (5.1.25)

The relevance of this notion to our discussion is the following:
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Proposition 5.5 The Sturm–Liouville operators L are formally self-adjoint: L “ L‹.

Proof. We have

Lrf s “ Pf2 ` P 1f 1 `Qf. (5.1.26)

Thus the formal adjoint is

L‹rgs “ pPgq2 ´ pP 1gq1 `Qg “ Pg2 ` �2P
1g1 `�

��P 2g ´�
��P 2g ´���P 1g1 `Qg “

“ Pg2 ` P 1g1 `Qg “ Lrgs. (5.1.27)

This completes the proof. �

The notion is intimately related to “integration by parts”. To explain this remark we prove

Proposition 5.6 Let I “ ra, bs be a finite interval and consider the space

C2
BC :“

!

f P C2pIq : f satisfies the BCs (5.1.5)
)

(5.1.28)

Then, for every f, g P C2
BC we have

ż

I
fLrgsdx “

ż

I
gLrf sdx. (5.1.29)

Namely, L is symmetric on the domain C2
BC .

Proof. This is a direct computation:

ż b

a
g

ˆ

pPf 1q1 `Qf

˙

dx “ gPf 1
ˇ

ˇ

ˇ

ˇ

b

a

`

ż b

a

ˆ

´ g1Pf 1 `Qgf

˙

dx “

“ gPf 1
ˇ

ˇ

ˇ

ˇ

b

a

´ g1Pf

ˇ

ˇ

ˇ

ˇ

b

a

`

ż b

a

ˆ

pg1P q1f `Qgf

˙

dx “ R`

ż

I
fLrgsdx (5.1.30)

where R is the contribution of the boundary terms. Because of the conditions (5.1.5) we have
g1pbqP pbq “ ´

β1
β2
gpbq and similarly f 1pbqP pbq “ ´

β1
β2
fpbq (we assume β2 ‰ 0 and leave the case

β2 “ 0 as exercise) and similarly for the values at x “ a. Thus

R “
`

gPf 1 ´ g1Pf
˘

ˇ

ˇ

ˇ

ˇ

b

a

“

��
���

��

´
β2

β1
gpbqfpbq `

��
����β2

β1
gpbqfpbq `

�
���

��α2

α1
gpbqfpbq ´

�
���

��α2

α1
gpbqfpbq “ 0 (5.1.31)

Thus we have proved the statement. �

The Proposition 5.6 has the following simple but important consequence.
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Corollary 5.7 [1] The spectrum of a regular Sturm-Liouville problem

Lrf s “ ´λRpxqfpxq (5.1.32)

with any BC (5.1.5) is real.
[2] Eigenfunctions with distinct eigenvalues are orthogonal with respect to the standard inner product
in L2pI,Rpxqdxq.

Proof. [1] Recall that Rpxq ą 0 and that we are looking for a nontrivial solution of the equation
(5.1.32) within C2

BC . Suppose that λ is an eigenvalue. Since P,Q,R are real–valued functions, we
can take the complex conjugate of the equation (5.1.32) and obtain that f satisfies

Lrf s “ ´λRf. (5.1.33)

Now we multiply by f and integrate over I;

ż b

a
fLrf sdx “ ´

ż b

a
λR|f |2dx (5.1.34)

Using that L is symmetric on the domain we obtain:

ż b

a
fLrf sdx “ ´

ż b

a
λR|f |2dx (5.1.35)

Repeating the argument with the role of f and f interchanged and subtracting we obtain

0 “

ż b

a
pfLrf s ´ fLrf sqdx “

ż b

a
pλ´ λqRpxq|f |2dx (5.1.36)

Since Rpxq ą 0 (strictly) on I, we conclude that λ “ λ is real.
[2] Let λ ‰ µ be two eigenvalues and f, g the respective eigenfunctions. Then

λ

ż

fpxqgpxqRpxqdx “ ´

ż

I
Lrf sgdx

symmetry
“ ´

ż

I
fLrgsdx µ“µ“

ż

I
µfgRdx (5.1.37)

Thus, taking the difference of the two sides of the equation we get:

pλ´ µq

ż

I
µfgRdx “ 0. (5.1.38)

Since λ ‰ µ by assumption, the two functions f, g must be orthogonal. �

Theorem 5.8 (Simplicity of the spectrum) Consider a regular Surm-Liouville problem with
BC as in (5.1.5). Then the spectrum is simple, namely, if f1, f2 are eigenfunctions with the same
eigenvalue, then they are proportional to each other.

Proof. Consider the function

W pxq :“ f 12paqf1pxq ´ f
1
1paqf2pxq. (5.1.39)
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Since it is a linear combination of f1, f2, it is also an eigenfunction with the same eigenvalue.
Assume that pf 11paqq

2 ` pf 12paqq
2 ‰ 0. Then W solves

LrW s “ ´λRW , W paq “W 1paq “ 0. (5.1.40)

By the theorem of existence and uniqueness for linear ODEs, we conclude W pxq ” 0. If pf 11paqq
2 `

pf 12paqq
2 ‰ 0 then it means that both fj have zero derivative at x “ a and hence they are linearly

dependent. �

5.1.2 Definite Sturm–Liouville operators

Theorem 5.9 Consider a regular Sturm–Liouville problem

pPf 1q1 `Qf “ ´λRf (5.1.41)

with Q ď 0 and with BC as in (5.1.5); we assume now that the signs of the coefficients αj , βj satisfy

α1α2 ď 0, β1β2 ě 0. (5.1.42)

Then the eigenvalues are non-negative. If λ “ 0 is an eigenvalue, then necessarily Qpxq “ 0 and
α1 “ β1 “ 0.

Proof. Let λ be an eigenvalue and f the corresponding eigenfunction, which we assume real
without loss of generality (the ODE is real and the BC are real, so both real and imaginary parts
of a solutions are solutions in their own regard). Then (we write Q “ ´|Q| to emphasize the
assumption on its sign)

´λ

ż

I
R|f |2dx “

ż

I
Lrf sfdx “

ż

I

ˆ

pPf 1q1 ´ |Q|f

˙

fdx “

“ Pf 1f

ˇ

ˇ

ˇ

ˇ

b

a

´

ż b

a

´

P pf 1q2 ` |Q|f2
¯

dx (5.1.43)

The boundary terms are non-positive because P paq ą 0 ă P pbq (the operator is regular) and
α1fpaq “ ´α2f

1paq so that fpaqf 1paq ě 0. Similarly fpbqf 1pbq ď 0 and thus

Pf 1f

ˇ

ˇ

ˇ

ˇ

b

a

ď 0. (5.1.44)

Therefore each term on the right side of (5.1.43) is non-positive and thus the eigenvalue λ is ě 0.
The only possibility to have λ “ 0 is that Q “ 0, f 1 “ 0 and (hence), α1 “ β1 “ 0. �

5.1.3 Sturm comparison theorem

Consider the following motivating example
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Example 5.10 Suppose that λ2 ą λ1 ą 0 and y1, y2 are solutions of y2j “ ´λjyj respectively.
We now see that between any two consecutive zeros of y1 there is a zero of y2. Indeed y1 “

A sinp
?
λ1x ` φq and y2 “ B sinp

?
λ2x ` δq. The period of y1 is longer than the period of y2 and

thus between two zeroes of y1 there is (at least) one zero of y1.

The above example is the motivation for the following theorem

Theorem 5.11 (Sturm comparison theorem) Let Lrf s “ pPf 1q1`Qf with P ą 0 and P 1, Q P
C0pra, bsq. Suppose that f1, f2 are two nontrivial solutions of the problems

pPf 11q
1 ` pλ1R1pxq `Qpxqqf1pxq “ 0 , pPf 12q

1 ` pλ2R2pxq `Qpxqqf2pxq “ 0. (5.1.45)

with Rj P C0pIq. Suppose that λ2R2pxq ě λ1R1pxq for x P I. Let a ď z ă w ď b be two zeros of
f1 and assume that the inequality λ2R2 ě λ1R1 is strict somewhere in between. Then between two
zeros a ď z ă w ď b of f1 there is at least one zero of f2.

Remark 5.12 The theorem is stated in this form for convenience later on (only λjRj enters).
Note also that in typical examples Rjpxq are analytic functions and hence the zeroes are isolated
and the inequality strict almost everywhere.

Proof. Let z, w be the two consequtive zeroes of y1 and consider the following chain of equalities

ż w

z

ˆ

λ2R2 ´ λ1R1

˙

f1f2dx “

ż w

z
pLrf1sf2 ´ Lrf2sf1qdx

b.p.
“ P pf 11f2 ´ f1f

1
2q

ˇ

ˇ

ˇ

ˇ

w

z

. (5.1.46)

Since f1 vanishes at the endpoints we are left with Pf 11f2

ˇ

ˇ

ˇ

ˇ

w

z

Since f1 has the same sign within the

interval rz, ws (and is not identically zero) it follows that f 11pzqf
1
1pwq ă 0 (the two derivatives have

opposite signs). Note that f 11pzq ‰ 0 ‰ f 11pwq (why?, exercise).

For clarity and without loss of generality we can assume that f1 ą 0 in pz, wq; then f 11pzq ą 0 ą
f 11pwq. Thus the right side of (5.1.46) is f2pwqP pwqf

1
1pwq´f2pzqf

1
1pwqP pwq “ ´f2pwqP pwq|f

1
1pwq|´

f2pzqf
1
1pwqP pwq. Suppose that f2 does not have any zero within pz, wq (w.l.o.g f2 ą 0): then

f2pwq ě 0 ď f2pzq and we have thus found the right side of (5.1.46) to be non-positive. But this is
in contradiction with the fact that the left side is strictly positive (it can’t be zero because of the
assumptions on λjRj). �

5.1.4 Existence of eigenvalues

For a general regular Sturm–Liouville problem there are infinitely many (countable) eigenvalues.
In order not to obfuscate the idea of the proof we consider a special case
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Theorem 5.13 Let Lrf s “ f2 ` Qpxqfpxq and Rpxq ą 0 and continuous on ra, bs. Consider the
problem

fpxq2 `Qpxqfpxq “ ´λRpxqfpxq (5.1.47)

fpaq “ 0 “ fpbq (5.1.48)

Let Φpx;λq be the solution of

Φ2 `

ˆ

Q` λR

˙

Φ “ 0 (5.1.49)

Φpa;λq “ 0, Φ1pa;λq “ 1. (5.1.50)

Then Φpx;λq is jointly continuous and the problem (5.1.48) has infinitely many eigenvalues, bounded
from below λ1 ă λ2 ă . . . , with limnÑ8 λn “ `8. Furthermore the eigenfunctions fn have exactly
n nodes; the between two nodes of fn there is exactly one node of fn`1 (interlacing).

Proof. The proof exploits the Sturm comparison Theorem 5.11. Consider the function Φpb;λq as
a function of λ (Evans’ function). Then we claim (why?, exercise) that its zeros are precisely the
eigenvalues.

First off we claim that Φpx;λq cannot have infinitely many zeros in ra, bs, see Exercise 5.23.

We also know that Φpx;λq is continuous in λ in the sup–norm (hence, jointly continuous) by
the general theory of (global) existence and uniqueness of solutions to linear ODEs.

Next, if x0 P ra, bs is a zero of Φ, then Φ1px0;λq ‰ 0 (why?) and hence necessarily Φpx;λq
changes sign at x0. Thus if λ0 is a value such that Φpb;λ0q ‰ 0 then the number of zeroes in pa, bq is
constant in pλ0 ´ ε, λ0 ` εq for sufficiently small ε. This reasoning shows that the number of zeroes
jumps by one exactly for λj such that Φpb, λjq “ 0.

We know from the Comparison Theorem that if Φpx;λq has a root at x0 then for rλ ą λ there
must be a root at rx0 ă x0. In fact, as an application of the theorem of continuity with respect to
parameters, one could show that any root of Φpx;λq is a continuous decreasing function of λ; the
fact that it is decreasing is precisely a direct consequence of the Comparison Theorem.

Combining this with the previous observations, we see that all the (finitely many) roots of
Φpx;λq in pa, bq move to the left (but never cross x “ a because Φ1pa, λq “ 1).

It remains to show that zeroes do occur; to this end, let us compare Φpx;λq with the solution
of

F 2 ` k2F “ 0, F pa; kq “ 0, F 1pa; kq “ 1, ñ F px; kq “
1

k
sinpkpx´ aqq (5.1.51)

Let k ą 0 be fixed and choose λ sufficiently large so that

Qpxq ` λRpxq ą k2 @x P ra, bs. (5.1.52)

This is possible because inf R “ minR ą 0 since R is continuous on ra, bs. Then F plays the rôle
of f1 in the comparison theorem 5.11 and Φ of f2; between two consecutive zeroes of F there is at
least one of Φ. Clearly, for k large than π

b´a there is at least one zero of F in pa, bq and thus also
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one of Φ. As k grows, the number of zeroes of F grows as well, and thus the number of zeroes of
Φpx;λq in pa, bq

Zpλq :“ 7tx P pa, bq : Φpx, λq “ 0u (5.1.53)

is a monotonic, integer–valued function that grows without bounds. By the discussion above, the
points of discontinuity of Zpλq are the eigenvalues of the SL problem. Since we have shown that
Zpλq is unbounded, there must be infinitely many eigenvalues. �

Completeness of eigenfunctions

The important question we address now is the completeness of the eigenfunction set for a regular
Sturm–Liouville problem on an interval I (possibly infinite).

pPf 1q1 `Qf “ ´λRf ; P, P 1, Q,R P C0pIq, P ą 0, R ą 0. (5.1.54)

The boundary conditions can be set in many different ways without changing the properties of
completeness. We will stick with (5.1.5) in the case of finite intervals (although one can impose
periodic boundary conditions as well). If I is (semi)-infinite we require that the solutions of the
problem be square-summable (L2).

Let

H :“ C2
BCpIq (5.1.55)

where the bar on top denotes the closure with respect to the norm of L2pI,Rpxqdxq. We have seen
that there are infinitely many eigenvalues bounded from below which we label λ0 ă λ1 ă . . . and
correspondingly eigenfunctions f0, f1, . . . ,.

Without loss of generality we assume that fnpxq are real–valued and that
ş

I |fn|
2Rdx “ 1

(normalized).

We now want to give a (sketch of) proof of the following theorem

Theorem 5.14 (Completeness of eigenfunctions) The eigenfunctions tfnunPN form a com-
plete orthonormal set; namely, for every φ P H we have

lim
NÑ8

›

›

›

›

›

φ´
N´1
ÿ

j“0

xφ, fnyfn

›

›

›

›

›

“ 0. (5.1.56)

where the inner product and norm are in L2pI,Rdxq.

Proof. Let us define (note the different use of the symbol L in this proof, as opposed to earlier
in the chapter)

Lrf s :“
´1

Rpxq

“

pPf 1q1 `Qf
‰

(5.1.57)
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In particular now the eigenfunctions satisfy simply Lrfns “ λnfn with λn Ñ `8. For every φ P C2
BC

be arbitrarily chosen we use the Rayleigh quotient

Rrφs :“
xφ,Lrφsy
xφ, φy

(5.1.58)

Define

WN :“ Spantf0, . . . , fN´1u. (5.1.59)

The eigenvalues can be expressed by the following variational problems (Courant–Fisher)

λ0 “ min
φPHzt0u

Rrφs. (5.1.60)

λj “ min
φPWK

j zt0u
Rrφs. (5.1.61)

Now fix φ P C2
BC and define

φKN :“ φ´
N´1
ÿ

j“0

xφ, fjyfj PW
K
N . (5.1.62)

We assume that φKN is nonzero for every N P N (otherwise there is nothing to prove). Because of
the variational property of the eigenvalues we have

RrφKN s ě λN (5.1.63)

Using the orthonormality of the eigenfunctions one finds

xφKN ,LrφKN sy “ xφ,Lrφsy ´
N´1
ÿ

j“0

|cj |
2λj . (5.1.64)

Therefore we have

1

λN

ˆ

xφ,Lrφsy ´
N´1
ÿ

j“0

|cj |
2λj

˙

ě }φKn }
2 (5.1.65)

where cj are the Fourier coefficients in the orthonormal system: cj “ xφ, fny.

Recall that λN Ñ `8 and hence the eigenvalues are positive from some N0 onwards. This
allows us to write

1

λN

ˆ

xφ,Lrφsy ´
N0
ÿ

j“0

|cj |
2λj

˙

ě
1

λN

ˆ

xφ,Lrφsy ´
N´1
ÿ

j“0

|cj |
2λj

˙

ě }φKn }
2 (5.1.66)

The numerator in the left side of (5.1.66) is independent of N and thus the left side tends to zero
since λN Ñ8. This way we have proved by the squeeze theorem that

lim
NÑ8

}φKN}
2 “ 0 (5.1.67)

which proves the completeness. �
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5.2 Examples

The above theorems allow generalizations of the ordinary Fourier (series) analysis. To see this
consider the simple SL problem

f2 ` λf “ 0, fp0q “ 0 “ fpLq. (5.2.1)

We know that the eigenfunctions are sinpnπ{Lxq with eigenvalues λn “ pnπ{Lq
2. The completeness

that we proved directly in the case of Fourier series follows from the general Sturm-Liouville theory.

There are other cases of class of functions of great importance in applications and we report on
some of them.

For each SL problem one obtains a different “Fourier series” decomposition theorem where the
role of sinpnxq is played by the eigenfunctions of the SL problem.

5.2.1 Separation of variables in polar and spherical coordinates

In solving the heat or wave or Schrödinger equations:

pW q : utt “ c24u
pHq : ut “ k24u

pSq : i~Ψt “

ˆ

´
~2

2m
4` V p~xq

˙

Ψ (5.2.2)

it is convenient to rewrite them in different coordinate systems and seek factorized solutions, espe-
cially depending on the geometry of the boundary conditions (and the group of invariance of V p~xq,
called the ”potential” of the Schrödinger equation).

The separation of variables between the time t and the space variables immediately brings about
the Helmholtz equation p4 ` λ2qu “ 0. In turns this equation needs to be solved according to
the supplementary boundary conditions. In the case of the Schrödinger equation we get the ”time
independent” Schrödinger equation

ˆ

´
~2

2m
4` V p~xq

˙

ψp~x;λq “ λ2ψp~x;λq. (5.2.3)

5.2.2 Spherical coordinates

Exercise 5.15 Show that in R3 the Laplace operator in the spherical coordinates pr, φ, θq P R` ˆ
r0, πs ˆ r0, 2πq reads as follows

B2
x ` B

2
y ` B

2
z “

1

r2
Br

`

r2Br
˘

`
1

r2

4S2
hkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkj

ˆ

1

sinφ
Bφ psinφBφq `

1

sin2 φ
B2
θ

˙

(5.2.4)

where

x “ r sinφ cos θ , y “ r sinφ sin θ , z “ r cosφ. (5.2.5)

and 4S2 indicates the Laplace operator on the sphere with the induced Riemannian metric.
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Thus the Helmholtz equation can be solved by separation of variables upr, φ, θq ““ RprqY pφ, θq “
RprqΦpφqΘpθq. In the case of the Schrödinger equaton with a potential V that depends only on
the distance r we the equation can also be effectively separated. In either cases we get something
of the form

pr2R1q1

r2R
`

1

r2

4S2Y

Y
“

`

r2R1
˘1

r2Rprq
`

1

r2

psinφΦ1q1

Φ sinφ
`

1

r2 sin2 φ

Θ2

Θ
“ ´λ2 ´ V prq (5.2.6)

Thus we need to find first off the eigenfunctions/eigenvalues of the Laplace operator on the
sphere S2, called spherical harmonics:

4Y`mpφ, θq “
Bφ

´

sinφpBφY`,mq
¯

sinφ
`

1

sin2 φ
B2
θY`,m “ ´`p`` 1qY`,mpφ, θq (5.2.7)

where we anticipate that the spectrum of consists of the numbers ´`p`` 1q for ` “ 0, 1, 2, . . . and
m “ ´`, . . . , ` labels the eigenfunctions with the same eigenvalue.

This equation can be further factorized Y`,mpφ, θq “ Φ`,mpφqΘmpθq and we are lead to three
equations (where the constants of separation of variables are written in this form for later conve-
nience)

d2R

dr2
`

2

r

dR

dr
`

ˆ

V prq ´
`p`` 1q

r2
´ λ2

˙

R “ 0 (5.2.8)

d

dx

ˆ

p1´ x2q
dP`m

dx

˙

`

ˆ

`p`` 1q ´
m2

1´ x2

˙

P`m “ 0 px “ cosφ P r´1, 1sq (5.2.9)

Θ2 `m2Θ “ 0 (5.2.10)

The continuity and boundedness of the solution implies that Θ must be periodic and P`,mpxq should
be bounded at x “ ˘1. This implies immediately that m “ 0, 1, 2, . . . and Θ “ Am cospmθq `
Bm sinpmθq.

The values of the parameter `p`` 1q are determined by the boundary conditions (the equation
(5.2.9) is an irregular Sturm-Liouville problem because the function K of the general form (5.1.4)
vanishes at the endpoints). We anticipate that ` “ 0, 1, . . . turns out to be a nonnegative integer.

Remark 5.16 There is a simple way of describing spherical harmonics in Rn. In general it can
be shown that 4 “ r1´nBrpr

n´1Brq `
1
r2
4Sn´1.

Take a homogeneous polynomial P p~xq of degree ` that satisfies 4P “ 0 ; since rBrP p~xq “
`P p~xq we see that

0 “ 4P “ `r1´nBr
`

rn´2P
˘

`
1

r2
4Sn´1P “

`p`` n´ 2q

r2
P `

1

r2
4Sn´1P (5.2.11)

so that we conclude that any harmonic polynomial, restricted to the sphere r “ 1 gives an eigen-
function of the Laplace operator of the sphere with eigenvalue ´`p`` n´ 2q. It can be shown that
all spherical harmonics come in this form.

Furthermore (Miles-Williams, ”A basic set of Homogeneous Harmonic Polynomials in k vari-
ables”, Proc. AMS ’55) one can actually construct such harmonic polynomials.
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Radial equation in spherical coordinates

The radial equation (5.2.8) depends on V prq; we focus now on that equation for V prq “ 0.

Proposition 5.17 The solutions of the radial equation on r ą 0 (radial Bessel functions)

d2R

dr2
`

2

r

dR

dr
`

ˆ

p˘qλ2 ´
`p`` 1q

r2

˙

R “ 0 (5.2.12)

are of the form

r`
ˆ

1

r

d

dr

˙`

R˘0 pλrq (5.2.13)

where R˘0 are the solutions of the equation (5.2.12) for ` “ 0

R
p`q

0 “
a0 cosprq ` b0 sinprq

r
R
p´q

0 “
a0 coshprq ` b0 sinhprq

r
(5.2.14)

Proof. The proof for ` “ 0 is a direct inspection (the change of variables Rprq “ fprq{r turns
the equation into a constant–coefficient equation for f). For the proof of the first statement the
interested reader is referred to, e.g. [”Basic Partial Differential Equations” (Bleecker-Csordas ’92),
section 9.4.]

A direct proof can be obtained by playing with commutators. Let

L :“ B2
r `

2

r
Br, Q` :“ r`

ˆ

1

r
Br

˙`

. (5.2.15)

One verifies by induction that

rL,Q`s “
`p`` 1q

r2
Q`. (5.2.16)

Suppose we have proved (5.2.16) and R0 is a solution of LR0 “ cR0 for some c. Then we define
R` :“ Q`R0 and

LR` “ LpQ`R0q “ Q`LR0 `
`p`` 1q

r2
Q`R0 “

ˆ

c`
`p`` 1q

r2

˙

Q`R0 “

“

ˆ

c`
`p`` 1q

r2

˙

R`. (5.2.17)

which proves the theorem.

To verify the formula (5.2.16) we observe the following commutation relations

rL, Brs “
2

r2
Br,

„

L, 1

r



“ ´
2

r2
B,

Q``1 “ r``1

ˆ

1

r
Br

˙``1

“ r`Br

ˆ

1

r
Br

˙`

“ BrQ` ´
`

r
Q` (5.2.18)

Using (5.2.18) one verifies the induction step directly without obstacles. �
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Angular equation and spherical Harmonics: Legendre functions

The functions

Y`,mpφ, θq “ P`mpcospφqqeimθ, m P Z (5.2.19)

are called spherical harmonics because they are eigenfunctions of the Laplace operator on the
2–sphere

The functions P`,mpxq solve (5.2.9) which we now analyze.

Consider first the ODE
´

p1´ x2qu1
¯1

` λu “ 0 (5.2.20)

with the boundary condition that upxq is bounded at x “ ˘1.

Proposition 5.18 The solutions of (5.2.20) which are bounded at ˘1 occur only for λ “ `p`` 1q
and ` P N. They are given by the Legendre polynomials

P0 “ 1, P` “
1

2``!

dnppx2 ´ 1qnq

dxn
, ` “ 1, 2, . . . (5.2.21)

which are alternatively written as

P`pxq “
1

2``!

ÿ̀

s“0

p´1q`´s
ˆ

`

s

˙

p2sq!

p2s´ `q!
x2s´`. (5.2.22)

Proof. The fact that P` solves the ODE is derived by differentiating p`` 1q times the equation

px2 ´ 1q
d

dx

`

x2 ´ 1
˘`
“ 2`xpx2 ´ 1q` (5.2.23)

(Exercise)

The equation (5.2.20) in normal form is

u2 ´
2x

1´ x2
u1 `

λ

1´ x2
u “ 0 (5.2.24)

which shows that the solutions are defined in the interval p´1, 1q but in general have a singularity
at one or both endpoints.

If u “ fpxq is a nontrivial solution then so is fp´xq; thus fpxq ` fp´xq and fpxq ´ fp´xq are
solutions as well and at least one of them is nonzero.

We now show that if u is an even or odd solution to (5.2.20) and bounded at ˘1 then it is a
the Legendre polynomial.

We seek power-series solution upxq “
ř8
n“0 anx

n and plugging into the equation yields the
recurrence relation

an “
pn´ 1qpn´ 2q ´ λ

npn´ 1q
an´2. (5.2.25)
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We claim that the solution is a polynomial if and only if λ “ `p``1q for ` “ 1, 2, .... The sufficiency
is clear; if λ “ `p`´ 1q we see that a` “ 0 even if a`´2 ‰ 0. Subsequent terms in the series are also
all zero and u has the same parity as `.

For ` R N the series is infinite and standard criteria show that the radius of convergence is
1. It is known also that the only singularities of a solution to the ODE (5.2.20) can be poles at
the singularities of the coefficients (this we don’t show but it is a standard result in the study of
Fuchsian singularities of ODEs in the complex plane). Thus x “ 1 or x “ ´1 (or both) are a pole
and the solution cannot be bounded. (One can prove directly that the solution is unbounded at
x “ 1 because the coefficients have all the same sign for n sufficiently large and the series can be
estimated by the harmonic series from below. See Courant–Hilbert’s texbook, pag. 326). �

The general equation for P`,m is obtained as follows.

Definition 9 The Legendre functions of m-th order are defined by

P`,mpxq :“ p1´ x2q
m
2

dm

dxm
P`pxq (5.2.26)

Proposition 5.19 The Legendre functions P`,m solve the ODE (5.2.9)

d

dx

ˆ

p1´ x2q
dP`m

dx

˙

`

ˆ

`p`` 1q ´
m2

1´ x2

˙

P`m “ 0 m “ 0, 1, . . . , `. (5.2.27)

and are only solutions which are bounded at x “ ˘1. For m ą ` there are no bounded solutions.

Proof. We give a sketch of the proof but we won’t prove that they are the only bounded
solutions. Taking the derivative of (5.2.20) with λ “ `p``1q, and defining u`,m :“

?
1´ x2mBmx P`pxq

one sees that it solves (5.2.27) by direct computation. Note also that if m ą ` the proposed
expression yields the trivial solution (because P` is a polynomial of degree `). �

5.2.3 Separation in polar coordinates: Bessel equation.

Exercise 5.20 Show that in R2 the Laplace operator in polar coordinates pr, θq P R`ˆr0, 2πq reads
as follows

B2
x ` B

2
y “

1

r
Br prBrq `

1

r2
B2
θ “ B

2
r `

1

r
Br `

1

r2
B2
θ . (5.2.28)

where

x “ r cos θ , y “ r sin θ. (5.2.29)
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In this case the Helmholtz (Schrödinger) equation leads to

d2R

dr2
`

1

r

dR

dr
`

ˆ

V prq ´
m2

r2
` λ2

˙

R “ 0 (5.2.30)

Θ2 `m2Θ “ 0 (5.2.31)

Note that (5.2.30) and (5.2.8) differ only in the coefficient in front of R1. The Bessel (or cylindrical)
equation is the case with V prq “ 0:

R2prq `
1

r
R1prq `

ˆ

λ2 ´
m2

r2

˙

Rprq “ 0 (5.2.32)

or, in self–adjoint form,

prR1q1 ´
m2

r
R` λ2rR “ 0 (5.2.33)

The interval is typically r0,8q or r0, as. In either case this is an irregular problem because the
function Kpxq “ x in (5.1.4) vanishes at one of the endpoints.

In keeping with the introduction to the chapter we will consider the case of the wave equation
(or heat) on a circular membrane;

r2F 2 ` rF 1 ` pr2λ2 ´m2qF “ 0 , F pRq “ 0 (5.2.34)

With the transformation ρ “ λr the problem is recast into the ODE

d2

dρ2
F `

1

ρ

dF

dρ
`

ˆ

1´
m2

ρ2

˙

F “ 0. (5.2.35)

F p`q “ 0 (5.2.36)

where ` “ Rλ and we recall that m “ 0, 1, 2, . . . is an integer because the only periodic solutions
of (5.2.10) occur for m P Z (as we have observed in the study of the Laplace equation in two–
dimensions).

Proposition 5.21 Consider the Bessel equation on R`

x2f2 ` xf 1 ` px2 ´m2qf “ 0 (5.2.37)

Then any solution has infinitely many zeroes on R`.

The proof is contained in the two Exercises 5.24 and 5.25.

Expressions for the Bessel functions are contained in Exercises 5.30 and 5.31
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Figure 5.2: The first few modes of the membrane; the plot is of Jmpλm,nrq cospmθq for m “ 0, 1, .., 4
(rows) and n “ 0, 1, 2, 3 (columns), r P r0, 1s, θ P r0, 2πs.

The circular membrane

Suppose now that we want to solve the Helmholtz equation for the circular membrane (disk) i.e.
with the need to solve the ODE with boundary condition

d2R

dr2
`

1

r

dR

dr
`

ˆ

λ2 ´
m2

r2

˙

R “ 0 , Rpρq “ 0 (5.2.38)

and also Rprq bounded at r “ 0. Then we see that the Bessel function Jmpλrq is a solution of
the ODE and that λ needs to be chosen so that λρ is one of the zeroes of Jm. We know from the
Proposition 5.21 that there are infinitely many zeros and so there are infinitely many eigenvalues.
A plot of the first few Bessel functions is in Fig. 5.3

For each m “ 0, 1, 2, . . . denote by λm,s, s “ 1, 2, . . . the positive zeroes of Jmpxq; Then the
solution of the Heat equation

ut “ k2puxx ` uyyq , (5.2.39)

upx, y, tq “ 0, x2 ` y2 “ ρ2 (5.2.40)

u|t“0 “ φpx, yq (5.2.41)

is of the form

u “
ÿ

mPZ

8
ÿ

s“1

Am,se
´k2λ|m|,stJm

ˆ

λ|m|,s
r

ρ

˙

eimθ (5.2.42)
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Figure 5.3: The plot of the first few Bessel functions.

where we have used the fact (see Ex. 5.30) that J´mpxq “ p´1qmJmpxq. The coefficients of Am,s
are the Fourier coefficients of φ and are given by

Am,s “
1

Ωm,s

ż 2π

0
dθ

ż ρ

0
φpr, θqe´imθJmpλ|m|,sr{ρqrdr (5.2.43)

Remark 5.22 If φ depends on r alone, then we have the ”Fourier–Bessel series” of order 0 for
the function φ.
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5.3 Exercises for Chapter 5

Exercise 5.23 Show that for any fixed λ the function Φpx;λq solving (5.1.49) in Thm. 5.13
cannot have infinitely many zeroes in ra, bs. Hint: If there were infinitely many zeroes, they would
accumulate somewhere. Show that the derivative at the point of accumulation is zero and deduce a
contradiction.

Exercise 5.24 Show that if fmpxq is a solution of (5.2.37) and we pose ym “
?
xfmpxq then the

function ym solves the ODE

y2 `

ˆ

1`
1{4´m2

x2

˙

y “ 0, x ą 0 (5.3.1)

Exercise 5.25 Let Umpxq :“
´

1` 1{4´m2

x2

¯

. Show that for every ε ą 0 we have the inequality

Umpxq ě 1´ ε, x P

ˆ

m
?
ε
,8

˙

. (5.3.2)

Deduce that the solution ym (and hence fmpxq has infinitely many zeroes on the positive half-line.

Exercise 5.26 Find eigenvalues λn and eigenfunctions yn of the Sturm–Liouville problem

pDEq : y2 ` λy “ 0, x P r0, Ls, (5.3.3)

subject to the BC’s

paq yp0q “ 0; y1pLq “ 0; pbq y1p0q “ 0 “ y1pLq. (5.3.4)

Solution to Problem (5.26) (a) For λ ă 0 we have y “ sinhp
a

|λ|xq to match the condition at
0. To match the condition at L is impossible because y1 is never zero for x ‰ 0. For λ “ 0 we have
a straight line with zero slope (because y1pLq “ 0 and starting from zero; hence also trivial. So we
are left with λ ą 0.

We must have y “ sinp
?
λxq; y1pLq “

?
λ cosp

?
λLq “ 0 and hence

λk “
1

L2

´π

2
` kπ

¯2
, k “ 0, 1, 2, ... (5.3.5)

(the negative k’s give the same set of eigenvalues).

(b) For λ ă 0 we must have y “ coshp
?
λxq (y1p0q “ 0) and y1pLq “

?
λ sinhp

?
λLq “ 0 which

has only
?
λ “ 0 solution. For λ “ 0 we have the constant solution y0pxq “ 1. For λ ą 0 we have

y “ cosp
?
λxq, y1pLq “

?
λ sinp

?
λLq “ 0 ô λ “

´nπ

L

¯2
, n “ 1, 2, . . . . (5.3.6)

�

Exercise 5.27 (a) Show that every real value λ is an eigenvalue of the problem

pDEq : y2 ` λy “ 0, x P r0, 1s

pBCq : yp0q ´ yp1q “ 0, y1p0q ` y1p1q “ 0 (5.3.7)
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(b) Show that the problem

pDEq : y2 ` λy “ 0, x P r0, πs

pBCq : πyp0q ` ´ypπq “ 0, πy1p0q ` y1pπq “ 0 (5.3.8)

has no real eigenvalues.

Are the above examples in contradiction with Theorem 5.13?

Exercise 5.28 (a) Show that every linear second order ODE

P2y
2 ` P1y

1 ` P0y “ 0 (5.3.9)

(with P2 ą 0 and P2, P
1
2P1, P0 continuous) can be transformed in an equation in self–adjoint form

by multiplication with exp
´

ş P1´P 12
P2

dx
¯

. (b) Transform the following ODE’s in self–adjoint form;

piq x2y2 ` xy1 ` px2 ´m2qy “ 0, x ą 0 (Bessel)

piiq p1´ x2qy2 ´ 2xy1 `mpm` 1qy “ 0 x P r´1, 1s (Legendre)

piiiq p1´ x2qy2 ´ xy1 `m2y “ 0 x P r´1, 1s (Chebyshev)

pivq y2 ´ 2xy1 ` 2my “ 0 x P R (Hermite)

pivq xy2 ` p1´ xqy1 `my “ 0 x P R` (Laguerre) (5.3.10)

Exercise 5.29 Consider the Legendre polynomials

P` “
1

2``!

dnppx2 ´ 1q`q

dx`
(5.3.11)

(a) Show that they are orthogonal to each other in L2pr´1, 1s, dxq. Deduce that they are obtained
by Gram–Schmidt orthogonalization process from the ordered basis t1, x, x2, . . . , xn, . . .u of L2.
(b) Consider their generating function

Gpx, tq :“
8
ÿ

`“0

P`pxqt
` (5.3.12)

Show that it equals

Gpx, tq “
1

?
1´ 2tx` t2

(5.3.13)

Hint: express P` as a residue using Cauchy’s formula. Swap sum and integral and find a geometric
series. Evaluate the resulting integral.
(c) Deduce that

ż 1

´1
P 2
` dx “

2

2`` 1
. (5.3.14)
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Exercise 5.30 Show that the following two series are solutions of the Bessel equation (5.2.32) for
m R N and λ “ 1 (for λ ‰ 1 a simple rescaling can be used):

Jmpxq “
´x

2

¯m 8
ÿ

n“0

p´x2{4qn

n!pm` nq!

J´mpxq “
´x

2

¯´m 8
ÿ

n“0

p´x2{4qn

n!pn´mq!
(5.3.15)

Show also that for integer m J´mpxq “ p´1qmJmpxq. Using that the Wronskian of two independent
solutions of (5.2.32) is W “ expp´

ş

1
xdxq “ C

x deduce that there can be at most one bounded
solution at x “ 0.

Exercise 5.31 [1] Show that the following integrals

Jmpzq “

¿

|t|“1

e
z
2pt´t

´1qt´m´1 dt

2iπ
“

1

π

ż π

0
cos

ˆ

mθ ´ z sinpθq

˙

dθ, m P Z (5.3.16)

give a solution of the equation (5.2.32);

J2m `
1

z
J 1m `

ˆ

1´
m2

z2

˙

Jm “ 0 (5.3.17)

[2] Show that the above Bessel functions solve the recurrence relation

Jm`1pzq ` Jm´1pzq “
2m

z
Jmpzq. (5.3.18)

[3] Show that

d

dz
pzmJmpzqq “ zmJm´1pzq. (5.3.19)

[4] Compute

ż 8

0
J0pxqe

´pxdx “
1

a

1` p2
, pp ą 0q. (5.3.20)

Give a formula for

ż 8

0
Jmpxqe

´pxdx, m “ 1, 2, . . . , p ą 1. (5.3.21)

Solution of part [1]. We use the expression with the cos:

J 1n “

ż π

0
sinpθq sinpnθ ´ z sin θq

dθ

π
(5.3.22)

J2n “ ´

ż π

0
sin2pθq cospnθ ´ z sin θq

dθ

π
(5.3.23)

(5.3.24)
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We compute J 1 by parts

J 1n “

ż π

0
sinpθq sinpnθ ´ z sin θq

dθ

π
“

“ ´ cospθq sinpnθ ´ z sinpθqq

ˇ

ˇ

ˇ

ˇ

π

0
looooooooooooooooomooooooooooooooooon

“0

`

ż π

0
cos θ cos pnθ ´ z sin θq pn´ z cos θq “

“ n

ż

cos θ cospnθ ´ z sin θq ´ zJn ` z

ż π

0
sin2pθq cospnθ ´ z sin θq “

“ n

ż

cos θ cospnθ ´ z sin θq ´ zJn ´ zJ
2
n (5.3.25)

Rearranging the terms above we have shown

J2n `
1

z
J 1n ` Jn “

n

z

ż

cos θ cospnθ ´ z sin θq (5.3.26)

Thus

J2n `
1

z
J 1n `

ˆ

1´
n2

z2

˙

Jn “
n

z

ż π

0
cos θ cospnθ ´ z sin θq

dθ

π
´
n2

z2
Jn

trig. id.
“

“
n

z

ż π

0

¨

˚

˚

˝

cospnθq

“ 1
z
psinpz sin θqq1

hkkkkkkkkikkkkkkkkj

cospz sin θq cos θ` sinpnθq

“´ 1
z
pcospz sinpθqq1

hkkkkkkkkikkkkkkkkj

cos θ sinpz sin θq

˛

‹

‹

‚

dθ

π
´
n2

z2
Jn

b.p.
“

“
n

z

ż π

0

´n

z
sinpnθq sinpz sin θq `

n

z
cospnθq cospz sin θq

¯

looooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooon

“cospnθ´z sin θq

dθ

π
´
n2

z2
Jn “ 0 (5.3.27)
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Chapter 6

Introduction to nonlinear PDEs

6.1 Method of characteristics for first order quasilinear equations

Let us recall (see Section 1.5 above) the procedure of construction of the general solution for the
first order linear homogeneous equation

Bu

Bt
“

d
ÿ

i“1

aipx, tq
Bu

Bxi
. (6.1.1)

Here and below x “ px1, . . . , xdq. One has to consider the system of equations for the characteristics
of (6.1.1)

9xi “ aipx, tq, i “ 1, . . . , d

9t “ ´1.

Using t as the parameter along the characteristics one can recast the above system into the form

dxi
dt
` aipx, tq “ 0, i “ 1, . . . , d. (6.1.2)

Any solution to the system (6.1.1) is a function u “ upx, tq constant along the characteristics.
Recall that such functions are called first integrals of the system of ODEs (6.1.2).

In order to construct the general solution to (6.1.1) one has to find d independent first integrals,
i.e., d particular solutions v1px, tq, . . . , vdpx, tq to the PDE (6.1.1) satisfying the condition

det

¨

˝

Bv1{Bx1 . . . Bv1{Bxd
. . . . . . . . .

Bvd{Bx1 . . . Bvd{Bxd

˛

‚‰ 0 (6.1.3)

at a given point px0, t0q P Rd ˆ R. Then the general solution to the PDE (6.1.1) near this point
can be written as follows

upx, tq “ U pv1px, tq, . . . , vdpx, tqq (6.1.4)

where Upu1, . . . , udq is an arbitrary smooth function of d variables. Indeed, the following simple
statement holds true.
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Proposition 6.1 Let upx, tq be a solution to the Cauchy problem for the equation (6.1.1) defined
in a neighborhood of the point px0, t0q and satisfying the initial condition

upx, t0q “ φpxq, |x´ x0| ă ρ (6.1.5)

with a smooth function φpxq defined on the ball |x´ x0| ă ρ for some positive ρ. Then there exists
a smooth function Upv1, . . . , vdq on some neighbourhood of the point

u0 :“ pv0
1, . . . , v

0
dq “ pv1px0, t0q, . . . , vdpx0, t0qq P Rd

such that the solution upx, tq can be represented in the form (6.1.4) for |x ´ x0| ă ρ1 for some
positive ρ1 ď ρ.

Proof: Applying the theorem about the inverse mapping to the system

v1 “ v1px, t0q

. . . . . . . . .

vd “ vdpx, t0q

one obtains smooth functions

x1 “ x1pv1, . . . , vdq

. . . . . . . . . . . .

xd “ xdpv1, . . . , vdq

defined on some neighborhood of the point u0 and uniquely determined by the conditions

xipu
0q “ x0

i , i “ 1, . . . , d.

This can be done due to the assumption (6.1.3). We put

Upu1, . . . , udq :“ φ px1pu1, . . . , udq, . . . , xdpu1, . . . , udqq .

Such a function gives the needed representation of the solution upx, tq. �

Let us now consider a quasilinear equation, not necessarily homogeneous. By definition such
an equation has the form

Bu

Bt
“

d
ÿ

i“1

aipu,x, tq
Bu

Bxi
` bpu,x, tq (6.1.6)

with the coefficients a1pu,x, tq, . . . , adpu,x, tq, bpu,x, tq being smooth functions on some neighbor-
hood of a point pu0, x0, t0q P R ˆ Rd ˆ R. The following trick reduces the problem (6.1.6) to the
previous one. Let us look for solutions to (6.1.6) written in the implicit form

fpu,x, tq “ 0 (6.1.7)
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where fpu,x, tq is a smooth function defined on some neighborhood of the point pu0,x0, t0q satisfying
the condition

fupu0,x0, t0q ‰ 0. (6.1.8)

According to the implicit function theorem, the assumption (6.1.8) implies existence and uniqueness
of a smooth function upx, tq defined on some neighborhood of the point px0, t0q P Rd ˆ R and
satisfying upx0, t0q “ u0. Let us derive the condition for the function f that guarantees that upx, tq
satisfies (6.1.6). According to the implicit function theorem the partial derivatives of the function
upx, tq determined by (6.1.7) can be written in the form

Bu

Bt
“ ´

ftpu,x, tq

fupu,x, tq
,

Bu

Bxi
“ ´

fxipu,x, tq

fupu,x, tq
, i “ 1, . . . , d. (6.1.9)

The substitution to (6.1.6) yields a linear homogeneous PDE for the function f of d` 2 variables

Bf

Bt
“

d
ÿ

i“1

aipu,x, tq
Bf

Bxi
´ bpu,x, tq

Bf

Bu
. (6.1.10)

The solution fpu,x, tq to this PDE with the initial data chosen in the form

fpu,x, t0q “ u´ φpxq (6.1.11)

give a solution to the original PDE (6.1.6) specified by the initial data

upx, t0q “ φpxq, |x´ x0| ă ρ (6.1.12)

for some positive ρ. Note that the function φ must satisfy φpx0q “ u0. The PDE (6.1.10) can be
solved by the method of characteristics. The characteristics in the pd` 2q-dimensional space with
the coordinates u, x1, . . . , xd, t can be determined from the following system of ODEs

Bxi
Bt
` aipu,x, tq “ 0, i “ 1, . . . , d

(6.1.13)

Bu

Bt
“ bpu,x, tq.

Like above, one has to find pd ` 1q independent first integrals, i.e., pd ` 1q particular solutions
f0pu,x, tq, . . . , fdpu,x, tq satisfying

det

¨

˚

˚

˚

˚

˚

˚

˚

˚

˝

Bf0{Bu Bf0{Bx1 . . . Bf0{Bxd

Bf1{Bu Bf1{Bx1 . . . Bf1{Bxd

. . . . . . . . . . . .

Bfd{Bu Bfd{Bx1 . . . Bfd{Bxd

˛

‹

‹

‹

‹

‹

‹

‹

‹

‚

‰ 0 (6.1.14)

at the given point pu0, x0, t0q. The general solution to the PDE (6.1.10) can be represented in the
form

fpu,x, tq “ F pf0pu,x, tq, f1pu, x, tq, . . . , fdpu,x, tqq . (6.1.15)
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The smooth function F of pd` 1q variables has to be determined from the Cauchy data (6.1.11)

F pf0pu,x, t0q, . . . , fdpu,x, t0qq “ u´ φpxq. (6.1.16)

Then the function u “ upx, tq is the function defined implicitly by (6.1.16).

The local existence and uniqueness of such a solution is established as before.

Let us consider in more details the case of quasilinear homogeneous equations in one spatial
dimension with coefficients independent from x and t

ut “ apuqux. (6.1.17)

The equations for the characteristics become very simple in this particular case:

dx

dt
` apuq “ 0

(6.1.18)

du

dt
“ 0.

The solutions are straight lines

u “ const, x` apuqt “ const. (6.1.19)

Thus the general solution can be written in the implicit form

x` apuqpt´ t0q “ fpuq. (6.1.20)

The function fpuq has to be determined from the initial condition

upx, t0q “ φpxq.

This gives
x “ f pφpxqq .

The solution to the last equation exists if the initial function φpxq is monotonous near the point
x “ x0. Then the function f coincides with the inverse function φ´1.

Example. In the proof of the Cauchy–Kovalevskaya theorem we arrived at the following Cauchy
problem

vt “
M n

1´ n
r v
vx

vpx, 0q “
M x

ρ´ x
.

(see (7.2.26) above). The general solution to the PDE in the implicit form reads

x`
M n

1´ n
r v

t “ fpvq

for an arbitrary function fpvq to be determined by the initial data. To do this one has to solve the
equation

v “
M x

ρ´ x
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for x. This gives

x “
ρ v

M ` v
“: fpvq.

Thus the solution to the above Cauchy problem has to be determined from the algebraic equation

x`
M n

1´ n
r v

t “
ρ v

M ` v
. (6.1.21)

This coincides with (7.2.27).

For the particular case apuq “ c=const the equation

ut ` apuqux “ 0 (6.1.22)

describes propagation of waves with constant speed c. The characteristics in this case are just
parallel lines

x “ c t` x0.

We will now concentrate our attention at the simplest example of a nonlinear PDE of the above
form

vt ` v vx “ 0 (6.1.23)

called Hopf equation. This equation can be used as the simplest example of equations describing
motion of an ideal incompressible fluid. The fluid can be considered as a system of an infinite number
of particles distributed with some density ρ that in the incompressible case will be assumed to be
constant. The particles can be “labeled” in two different ways. In the Lagrange parameterization
one can label the particles by their positions ξ P R at a certain initial moment of time. The motion
then will be described by a pair of functions

x “ xpξ, tq (6.1.24)

v “ vpξ, tq

where xpξ, tq and vpξ, tq are the coordinate and the velocity of the particle with the “number ξ” at
the moment t. By definition we have

Bxpξ, tq

Bt
“ vpξ, tq. (6.1.25)

In the Euler parameterization we just follow the motion of the particle passing through the point
x at the moment t. Any physical quantity f assigned to every particle (e.g., the temperature1 of
the particle) will be characterized by a function f “ fpx, tq.

Proposition 6.2 If the quantity f is conserved, i.e., it depends only on the initial position of the
particles, f “ fpξq, then the function fpx, tq satisfies the equation

Bfpx, tq

Bt
` vpx, tq

Bfpx, tq

Bx
“ 0. (6.1.26)

1In the case f=temperature of the water in the river the function fpx, tq is obtained by measuring the temperature
sitting on the beach while fpξ, tq can be measured from the boat drifting freely along the stream of the river.
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Proof: By using the chain rule along with (6.1.25) we obtain

0 “
d

dt
fpξq “

Bf

Bx

Bx

Bt
`
Bf

Bt
“
Bf

Bt
` v

Bf

Bx
.

�

Exercise 6.3 In the three-dimensional case of a fluid moving with the velocity v “ pvx, vy, vzq
derive a similar equation for dependence of a conserved quantity f “ fpx, y, z; tq:

Bf

Bt
` vx

Bf

Bx
` vy

Bf

By
` vz

Bf

Bz
“ 0. (6.1.27)

Let us consider the free motion of an ideal compressible fluid; we recall that this means that
the fluid does not oppose any ”resistance” to being compressed, as opposed to an incompressible
fluid, for which the velocity field must satisfy div~v “ 0 at all times; clearly in dimension 1 the
incompressibility forces v to be independent of x and hence nothing interesting can happen.

Thus, in the case of a free ideally compressible fluid, no external forces act on the particles of
the fluid. Because of this the momentum of every particle conserved. From the Proposition 6.2 one
immediately obtains

Corollary 6.4 For the free motion of an ideal incompressible fluid the velocity vpx, tq satisfies
equation (6.1.23).

According to the general procedure the Cauchy problem for the equation (6.1.23) with the initial
data

vpx, 0q “ φpxq (6.1.28)

for small time t can be written in the implicit form

x “ v t` fpvq (6.1.29)

f pφpxqq “ x.

on every interval of monotonicity of the initial data φpxq. Let us try to figure out what can happen
when the time is not that small.

The solution v “ vpx, tq to the equation (6.1.29) exists provided the conditions of the implicit
function theorem hold true:

t` f 1pvq ‰ 0. (6.1.30)

At the moment where fails, let’s say t0, v0, the function v t ` fpvq is not locally monotone any
more, so the equation (6.1.29) cannot be solved for v. Let us assume for simplicity that the initial
data is a globally monotone decreasing function. Then the inverse function fpvq will be monotone
decreasing as well. Denote t0 the first moment of time for which the function Xpv, tq :“ v t` fpvq
becomes not a monotone function at some point v0. Since t0 is the first such time, the function
Xpv, t0q must be decreasing on the left and the right of v “ v0, and hence v0 must be an inflection
point of the graph

x “ v t` fpvq

i.e., at this point one must have
f2pv0q “ 0.
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Figure 6.1: The Hopf-evolution. Each point px, vq on the graph of v “ upx, tq travels to the right
with constant speed equal to v; after the time of catastrophe the solution given by the method of
characteristics loses significance because it is not a function of x any longer.

In this way we arrive at 1the following “bad points” px0, t0, v0q where the implicit function theorem
does not work any more. The coordinates of these points can be determined from the following
system

x0 “ v0t0 ` fpv0q

t0 ` f
1pv0q “ 0 (6.1.31)

f2pv0q “ 0.

Such a point px0, t0q is called the point of gradient catastrophe. The solution to the Cauchy problem
(6.1.28) exists for all x P R only for t ă t0; the derivatives ux and ut become infinite at the point
of gradient catastrophe.
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Example 6.5 Consider the Hopf equation with the initial datum (see Fig. 6.1)

φpxq “ e´x
2

(6.1.32)

We can find the inverse function in the two intervals R˘:

f˘pvq “ ˘
?
´ ln v, v P p0, 1s (6.1.33)

Then the two branches evolve according to the implicit equations

x “ vt` f˘pvq (6.1.34)

The point px0, v0q “ p0, 1q follows the characteristic line x0ptq “ v0t “ t and for each t fixed we can
expect two branches of the solution in the intervals p´8, tq and pt,8q.

For t ‰ 0 we cannot explicitly invert the equation (6.1.34) but we can nonetheless plot the
parametric curves x “ X˘pv, tq “ vt` f˘pvq; the plots for various times are in Fig. 6.1.

Let us find the point of gradient catastrophe: we have

f2˘ “ ¯
1

4

2 ln v ` 1

p´ lnpvqq
3
2 v2

“ 0 ñ v0 “ e´
1
2 ñ t0 “ ´f

1pe´
1
2 q “

e
1
2

?
2
» 1.1658 (6.1.35)

and x0 “
?

2. For times t ą t0 the parametric curves cannot be functions of x.

6.2 Higher order perturbations of the first order quasilinear equa-
tions. Solution of the Burgers equation

As we have seen in the previous section the life span of a typical solution to the equations of motion
of an ideal incompressible fluid is finite: the solution does not exist beyond the point of gradient
catastrophe. Such a phenomenon suggests that the real physical process can be only approximately
described by the equation (6.1.23). Near the point of catastrophe higher corrections have to be
taken into account.

We will consider two main classes of such perturbations of Hopf equation: Burgers equation

vt ` v vx “ µ vxx (6.2.1)

and Korteweg - de Vries (KdV) equation

vt ` v vx ` ε
2vxxx “ 0. (6.2.2)

The small parameters µ and ε will be assumed to be positive. The Burgers equation arises in
the description of one-dimensional waves in the presence of small dissipative effects; the small
parameter µ is called the viscosity coefficient. The Korteweg - de Vries (KdV) equation describes
one-dimensional waves with no dissipation but in the presence of small dispersion. It turns out that
in both cases the perturbation, whatever small it be, resolves the problem with non-existence of
solutions to the Cauchy problem for large time. However we will see that the properties of solutions
to the equations (6.2.1) and (6.2.2) are rather different.
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Let us first explain in what sense the equation (6.2.1) has to be considered as a dissipative
equation but there is no dissipation in (6.2.2). First observe that both equations have a family of
constant solutions

v “ c.

We will now apply the general linearization procedure in order to study small perturbations of
constant solutions. The idea is to look for the perturbed solutions in the form

vpx, tq “ c` δvpx, tq. (6.2.3)

The perturbation is assumed to be small, so we will neglect the terms quadratic in δv. In such a
way we arrive at the linearized Burgers equation

δvt ` c δvx “ µ δvxx (6.2.4)

and the linearized KdV equation

δvt ` c δvx ` ε
2δvxxx “ 0. (6.2.5)

Let us look for the plane wave solutions to these equations:

δv “ a eikx´iωt.

The substitution to (6.2.4) and (6.2.7) yields the dispersion relation between the wave number k
and the frequency ω. Namely, we obtain that

ω “ c k ´ iµ k2 (6.2.6)

for Burgers equation and
ω “ c k ´ ε2k3 (6.2.7)

for the KdV equation. We conclude that the small perturbations of the constant solutions to the
Burgers equation exponentially decay at tÑ `8

δv “ a eikpx´ctq´µk
2t, |δv| “ |a|e´µk

2t Ñ 0

while for the KdV equation the magnitude of small perturbations remains unchanged:

δv “ a eikpx´ctq`iε
2k3t, |δv| ” |a|.

We postpone the explanation of the dispersive nature of the KdV equation till Section 6.4. We
will now concentrate our attention on the solutions to Burgers equation. We will first prove global
solvability for (6.2.1) for a suitable class of initial data.

Theorem 6.6 The solution to the Cauchy problem

vpx, 0q “ φpxq

for the Burgers equation (6.2.1) exists and is unique for all t ą 0. It can be represented in the
following form

vpx, tq “ ´2µ
B

Bx
log

"

1

2
?
π µ t

ż 8

´8

exp

„

´
px´ yq2

4µ t
´

1

2µ

ż y

0
φpy1q dy1



dy

*

(6.2.8)
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Proof: The central step in the derivation of the formula (6.2.8) is in the following

Lemma 6.7 (Cole - Hopf transformation). The substitution

v “ ´2µ
B

Bx
log u (6.2.9)

transforms the Burgers equation (6.2.1) to the heat equation

ut “ µuxx. (6.2.10)

Proof: We have

vt “ 2µ
utux ´ uuxt

u2

vx “ 2µ
u2
x ´ uuxx
u2

vxx “ 2µ
3uuxuxx ´ u

2uxxx ´ 2u3
x

u3
.

After substitution into the Burgers equation and division by p´2µq we arrive at

0 “
u put ´ µuxxqx ´ ux put ´ µuxxq

u2
“
B

Bx

ut ´ µuxx
u

.

So, if u “ upx, tq satisfies heat equation (6.2.10) then the function v given by (6.2.9) satisfies Burgers
equation. �

We can now complete the proof of the Theorem. The solution to the heat equation (6.2.10)
with the initial data upx, 0q “ ψpxq can be represented by the Poisson integral

upx, tq “
1

2
?
π µ t

ż 8

´8

e
´
px´yq2

4µ t ψpyq dy.

According to (6.2.9) the initial data for the Burgers and heat equations must be related by

φpxq “ ´2µ rlogψpxqsx .

Integrating2 one obtains

ψpxq “ e
´ 1

2µ

şx
0 φpx

1q dx1
.

Hence

upx, tq “
1

2
?
π µ t

ż 8

´8

e
´
px´yq2

4µ t
´ 1

2µ

şy
0 φpy

1q dy1
dy.

Applying the transformation (6.2.9) one arrives at the formula (6.2.8). �

Example. Let us consider the solution to the Burgers equation (6.2.1) with the step-like initial
data

φpxq “

"

1, x ă 0
´1, x ą 0

(6.2.11)

2It is easy to see that another choice of the integration constant changes u ÞÑ c u with a nonzero constant c. Such
a change leaves invariant the logarithmic derivative B

Bx
log u.
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Integrating one obtains the initial data for the heat equation The Poisson integral gives the solution
in the form

ψpxq “ e
|x|
2µ .

So

upx, tq “
1

2
?
π µ t

„
ż 0

´8

e
´
px´yq2

4µ t
´

y
2µdy `

ż 8

0
e
´
px´yq2

4µ t
`

y
2µdy



“
1

2
?
π µ t

„
ż 0

´8

e
´
py´x`tq2

4µ t
` t´2x

4µ dy `

ż 8

0
e
´
py´x´tq2

4µ t
` t`2x

4µ dy



“
1
?
π

«

e
t´2x
4µ

ż 8

x´t
2
?
µ t

e´s
2
ds` e

t`2x
4µ

ż x`t
2
?
µ t

´8

e´s
2
ds

ff

“
1
?
π

#

e
t´2x
4µ

«

ż 8

0
e´s

2
ds´

ż x´t
2
?
µ t

0
e´s

2
ds

ff

` e
t`2x
4µ

«

ż 0

´8

e´s
2
ds`

ż x`t
2
?
µ t

0
e´s

2
ds

ff+

“
1

2
e
t
4µ

´

e
x
2µ ` e

´ x
2µ

¯

`
1

2
e
t
4µ

„

e
x
2µ Erf

ˆ

x` t

2
?
µ t

˙

´ e
´ x

2µ Erf

ˆ

x´ t

2
?
µ t

˙

where

Erfpxq “
2
?
π

ż x

0
e´s

2
ds

is the error function.

Fig. 7. Graph of the error function

Observe that the error function takes values very close to ˘1 away from the interval p´2, 2q; near
the origin it is well approximated by the linear function with the slope

Erf 1p0q “
2
?
π
» 1.128.
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Substitution to the formula (6.2.8) gives, after simple computations, the solution to the Burgers
equation with the step-like initial data

vpx, tq “ ´
sinh x

2µ `
1
2

”

e
x
2µErf x`t

2
?
µ t
` e

´ x
2µErf x´t

2
?
µ t

ı

cosh x
2µ `

1
2

”

e
x
2µErf x`t

2
?
µ t
´ e

´ x
2µErf x´t

2
?
µ t

ı (6.2.12)

When tÑ `0 the arguments of the Erf functions tend to ˘8 for x ą 0 or x ă 0 respectively. So
for positive x the numerator and the denominator both tend to sinh x

2µ ` cosh x
2µ , thus the function

vpx, tq tends to ´1. For negative x the numerator tends to sinh x
2µ ´ cosh x

2µ , and the denominator
tends to cosh x

2µ ´ sinh x
2µ , thus vpx, tq Ñ `1.

It is also easy to describe the large time asymptotics of the solution (6.2.12). Indeed, for tÑ `8

one has
x` t

2
?
µ t
Ñ `8,

x´ t

2
?
µ t
Ñ ´8.

Hence
lim
tÑ`8

vpx, tq “ ´ tanh
x

2µ
. (6.2.13)

Observe that for small µ the limiting curve is very close to the original step-like profile.

Fig. 8. Solution to the Burgers equation with µ “ 1 with the step-like initial data (6.2.11)

From Fig. 8 it is clear that, for small time the solution vpx, tq departs rapidly from the initial
data but then the deviation becomes more slow. The next picture suggests that the smaller is the
viscosity µ the closer to the initial step-like data remains the solution.
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Fig. 9. Solution to the Burgers equation with µ “ 0.2 with the step-like initial data (6.2.11)

Exercise 6.8 Prove that the solution (6.2.12) for any x, t (with t ą 0) for µ Ñ 0 tends to the
step-like function (6.2.11).

One can prove that, more generally speaking a generic solution to the Burgers equation in the
limit of small viscosity µ Ñ 0 tends to a discontinuous function within a certain region of the
px, tq-half-plane. In fluid dynamics such discontinuities can be interpreted as shock waves. The
proof of this statement will not be given in the lectures. Our nearest goal is to study the behaviour
of generic solutions to the Burgers equation for µ Ñ 0. In the next section we will introduce a
necessary analytic tool for such a study.

6.3 Asymptotics of Laplace integrals. Stationary phase asymp-
totic formula

If we rewrite the solution of Burgers’ equation (6.2.8)

vpx, tq “ ´2µBx ln

"
ż

R
exp

„

´
1

µ

ˆ

py ´ xq2

4t
`

1

2

ż y

φpsqds

˙

dy

*

“

“ ´2µBx ln

„
ż

R
e
´ 1
µ
Spy;x,tq

dy



“

ż

R
px´ yqe

´ 1
µ
Spy;x,tq

dy

2t

ż

R
e
´ 1
µ
Spy;x,tq

dy

(6.3.1)

where the phase function Spy;x, tq is in our case

Spy;x, tq “
py ´ xq2

4t
`

1

2

ż y

φpsqds “
py ´ xq2

4t
`

1

2
Qpyq (6.3.2)
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(where we put Qpyq an antiderivative of φ).

Problem: Find the behaviour of the solution vpx, tq as µÑ 0`.

The type of integrals we are facing are the so–called Laplace integrals of the form

Ipµq “

ż

R
fpyqe

´
Spyq
µ dy (6.3.3)

with smooth functions fpyq, Spyq. The basic idea is that, for εÑ `0 the main contribution to the
integral comes from the minima of the phase function Spxq. More precise statements are contained
in the following propositions.

Proposition 6.9 Let S : RÑ R be C2 and bounded from below, and fpyq continuous. Consider

Ipµq :“

ż

R
fpyqe

´
Spyq
µ dy. (6.3.4)

Then
[1] If Ipµq converges for µ0 ą 0 then it converges for every 0 ă µ ă µ0.
[2] Suppose now that Spyq has a unique global minimum at y “ y0 with S2py0q ą 0 (strict inequality)
and that for δ ą 0 sufficiently small the set

Jδ “

"

y : 0 ď Spyq ´ Smin ă δ

*

(6.3.5)

consists of a single open interval containing y0. Then

Ipµq “

d

2πµ

S2py0q
fpy0qe

´
Smin
µ

ˆ

1` op1q

˙

(6.3.6)

Remark 6.10 There are several generalizations to integrals on bounded intervals. If the functions
S, f have higher regularity, the infinitesimal op1q can be shown to be an asymptotic series in µ.

Proof. [1] Since S is bounded below, let Smin “ infR S. Suppose Ipµ0q is a convergent integral.
Then for µ ă µ0 we have ´ 1

µ ă ´
1
µ0

and

|Ipµq| ď

ż

R
|fpyq|e

´
Spyq
µ “ e

´
Smin
µ

ż

R
|fpyq|e

´
Spyq´Smin

µ ă e
´
Smin
µ

ż

R
|fpyq|e

´
Spyq´Smin

µ0 ă 8. (6.3.7)

[2] Let Jδ as in (6.3.5) and the assumptions hold. Then we consider the expression

F pµq :“
e
Smin
µ

?
µ
Ipµq “

1
?
µ

«

ż

Jδ

fpyqe
´ 1
µ
pSpyq´Sminqdy `

ż

RzJδ
fpyqe

´ 1
µ
pSpyq´Sminqdy

ff

(6.3.8)

We show that the second integral above tends to zero faster than any positive power of µ. Indeed
ˇ

ˇ

ˇ

ˇ

ˇ

ż

RzJδ
fpyqe

´ 1
µ
pSpyq´Sminqdy

ˇ

ˇ

ˇ

ˇ

ˇ

ď e´δ{µ
ż

RzJδ
|fpyq|e

´ 1
µ
pSpyq´Smin´δqdy “ p‹q (6.3.9)
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This latter integral is easily seen to be a increasing function of µ and bounded for µ “ µ0; hence

p‹q ď Ke
´ δ
µ (6.3.10)

for µ ă µ0. Thus this expression tends to zero faster than any power of µ. We express this by the
symbol Opµ8q. Thus we have shown

F pµq “
1
?
µ

ż

Jδ

fpyqe
´ 1
µ
pSpyq´Sminqdy `Opµ8q. (6.3.11)

Now define

ηpyq :“
a

Spyq ´ Spy0qsign py ´ y0q. (6.3.12)

We observe that ηpyq is a C1 function with η1pyq ą 0q in Jδ. In particular

η1py0q “

c

S2py0q

2
(6.3.13)

We can thus rewrite the integral over Jδ in the coordinate η

1
?
µ

ż

Jδ

fpyqe
´ 1
µ
pSpyq´Sminqdy “

1
?
µ

ż

?
δ

´
?
δ
fpypηqq

dy

dη
e
´
η2

µ dη (6.3.14)

The latter integral is of the general form

1
?
µ

ż

?
δ

´
?
δ
gpηqe

´
η2

µ dη (6.3.15)

with gpηq continuous over the interval. Letting pgpηq :“ gpηqχJpηq we can write the integral as

1
?
µ

ż

R
pgpηqe

´
η2

µ dη “

ż

R
gp
?
µsqe´s

2
ds. (6.3.16)

By Lebesgue dominated convergence theorem, we can take the limit under the integral sign as
µÑ 0` and see that the limit gives gp0q

?
π. Thus,

1
?
µ

ż

?
δ

´
?
δ
fpypηqq

dy

dη
e
´
η2

µ dη “ fpy0q
?
π

1

dη
dy

ˇ

ˇ

ˇ

y“y0

` op1q “ fpy0q

d

2π

S2py0q
` op1q (6.3.17)

Thus, summarizing

e
Smin
µ

?
µ
Ipµq “ fpy0q

d

2π

S2py0q
` op1q. (6.3.18)

whence the asymptotic formula

Ipµq “ fpy0q

d

2πµ

S2py0q
e
´
Smin
µ p1` op1qq. (6.3.19)

141



This concludes the proof. We remark that if we have higher regularity for f and S one can prove
that the term op1q is opµkq with k the smoothness class of f and S2. In particular if S, f are
analytic, then there is a full asymptotic expansion in place of op1q (in the Poincaré sense). �

Let us apply the Laplace formula to the study of small viscosity solutions to the Burgers equation
(6.2.1). According to the previous Section the solution is proportional to the logarithmic derivative
of the function

upx, tq “
1

2
?
π µ t

ż 8

´8

e
´
Spy;x,tq

µ dy

where the phase function Spy;x, tq depending on the parameters x, t is given by

Spy;x, tq “
px´ yq2

4t
`

1

2

ż y

0
φpy1q dy1. (6.3.20)

Here φpxq is the initial data for the Burgers equation.

Theorem 6.11 Let φpxq be a monotone increasing smooth function. Then
[1] The solution of the Hopf equation

wt ` wwx “ 0, wpx, 0q “ φpxq (6.3.21)

exists globally.
[2] The solution v “ vpx, t;µq to the Cauchy problem to the Burgers equation

vt ` vvx “ µvxx, vpx, 0;µq “ φpxq (6.3.22)

with the initial data φpxq satisfies

|vpx, t;µq ´ wpx, tq| Ñ 0 for µÑ 0 (6.3.23)

uniformly on compact subsets of the half-plane px, tq. The same asymptotics (6.3.23) holds true
for monotone decreasing initial data for the times before the time t0 of gradient catastrophe for the
solution to the Hopf equation (6.3.21) provided that the derivative φ1pxq of the initial function is
bounded on the real line.

Proof. [1] Since φpxq is increasing the method of characteristics gives a global solution;

w “ φpxq x “ Ψpwq (6.3.24)

and

tw `Ψpwq “ x (6.3.25)

Note that Ψpwq is an increasing function and t ą 0, so that the LHS is a monotone increasing
function and hence defines a unique function wpx, tq for all t ą 0 and x P R.

[2] The stationary point y “ ypx, tq of the phase function is determined from the equation

Sypy;x, tq “
y ´ x

2t
`

1

2
φpyq “ 0
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equivalent to
x “ y ` t φpyq. (6.3.26)

For t “ 0 the solution is unique, ypx, 0q “ x. For a monotone increasing function φ the solution
remains a unique one also for all t ą 0 since the y-derivative of the equation (6.3.26) remains
positive for all y P R. This stationary point is a nondegenerate minimum. Indeed, the second
derivative at the stationary point is always positive

Syypypx, tq;x, tq “
1` t φ1pyq

2t
ą 0.

Applying the Laplace formula one obtains

upx, tq “
1

a

1` t φ1pyq
e
´
Spypx,tq;x,tq

µ p1`Opµqq .

Taking the logarithmic derivative yields

vpx, tq “ ´2µ
Bupx, tq

Bt
“ 2Sxpypx, tq;x, tq `Opµq “ φpypx, tqq `Opµq.

It remains to observe that the function w “ φpypx, tqq satisfies the implicit function equation

x “ Ψpwq ` t w

where, as above, the function Ψ is the inverse function to φ. Thus w “ wpx, tq coincides with the
solution to the Cauchy problem (6.3.21).

For the case of monotone decreasing initial function φpxq with bounded derivative φ1pxq all above
arguments remain valid for small times, t ă t0, where t0 is the time of the gradient catastrophe for
the solution to the Cauchy problem (6.3.21). �

6.3.1 A worked out example; shock formation

What happens when φ is not increasing? We know that if φ has intervals of decrease, then eventually
the solution of Hopf equation given by the method of characteristics will cease to exist because it
gives ambiguous solutions.

By the way of example we consider in some detail the initial condition φpxq “ 5e´x
2
. We know

that the point of gradient catastrophe occurs for

px0, t0, w0q “

˜

?
2,

?
2e1{2

10
, 5e´

1
2

¸

. (6.3.27)

Now the limit of Burgers’ equation vpx, t;µq tends to

vpx, t; 0`q “ φpy0px, tqq “ 5e´y
2
0px,tq (6.3.28)

where y0px, tq is the point of absolute minimum of Spy;x, tq:

Spy;x, tq “
py ´ xq2

4t
`

1

2

ż y

0
φpsqds “

1

4

py ´ xq2

t
`

5
?
π

4
Erf pyq (6.3.29)
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Figure 6.2: The plot of S (red) for t{t0 “ 2 and for two different values of x. Note that S has
three critical points, of which two are local minima. The location of the absolute minimum has a
discontinuity w.r.t. x somewhere in between the two indicated values. Note that for x “ 1.9 the
minimum is on the left and for x “ 2.2 the minimum is the other critical point. In green is plotted
py ´ xq2{4t and blue is the term containing the Erf function.

Let us consider t ą t0; the plot of Spy;x, tq is shown in Fig. 6.2. As one can see, there are as
many as three critical points y0, y1, y2 depending on x, t, of which two are local minima and the one
in between is a local maximum. According to the strategy for Laplace integrals, only the absolute
maximum enters in the leading order asymptotics.

It does not take long to convince oneself that there is a critical x‹ptq such that:

for x ă x‹ptq the global minimum of S is at y0px, tq and for x ą x‹ptq it is at y2px, tq.

Therefore the solution vpx, t; 0`q exhibits a discontinuous behaviour:

vpx, t; 0`q “

#

5e´py0 px,tqq
2

x ă x‹ptq

5e´py2 px,tqq
2

x ą x‹ptq
(6.3.30)

Example 6.12 The Euler Gamma function

Γpxq “

ż 8

0
e´ss´x

ds

s
(6.3.31)

can be studied in the limit xÑ `8 by the use of Laplace integrals (here the interval of integration
is r0,8q but it won’t cause problems as we see not). With a change of variable s “ xy we get

Γpxq “

ż 8

0
e´s´x ln sds

s
“ ex lnx

ż 8

0
e´xpy`ln yqdy

y
. (6.3.32)
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Figure 6.3: Plot of the level lines of vpx, t; 0`q. Note that the level lines follow the characteristics
and there is a visible line of shock (the jagged line; this jaggedness is just an issue with the numerics,
the shock-line is smooth in reality). The same plot in 3d on the right.

The phase function is Spyq “ y` ln y which has an absolute minimum at y “ 1 with S2p1q “ 1 and
Sp1q “ 1. Thus the formula of Laplace gives (here µ “ 1

x)

Γpxq “

c

2π

x
e´x lnx´xp1`Opx´1qq (6.3.33)

In this case the Opx´1q can be expanded into a full asymptotic series in x´1 and the coefficients
have been worked out.

6.3.2 Oscillatory integrals

At the end of this Section let us give, without proof, the complex version of the Laplace formula.
This is the so-called stationary phase formula for the asymptotics of the integrals with complex
phase function

Ipεq “

ż b

a
fpxqe

i Spxq
ε dx. (6.3.34)

Like in the case of Laplace integrals the localization principle says that the main contribution to the
asymptotics comes from the stationary points of the phase function Spxq and from the boundary
of the integration segment. However, differently from the Laplace method, the stationary phase
asymptotics involve contributions from all stationary points of the phase function, not only from
the minima. More precisely,

Proposition 6.13 Let fpxq, Spxq be C8 functions, such that fpxq vanishes at the boundary of the
segment ra, bs with all derivatives, and S1pxq ‰ 0 @x P pa, bq. Then

ż b

a
fpxqe

i Spxq
ε dx “ O pεnq @n P Zą0.

145



Proposition 6.14 Let fpxq, Spxq be C8 functions, such that fpxq vanishes at the boundary of the
segment ra, bs with all derivatives, and Spxq has a unique nondegenerate stationary point x0 P pa, bq.
Then

ż b

a
fpxqe

i Spxq
ε dx “

d

2π ε

|S2px0q|
e
i Spx0q

ε
` i π

4
signS2px0q pfpx0q `Opεqq . (6.3.35)

The crucial step in the derivation of the stationary phase formula is in the computation of the
following integral.

Exercise 6.15 Prove that
ż 1

´1
e
ix2

ε dx “
?
π ε e

iπ
4 p1`Opεqq . (6.3.36)

6.4 Dispersive waves. Solitons for KdV

We are now in a position to explain the effect of dispersion in the theory of linear waves. Let us
assume that a linear PDE admits plane wave solutions

vpx, tq “ a eipkx´ωpkqtq (6.4.1)

for any real k. Moreover we assume that the dispersion law

ω “ ωpkq (6.4.2)

is a real valued function satisfying

ω2pkq ‰ 0 for k ‰ 0. (6.4.3)

These assumptions hold true, e.g., for the linearized KdV equation (6.2.7) where

ωpkq “ c k ´ ε2k3.

Another example is given by the Klein–Gordon equation

vtt ´ vxx `m
2v “ 0. (6.4.4)

In this case the dispersion relation splits into two branches

ωpkq “ ˘
a

k2 `m2. (6.4.5)

For the linear wave equation
vtt “ a2vxx
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the dispersion relation reads
ωpkq “ ˘a k.

The condition (6.4.3) does not hold.

More general solutions can be written as linear superpositions of the plane wave

vpx, tq “

ż

K
apkqeipkx´ωpkqtqdk (6.4.6)

where the integration is taken over a domain in the space of wave numbers. Here apkq is the complex
amplitude of the k-th wave. Let us describe the asymptotic behaviour of the solution (6.4.6) for
large x and t. More precisely the question is: what will see the observer moving with a constant
speed c for sufficiently large time? The answer is given by the following

Lemma 6.16 Let us assume that the equation

c “ ω1pkq (6.4.7)

has a unique root k “ k0 belonging to K. Then for t Ñ 8 the solution (6.4.6) restricted onto the
line

x “ ct` x0

behaves as follows

vpx, tq “

d

2π

t |ω2pk0q|
apk0qe

itrck0´ωpk0qs´
iπ
4

signω2pk0q`ik0x0

ˆ

1`O
ˆ

1

t

˙˙

. (6.4.8)

Proof: It follows immediately from the stationary phase formula (6.3.35). �

Let us apply the result of the Lemma to the case of wave-trains, i.e., solutions of the form
(6.4.6) obtained by integration over a small neighborhood of a point k˚. In this case the remote
observer will be able to detect a nonzero value of the wave only if

x

t
» ω1pk˚q.

We conclude that., from the point of view of the remote observer the wave-train with the wave
number k˚ propagates with the velocity ω1pk˚q. For this reason the number ω1pk˚q is called the
group velocity of the wave-train.

In short we can say that the velocity of propagation of dispersive waves depends on the wave
number.

The linearized KdV equation is an example of a dispersive system. Indeed, the group velocity
is equal to

ω1pkq “ c´ 3ε2k2.

That means that the rapidly oscillating (i.e., |k| ąą 1) small perturbations propagate
from right to left. At the same time, as we know from the analysis of Hopf equation, the slow
varying solutions with positive magnitude propagate from left to right.

The full mathematical theory of solutions to the KdV equation is too complicated to present
here. Here we will present only a small output of this theory describing an important class of

147



particular solutions to the KdV equation. They are created by a balance between the nonlinear
and dispersive effects. The idea is to look for solutions in the form of simple waves

vpx, tq “ V

ˆ

x´ ct

ε

˙

. (6.4.9)

Substitution to (6.2.2) yields an ODE for the function V “ V pXq

´c V 1 ` V V 1 ` V 3 “ 0.

Integrating one obtains a second order ODE

V 2 `
1

2
V 2 ´ c V “ a (6.4.10)

where a is an integration constant. This equation can be interpreted as the Newton law for the
motion of a particle in the field of a cubic potential

V 2 “ ´
BP pV q

BV
, P pV q “

1

6
V 3 ´

c

2
V 2 ´ a V. (6.4.11)

One should expect to apply the law of conservation of energy to integration of this equation. Indeed,
after multiplication of (6.4.10) by V 1 one can integrate once more to arrive at a first order equation

1

2
V 1

2
`

1

6
V 3 ´

c

2
V 2 ´ a V “ b

where b is another integration constant (the total energy of the system (6.4.11)). The last equation
can be integrated by quadratures

X ´X0 “

ż

dV
b

2
`

´1
6V

3 ` c
2V

2 ` a V ` b
˘

. (6.4.12)

For general values of the constants a, b, c the solution (6.4.12) can be expressed via elliptic functions.
We will now determine the values of these parameters that allow a reduction to elementary functions.
This can happen when the cubic polynomial under the square root has a multiple root. Moreover
we will assume that this double root is at V “ 0. To meet such a requirement one must have

a “ b “ 0.

We arrive at computation of the integral

X ´X0 “

ż

dV

V
b

c´ 1
3V

“ ´
2
?
c

tanh´1

b

c´ V
3

?
c

Inverting one obtains

V “ 3c

ˆ

1´ tanh2

?
cpX ´X0q

2

˙

“
3c

cosh2
?
cpX´X0q

2

We arrive at the following family of solutions to the KdV equation

vpx, tq “
3k2

cosh2 kpx´x0q´k3t
2ε

(6.4.13)
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where we put k “
?
c.

Fig. 10. Soliton solutions to the KdV equation with t “ 0, k “ 1 for various values of ε
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6.5 Exercises for Chapter 6

Exercise 6.17 Derive the following formula for the solution to the Cauchy problem

δvpx, 0q “ φpxq

for the linearized Burgers equation (6.2.4):

δvpx, tq “
1

2
?
π µ t

ż 8

´8

e
´
px´y´ctq2

4µ t φpyq dy.

Exercise 6.18 Obtain the following representation for solutions to the linearized KdV equation
(6.2.7) with the initial data δvpx, 0q “ φpxq rapidly decreasing at |x| Ñ 8:

δvpx, tq “

ż 8

´8

Apx´ y ´ c t, ε2tqφpyq dy

where

Apx, tq “
1

2π

ż 8

´8

eipk x`k
3tqdk. (6.5.1)

The integral (6.5.1) can be expressed via Airy function

Apx, tq “
1

p3tq1{3
Ai

ˆ

x

p3tq1{3

˙

defined by the integral

Aipxq “
1

2π

ż 8

´8

e
i
´

s x` s3

3

¯

ds.

Fig. 11. Graph of Airy function
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Chapter 7

Cauchy problem for systems of PDEs.
Cauchy - Kovalevskaya theorem

7.1 Formulation of Cauchy problem

Consider a system of order K ě 1 of n PDEs for the functions u1px, tq, . . . , unpx, tq of the form

BKui
BtK

“ fi

´

t, x,u,ut, . . . ,ux,uxx, . . . , B
`
tB
m
x u

¯

, i “ 1, . . . , n. (7.1.1)

` ď K ´ 1, ``m ď K (7.1.2)

where the functions fj depend on the derivatives of upt, xq up to ` “ K ´ 1 in t. We say that the
vector-valued function upx, tq “ pu1px, tq, . . . , unpx, tqq defined for x P px0, x1q, t P pt0, t1q satisfies
the system (7.1.1) if, after the substitution

Bui
Bt
“
Buipx, tq

Bt

u “ pu1px, tq, . . . , unpx, tqq , ux “

ˆ

Bu1px, tq

Bx
, . . . ,

Bunpx, tq

Bx

˙

, . . .

the system is identically satisfied. Without loss of generality we can assume that

t0 ă 0 ă t1.

The Cauchy problem is formulated as follows. Given n functions φ1pxq, . . . , φnpxq find a solution
u1px, tq, . . . , unpx, tq defined for 0 ď t ď t1 such that

u1px, 0q “ φ1pxq, . . . , unpx, 0q “ φnpxq. (7.1.3)

In the next section we will prove that the Cauchy problem (7.1.1), (7.1.3) has a unique solution
provided the right hand sides of the equations and the initial data are analytic functions.

With some preliminary manipulation similar to those used to reduce higher order ODEs to
(systems) of first order ODEs one can always reduce the problem to the first order case K “ 1
where the equation is thus

ut “ fpt, x,u,uxq. (7.1.4)
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Remark 7.1 The theorem can be formulated also in the case where x is a vector; this generalization
only adds complication in the notation but introduces no significant conceptual hurdles.

Example 7.2 Consider the case of a scalar PDE of second order

utt “ fpt, x, u, ux, ut, utx, uxxq (7.1.5)

If we introduce the vector y “ ru, ux, uts “ rq0, q1, ps we note that now f depends on y,yx and the
system takes the form

»

–

q0

q1

p

fi

fl

t

“

»

–

u
ux
ut

fi

fl

t

“

»

–

p
px

fpt, x, q0, q1, p, px, q1,xq

fi

fl (7.1.6)

so that we are reduced to a system of first order PDEs. ˝

The idea of the proof is very simple: using the system (7.1.1) we can compute the time derivatives
of any order of the solution at the point t “ 0. For example for the first derivative we have

9φipxq :“
Bui
Bt
|t“0 “ fi p0, x, φpxq, φxpxqq ,

:φipxq :“
B2ui
Bt2

|t“0 “
Bfi
Bt
`

n
ÿ

j“1

Bfi
Buj

fj `
n
ÿ

j“1

Bfi
Buj,x

Bxfj

etc. Here all the functions fi, fj and their derivatives have to be evaluated at the point
p0, x, φpxq, φxpxqq. The operator Bx is defined as follows

Bxf pt, x,u,uxq “
B

Bx
f pt, x,u,uxq `

n
ÿ

j“1

˜

u1j
B

Buj
` u2j

B

Bu1j

¸

f pt, x,u,uxq . (7.1.7)

(we use interchangeably the flyspeck 1 notation or the subscript x for the differentiation w.r.t. x).
In a similar way one can compute all the derivatives Bkui{Bt

k at t “ 0. We obtain then the solution
in the form of Taylor series

uipx, tq “ φipxq ` 9φipxq
t

1!
` :φipxq

t2

2!
` . . . (7.1.8)

In the next section we will prove convergence of this series.

7.2 Cauchy - Kovalevskaya theorem

Theorem 7.3 Let the functions in the right hand sides of the system (7.1.4) be analytic in some
neighborhood of the point

t “ 0, x “ 0, u “ φp0q, ux “ φ1p0q. (7.2.1)

Moreover assume that the initial data (7.1.3) is analytic at x “ 0. Then the Cauchy problem
(7.1.1), (7.1.3) has a unique solution analytic in some neighborhood of the point x “ t “ 0.
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Proof: First of all, without loss of generality, we assume φp0q “ 0 “ φ1p0q; simply re-define
upx, tq ÞÑ upx, tq ´ φp0q ´ xφ1p0q. ] At the first step we will reduce the Cauchy problem (7.1.1),
(7.1.3) to another problem for a system of first order quasilinear equations. For simplicity let us
consider the case n “ 1, m “ 1:

ut “ fpt, x, u, uxq, upx, 0q “ φpxq. (7.2.2)

Introduce new functions
p “ ut, q “ ux.

One obtains a first order quasilinear (i.e., linear in derivatives) system of three equations

ut “ p (7.2.3)

qt “ px

pt “ ftpt, x, u, qq ` fupt, x, u, qqp` fqpt, x, u, qqpx

along with the initial data

upx, 0q “ φpxq, qpx, 0q “ φ1pxq, ppx, 0q “ fp0, x, φpxq, φ1pxqq. (7.2.4)

Conversely, let us show that the Cauchy problem (7.2.3), (7.2.4) gives a solution to the original
Cauchy problem (7.2.2). First, using the first and the last equations one obtains

utt “ pt “
B

Bt
fpt, x, u, qq.

Integrating in t we obtain
ut “ fpt, x, u, qq ` gpxq

where gpxq is the integration constant. At t “ 0 we have

utpx, 0q “ ppx, 0q “ fp0, x, φpxq, φ1pxqq.

Hence gpxq ” 0, that is
ut “ fpt, x, u, qq.

Next, differentiating the first equation in (7.2.3) in x and using the second equation gives

uxt “ qt.

Integrating in t we arrive at
ux “ q ` hpxq

with a new integration constant hpxq. The initial data (7.2.4) imply

uxpx, 0q “ φ1pxq “ qpx, 0q.

So hpxq ” 0 and thus ux “ q.

We have reduced the original problem to a Cauchy problem for a system of first order quasilinear
equations

ut “ Apt, x,uqux ` bpt, x,uq (7.2.5)

with a Cauchy data
upx, 0q “ φpxq. (7.2.6)
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Here Apt, x,uq and bpt, x,uq are some matrix-valued and vector-valued functions respectively. At
the next step we eliminated the explicit dependence on x and t by means of the following trick.
Introduce two new unknown functions τ , σ and consider the new Cauchy problem

ut “ Apτ, σ,uqux ` bpτ, σ,uqσx

τt “ σx

σt “ 0

(7.2.7)

upx, 0q “ φpxq, τpx, 0q “ 0, σpx, 0q “ x.

It can easily be derived that the functions τpx, tq, σpx, tq satisfying (7.2.7) must be of the form

τpx, tq “ t, σpx, tq “ x.

So σx ” 1 and the problem (7.2.7) is equivalent to (7.2.5), (7.2.6).

We have arrived at a system of first order quasilinear PDEs with coefficients with no explicit
dependence on the space-time variables x and t. Moreover, the right hand sides of the system are
linear homogeneous functions of the derivatives. For these reasons it suffices to prove the Theorem
for the Cauchy problem of the form

ut “ Apuqux

(7.2.8)

upx, 0q “ φpxq

with

u “ pu1px, tq, . . . , unpx, tqq , Apuq “ pAijpuqq1ďi,jďn , φpxq “ pφ1pxq, . . . , φnpxqq .

We will now apply the procedure of solving the system (7.2.8) in the form of power series explained
in the previous section and prove convergence of this procedure.

Without loss of generality we may assume that

φp0q “ 0.

Indeed, if this was not the case then one can shift the dependent function

u ÞÑ u´ φp0q.

The analyticity assumption implies that the functions φipxq and Aijpuq can be represented as sums
of power series

φipxq “
8
ÿ

p“1

φi,px
p

(7.2.9)

Aijpuq “
8
ÿ

p1,...,pn“0

Aij,pu
p1
1 . . . upnn

convergent for
|x| ă ρ, |ui| ă r, i “ 1, . . . , n. (7.2.10)
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We want to prove that the Cauchy problem (7.2.8) admits a solution in the form of a power series

uipx, tq “
ÿ

p,qě0

ui,pqx
ptq, ui,0,0 “ 0 (7.2.11)

convergent for
|x| ă δ, |t| ă τ (7.2.12)

for some positive δ, τ . From the previous arguments it is clear that such a solution is unique.

Observe that the coefficients ui,pq can be expressed as polynomials in φi,p, Aij,p

ui,pq “ Pi,pq pφj,r, Ajk,sq (7.2.13)

with universal coefficients. Universality means that these coefficients do not depend on the partic-
ular choice of the system. For example,

ui,p 0 “ φi,p.

In order to compute the coefficients ui,p 1 of the Taylor expansion of the function

Buipx, 0q

Bt

one has to use the equations (7.2.8) along with the initial data:

ÿ

pě0

ui,p 1x
p “

n
ÿ

j“1

ÿ

s1,...,sn

Aij,sφ
s1
1 pxq . . . φ

sn
n pxqφ

1
jpxq. (7.2.14)

Expanding the right hand sides in Taylor series one obtains expressions for ui,p 1. For example,

ui,0 1 “

n
ÿ

j“1

Aij,0φj,1

etc. Observe that the assumption φp0q “ 0 is crucial to arrive at polynomial expressions. It is clear
that the coefficients of these polynomials are nonnegative integers.

We will consider also another Cauchy problem

vt “ Bpvqvx

(7.2.15)

vpx, 0q “ ψpxq

of the same size with analytic initial data and analytic coefficients

ψipxq “
8
ÿ

p“1

ψi,px
p

(7.2.16)

Bijpvq “
8
ÿ

p1,...,pn“0

Bij,pv
p1
1 . . . vpnn
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that gives a majorant for the Cauchy problem (7.2.8), that is, all coefficients of the series (7.2.16)
are nonnegative real numbers satisfying inequalities

ψi,p ě |φi,p|, Bij,p ě |Aij,p|. (7.2.17)

Let
vipx, tq “

ÿ

pě1, qě0

vi,pqx
ptq (7.2.18)

be the solution to the Cauchy problem (7.2.15) in the class of formal power series. Like above one
has

vi,pq “ Pi,pq pψj,r, Bjk,sq (7.2.19)

with the same polynomials Pi,pq with nonnegative integer coefficients. Hence the inequalities
(7.2.17) imply

vi,pq ě |ui,pq|. (7.2.20)

Our goal is to find a majorant for the Cauchy problem (7.2.8) in such a way that the formal
solution (7.2.18) to (7.2.15) converges for sufficiently small |x| and |t|. Then the inequalities (7.2.20)
will imply convergence of the series (7.2.11) for the same values of x and t.

In order to construct such a majorant let us recall the Cauchy inequalities for the coefficients
of convergent power series:

|φi,p| ď
M

ρp

(7.2.21)

|Aij,p| ď
M

rp1`...`pn

for some positive constant M . The radii ρ and r are defined in (7.2.10). We choose

ψi,p “
M

ρp

(7.2.22)

Bij,p “
pp1 ` . . .` pnq!

p1! . . . pn!

M

rp1`...`pn
.

Observe obvious inequality

Bij,p ě
M

rp1`...`pn
,

so
Bij,p ě |Aij,p|.

We obtain the initial data for the majorant Cauchy problem

ψipxq “M
8
ÿ

p“1

ˆ

x

ρ

˙p

“
M x

ρ´ x
, |x| ă ρ (7.2.23)

and the coefficient matrix

Bijpvq “M
ÿ

p1,...,pně0

pp1 ` . . .` pnq!

p1! . . . pn!

´v1

r

¯p1
¨ ¨ ¨

´vn
r

¯pn

(7.2.24)
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We arrive at the following majorant Cauchy problem

Bvi
Bt
“

M

1´ v1`...`vn
r

n
ÿ

j“1

Bvi
Bx

, i “ 1, . . . , n

(7.2.25)

vipx, 0q “
M x

ρ´ x
.

Let us look for a solution to the problem (7.2.25) in the form

vipx, tq “ vpx, tq, i “ 1, . . . , n.

The function v “ vpx, tq must satisfy the following scalar Cauchy problem

vt “
M n

1´ n
r v
vx

(7.2.26)

vpx, 0q “
M x

ρ´ x
.

Lemma 7.4 The solution of the Cauchy problem (7.2.26) is determined from the quadratic equation

pv `Mq
”´

1´
n

r
v
¯

x`M nt
ı

“ ρ v
´

1´
n

r
v
¯

(7.2.27)

where one has to choose the root of the quadratic equation vanishing at x “ 0, t “ 0.

Proof: Let us apply the implicit function theorem to the equation (7.2.27). Differentiating the
quadratic equation in x and t one finds

vx “
pM ` vq

`

1´ n
r v
˘

ρ
`

1´ 2n
r v

˘

´Mnt´
`

1´ Mn
r ´ 2nv

r

˘

x

vt “
M n pM ` vq

ρ
`

1´ 2n
r v

˘

´Mnt´
`

1´ Mn
r ´ 2nv

r

˘

x
.

Applicability of the implicit function theorem is guaranteed by non-vanishing of the denominator
at the point x “ t “ 0:

ρ

ˆ

1´
2n

r
v

˙

“ ρ ‰ 0

(we have used the condition vp0, 0q “ 0). Substituting the above formula into the PDE we obtain

vt “
M n

1´ n
r v
vx.

At t “ 0 the quadratic equation simplifies to

pv `Mq
´

1´
n

r
v
¯

x “ ρ v
´

1´
n

r
v
¯

that gives the needed solution

v “
M x

ρ´ x
.
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It remains to observe that at x “ t “ 0 the quadratic equation (7.2.27) reduces to

v
´

1´
n

r
v
¯

“ 0.

The latter has two distinct roots
v1 “ 0 and v2 “

r

n
.

Hence the roots of the quadratic equation remain distinct for sufficiently small |x| and |t|. The
lemma is proved. �

The root we are looking for can be written explicitely

v “
1

2

M
ρ px´ r tq `

r
n

´

1´ x
ρ

¯

1´ x
ρ

´
1

2

c

”

M
ρ px` r tq ´

r
n

´

1´ x
ρ

¯ı2
´ 4M2 r t

ρ

1´ x
ρ

(7.2.28)

This function is analytic for

|x| ă ρ and

„

M

ρ
px` r tq ´

r

n

ˆ

1´
x

ρ

˙2

´ 4M2 r t

ρ
ą 0.

These inequalities hold true for sufficiently small |x| and |t|. Hence the above arguments based on
the technique of majorants prove convergence of the series for the solution of (7.2.8). �

Remark 7.5 The theorem can be extended to the systems with complex coefficients replacing the
real variable x to a complex one z. The assumption of analyticity remains crucial in the proof. Recall
that a complex analytic function f “ fpzq can be considered as a function of two real variables x,
y, where z “ x` iy, satisfying the Cauchy - Riemann equation

Bf

Bz̄
“ 0

(7.2.29)

B

Bz̄
“

1

2

ˆ

B

Bx
` i

B

By

˙

.

Remark 7.6 The analyticity assumption is fundamental for validity of the theorem. Indeed, in
1956 Hans Lewy found the following counterexample. He considered the following equation

ux ` i uy ´ 2ipx` iyqut “ gpx, y, tq. (7.2.30)

This equation has solutions analytic near the origin provided the right hand side is analytic. How-
ever Lewy proved existence of C8 functions g such that (7.2.30) has no solutions in any neighborhood
of x “ y “ t “ 0. Later (1962) S.Mizohata found another counterexample considering the equation

ux ` i x uy “ gpx, yq. (7.2.31)
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